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✦ Brief theoretical motivation

✦ Inclusive measurements: Jets and pions

✦ Correlation measurements: Di-Jets

✦ Status and Prospects
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Theoretical Motivation
✦ Polarized DIS tells us that the 

spin contribution from quark 
spin is only ~30%.
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D. de Florian et al., Phys. Rev. D71, 094018 (2005). D. de Florian et al., Phys. Rev. Lett. 101 (2008) 072001
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parabola and the 1σ uncertainty in any observable would correspond to ∆χ2 = 1. In order to account for unexpected
sources of uncertainty, in modern unpolarized global analysis it is customary to consider instead of ∆χ2 = 1 between
a 2% and a 5% variation in χ2 as conservative estimates of the range of uncertainty.

As expected in the ideal framework, the dependence of χ2 on the first moments of u and d resemble a parabola
(Figures 3a and 3b). The KKP curves are shifted upward almost six units relative to those from KRE, due to the
difference in χ2 of their respective best fits. Although this means that the overall goodness of KKP fit is poorer than
KRE, δd and δu seem to be more tightly constrained. The estimates for δd computed with the respective best fits
are close and within the ∆χ2 = 1 range, suggesting something close to the ideal situation. However for δu, they only
overlap allowing a variation in ∆χ2 of the order of a 2%. This is a very good example of how the ∆χ2 = 1 does not
seem to apply due to an unaccounted source of uncertainty: the differences between the available sets of fragmentation
functions.
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FIG. 4: Parton densities at Q2 = 10 GeV2, and the uncertainty bands corresponding to ∆χ2 = 1 and ∆χ2 = 2%

An interesting thing to notice is that almost all the variation in χ2 comes from the comparison to pSIDIS data.
The partial χ2 value computed only with inclusive data, χ2

pDIS , is almost flat reflecting the fact the pDIS data are

not sensitive to u and d distributions. In Figure 3, we plot χ2
pDIS with an offset of 206 units as a dashed-dotted line.

The situation however changes dramatically when considering δs or δg as shown in Figures 3c and 3f, respectively.
In the case of the variation with respect to δs, the profile of χ2 is not at all quadratic, and the distribution is much
more tightly constrained (notice that the scale used for δs is almost four times smaller than the one used for light
sea quarks moments). The χ2

pDIS corresponding to inclusive data is more or less indifferent within an interval around
the best fit value and increases rapidly on the boundaries. This steep increase is related to a positivity constraints on
∆s and ∆g. pSIDIS data have a similar effect but also helps to define a minimum within the interval. The preferred
values for δs obtained from both NLO fits are very close, and in the case of KRE fits, it is also very close to those
obtained for δu and δd suggesting SU(3) symmetry.
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Theoretical Motivation
✦ Extracting gluon polarization
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STAR Detector
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Not shown:
Trigger detectors 
or polarimeters
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Inclusive Measurements
✦ Inclusive measurements have:

✦ High statistics

✦ Simple triggers

✦ Simple reconstruction

✦ Multiple subprocesses contribute

✦ Wide range of xgluon in each reconstructed bin
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Inclusive Jets

✦ STAR is well suited for Jet measurements with 
large acceptance (2π in azimuth)

✦ TPC provides charged tracking (|η| < 1.3)

✦ B/EEMC provide electromagnetic energy 
reconstruction (-1 < η < 2)

✦ Jets reconstructed using a midpoint cone 
algorithm
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Inclusive Jets
✦ Shape comparison between Run 6 

Data and simulation shows good 
agreement

✦ Motivates use of correction based 
on PYTHIA MC
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Inclusive Jets
✦ Data agrees well 

with NLO pQCD 
calculation after 
hadronization and 
underlying event 
correction is 
applied
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Inclusive jets

✦ Run 6 results: GRSV-MAX/
GRSV-MIN ruled out, a gluon 
polarization between GRSV-std 
and GRSV-zero favored
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D. de Florian et al. PRL 101 (2008) 072001.
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Neutral Pions
✦ STAR is able to measure neutral pions over a wide 

pseudorapidity range using its electromagnetic calorimeters

✦ Forward rapidity collisions dominated by qg collisions with a 
low x gluon

✦ GRSV-Max ruled out by Run 6 result

11
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Charged Pions

✦ Comparison of ALL(π+) to ALL(π -) can give the sign of 
∆g(x,Q2)

✦ Calculating ALL as a function of z alleviates problems of 
trigger bias

12
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FIG. 11: Asymmetries measured by STAR at RHIC for π− (left) and π+ (right) compared to the prediction

from different sets of polarized pdfs. The theoretical predictions were corrected to account for the jet trigger

efficiency.

of the trigger is to enhance the contribution from large pjet
T with respect to the small pjet

T events

and, therefore, increase the average 〈x〉 resulting in larger asymmetries.

With the present experimental accuracy it is not yet possible to perform a precise extraction

of the polarized gluon density from this observable. Nevertheless, the data can already rule out

any possible scenario with a large gluon polarization in the range 0.05 ! x ! 0.3. For that

purpose we include in Fig. 11 the prediction from the set GRSV-max set, where the polarized

gluon distribution is assumed to be equal to the unpolarized density at the very low intial scale of

µ2 = 0.4 GeV2. That set completely overestimates the experimental data at small z. Therefore,

in line with other measurements performed at RHIC, the preliminary data confirms the results

from the global analysis in [6] and points out to a small gluon polarization in the proton.

V. CONCLUSIONS

It is shown that the perturbative stability of the hadron+jet cross section improves considerably

after including the NLO contributions. The corrections are found to be nontrivial: K−factors are

larger for the unpolarized cross section than for the polarized one, resulting in a reduction of the

asymmetry at NLO. The possibility of looking at charged pions accompanied by a back-to-back

jet is studied phenomenologically in detail, finding that the asymmetries for π prodution, in terms

D. deFlorian, Phys. Rev. D 79 (2009) 114014.
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Correlation Measurements
✦ Reconstructing multiple physics objects (di-jets, photon/jet) 

provides information about initial parton kinematics

✦ Adds information about the shape of ∆g(x,Q2)
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Di-Jets
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✦ Run 5 di-jet 
data shows 
good 
agreement with 
simulations

✦ Asymmetric pT 
cut applied to 
the jets for 
comparison 
with more 
stable NLO 
calculations
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Di-Jets Run 6

15

✦ Run 6 data and simulation 
agreement is good

✦ Run 6 cross section and 
asymmetry analyses are 
progressing
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Prospects-Inclusive Jets

✦ First look at 500 GeV 
data in Run 9

✦ Future 500 GeV runs 
will significantly 
surpass statistical 
precision of current 
constraints

16

 

Bernd Surrow
STAR Collaboration Meeting

BNL, Upton, NY, March 27, 2010

Inclusive Jets at STAR: 500GeV / Wide-rapidity coverage

3

Rate limitations of TPC at 500GeV running taken into account

Systematic uncertainties are not taken into account (Relative luminosity, reconstruction and trigger bias)
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Prospects: Di-Jets 200 GeV
200 GeV Projections for 50 pb-1 at 60% polarization

✦ Run 9 produced 
approximately 22 pb-1 at 
55% polarization (FOM 
2.0 in Run 9 vs 0.6 in 
Run 6)

✦ Higher statistics and 
analysis of different 
event topologies should 
provide much tighter 
constraints on 
∆g(x,Q2)

17
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Prospects: Di-Jets 500 GeV

✦ Dijets at 500 GeV can 
access the gluon 
polarization at lower x

✦ Expectations are for 
smaller asymmetries

✦ Larger luminosities 
should improve 
statistical uncertainties
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500 GeV Projections for 390 pb-1 at 50% polarization
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Prospects-Prompt Photons
✦ Material removed before Run 9 significantly reduces conversion 

backgrounds

✦ Forward photons measure lowest x

✦ Correlation with mid-rapidity jet provides cleanest identification of 
initial parton kinematics
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Summary

✦ 2006 results improved precision at mid-rapidity and new 
techniques used to limit systematics

✦ First global analysis including RHIC Spin data suggest small 
gluon polarization (0.05 < x < 0.2)

✦ Correlations measurements provide constraints on parton 
kinematics

✦ Run 9 provides the largest 200 GeV data sample to date and 
first look at lower x with first 500 GeV data

20
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Backup

21
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Dijet Run 9 Projected
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