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Why small systems?
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Stepping stone towards probing 
the Quark Gluon Plasma (QGP) 

in “large” systems …

{small
{larg

e
… with discovery of flow-like 
signals, small systems are 

being actively probed for other 
QGP-like signals

✦ Soft physics 
Collective flow, particle spectra 
at freeze-out etc… 

✦ Hard physics 
Jet quenching/modification, 
high pT particle suppression…

Initially

image and points: Livio Bianchi @ QuarkMatter2018

Currently

https://indico.cern.ch/event/656452/contributions/2953752/attachments/1648267/2635124/LivioBianchi_QM2018_SD.pdf
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Jet introduction

✦ Hard scatterings of partons occur early in collisions and subsequent products 
may interact with a medium 

✦ Final state particles are algorithmically clustered together into objects called 
jets which are associated (by the observer) with the initially scattered partons 

✦ Modification of jets is used to probe existence and properties of a QGP

�3
modified from Fig. 1 of http://de.arxiv.org/abs/1412.7781v1
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Minimum bias jet measurements in small systems✦ Small systems have been studied for evidence of jet modification / 
suppression 

✦ If we anticipate no final state effects, we expect the ratio of jet spectra per 
binary collision in p+A collisions to pp collisions to be unity (                ) 

✦ Caveat: even if a strong interacting medium were formed, it may be 
too small to modify jet spectra

�4

Rch jet
p+A ≈ 1
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Fig. 5. (Color online.) Nuclear modification factors RpPb of charged jets for R = 0.2 (left) and R = 0.4 (right). The combined global normalization uncertainty from 〈TpPb
〉
, the 

correction to NSD events, the measured pp cross section, and the reference scaling is depicted by the box around unity.

system, while the second is separated from it by about one unit 
in rapidity. No significant change of the jet spectra is observed for 
these two ηlab regions centered at −0.45 and 0.45. Thus, the jet 
measurement has no strong sensitivity to the rapidity shift and 
the pseudorapidity dependent variation of the multiplicity (under-
lying event) within the statistical and systematic uncertainties of 
the measurement.

The nuclear modification factor RpPb is constructed based on 
the pT-differential yields and the extrapolated pp production cross 
section at 5.02 TeV for R = 0.2 and 0.4. It is shown in the left 
and right panel of Fig. 5, respectively. In the reported pT-range, 
it is consistent with unity, indicating the absence of a large mod-
ification of the initial parton distributions or a strong final state 
effect on jet production. Before comparing these results to the 
measured single-particle results for RpPb, one has to consider that 
the same reconstructed pT corresponds to a different underlying 
parton transverse momentum. Assuming that all spectra should 
obey the same power law behavior at high pT, an effective con-
version between the spectra can be derived at a given energy via 
the POWHEG+PYTHIA8 simulations described above. To match the 
single charged particle spectra in the simulation to charged jets 
with R = 0.4, a transformation ph±

T → 2.28ph±
T is needed. Thus, 

the reported nuclear modification factor for charged jets probes 
roughly the same parton pT-region as the ALICE measurement of 
single charged particles that shows a nuclear modification factor 
in agreement with unity in the measured high-pT range up to 
50 GeV/c [27].

Since the jet measurements integrate the final state particles, 
they have a smaller sensitivity to the fragmentation pattern of par-
tons than single particles. Differences between the nuclear modifi-
cation factor for jets and single high-pT particles, as suggested by 
measurements in [28,29], could point to a modified fragmentation 
pattern or differently biased jet selection in p–Pb collisions.

A modified fragmentation pattern may be also reflected in the 
collimation or transverse structure of jets. The first step in test-
ing possible cold nuclear matter effects on the jet structure is 
the ratio of jet production cross sections for two different reso-
lution parameters. It is shown for R = 0.2 and R = 0.4 in p–Pb
in Fig. 6 and compared to PYTHIA6 (Tune Perugia 2011) and 
POWHEG + PYTHIA8 at √sNN = 5.02 TeV and to ALICE results in 
pp collisions at 

√
s = 7 TeV [54]. All data show the expected in-

crease of the ratio from the increasing collimation of jets for higher 
transverse momentum and agree well within the uncertainties. No 
significant energy dependence or change with collision species is 
observed. The data for p–Pb collisions is well described by the 
NLO calculation as well as by the simulation of pp collisions with 
PYTHIA6 at the same energy. It should be noted that the ratio for 

Fig. 6. (Color online.) Charged jet production cross section ratio for different res-
olution parameters as defined in Eq. (7). The data in p–Pb collisions at √sNN =
5.02 TeV are compared to PYTHIA6 (tune: Perugia 2011, no uncertainties shown) 
and POWHEG+PYTHIA8 (combined stat. and syst. uncertainties shown) at the same 
energy, and to pp collisions at 7 TeV (only stat. uncertainties shown).

charged jets is, in general, above the ratio obtained for fully recon-
structed jets, containing charged and neutral constituents. This can 
be understood from the contribution from neutral pions that decay 
already at the collision vertex and lead to an effective broadening 
of the jet profile when including the neutral component in the jet 
reconstruction, mainly in the form of decay photons. For the same 
reason, the inclusion of the hadronization in the NLO pQCD cal-
culation is essential to describe the ratio of jet production cross 
section as also discussed in [62].

4. Summary

In this paper, pT-differential charged jet production cross sec-
tions in p–Pb collisions at √sNN = 5.02 TeV have been shown up 
to pT, ch jet of 120 GeV/c for resolution parameters R = 0.2 and 
R = 0.4. The charged jet production is found to be compatible with 
scaled pQCD calculations at the same energy using nuclear PDFs. 
At the same time, the nuclear modification factor RpPb (using a 
scaled measurement of jets in pp collisions at 

√
s = 7 TeV as a ref-

erence) does not show strong nuclear effects on jet production and 
is consistent with unity for R = 0.4 and R = 0.2 in the measured 
pT-range between 20 and 120 GeV/c. The jet cross section ratio of 
R = 0.2/0.4 is compatible with 7 TeV pp data and also with the 
predictions from PYTHIA6 Perugia 2011 and POWHEG + PYTHIA8 
calculations at 5.02 TeV. No indication of a strong nuclear modi-
fication of the jet radial profile is observed, comparing jets with 
different resolution parameters R = 0.2 and R = 0.4.
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〉
, the 

correction to NSD events, the measured pp cross section, and the reference scaling is depicted by the box around unity.
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and repeating the analysis. The variations were applied
simultaneously in the analyses of the dþ Au and pþ p
spectra to allow for their full or partial cancellation in the
RdAu and RCP quantities, with the exception of the variation
of k, described below.
The impact of uncertainties on the detector energy scales

was determined by varying the momenta of the recon-
structed tracks and clusters in simulation. The cluster
energies were varied by 3%. The track momenta were
varied by a track pT -dependent amount, which was 2% for
pT ≤ 10 GeV=c and increased linearly to 4% for
pT ¼ 30 GeV=c. The sensitivity of the results to the jet
selection was evaluated by varying the maximum and
minimum requirement on the calorimetric content of the
jet, and by raising the required number of jet constituents.
The uncertainty in the jet acceptance was evaluated by
doubling the fiducial distance between jets and the edges of
the detector, and by restricting the vertex z position to a
narrower range. The uncertainties associated with the
unfolding procedure were evaluated by changing the power
law index of the simulated pT spectrum by #1, and by
increasing and decreasing the value of k. Because they are
statistical in nature, the effects on the spectra from varying
k were treated as uncorrelated between the event classes.
The sensitivity to the underlying physics model was
evaluated by performing the corrections with a sample
of PYTHIA events analogous to the nominal one but
generated with TUNE A [39] and the CTEQ5L [40] set. A
2% uncertainty, uncorrelated between event classes, was
assigned to the spectra below 25 GeV=c to cover possible
defects in modeling the trigger efficiency.
For each observable, the magnitudes of the resulting

changes were added in quadrature to obtain a total
systematic uncertainty. The total uncertainty on the spectra
increased from 12% at pT ¼ 12 GeV=c to 30% or higher at
pT ¼ 50 GeV=cand was dominated at all pT by the energy
scale. Because the reconstruction procedure in dþ Au and
pþ p collisions was identical, and the performance,
corrections, and resulting spectra are very similar, the
effects of the variations on RdAu and RCP canceled to a
large degree. The uncertainties on this quantity ranged from
4% at pT ¼ 12 GeV=c (with no single source dominating)
to 15% or higher (dominated by unfolding and physics
model) at pT ¼ 50 GeV=c.
Additional normalization uncertainties on the pþ p

cross section of 10% arose from the uncertainty on
σpp=ϵpp. Uncertainties in the determination of TdAu con-
tributed to the RdAu and RCP, such that the total uncertainty
on these ranged from 3% to 13%.
Figure 2 summarizes the measured RdAu and RCP

quantities. The 0%–100% RdAu is consistent with unity
at all pT values and is pT independent within uncertainties.
The data are consistent with a next-to-leading order
calculation [41–44] incorporating the EPS09 [1] nuclear-
parton-density set, suggesting that nuclear effects are small

at high Q2 in the nuclear Bjorken-x range ≈0.1–0.5. When
compared to calculations over a range of energy loss rates
in the cold nucleus [4], the data favor only small momen-
tum transfers between the hard-scattered parton and nuclear
material, providing constraints on initial-state, or any
additional final-state, energy loss.
In contrast, the centrality-dependent RdAu values

strongly deviate from unity, manifesting as a suppression
(RdAu < 1) and enhancement (RdAu > 1) in central and
peripheral collisions, respectively, which increase in mag-
nitude with pT . Accordingly, the RCP is < 1 in most
selections and decreases systematically with pT and in
more central events. While the suppressed RdAu in 0%–
20% events is consistent with a calculation incorporating
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FIG. 2. RdAu for (a) 0%–100% and (b) centrality-selected
collisions, and (c) RCP, as a function of pT . Systematic, statistical,
and normalization uncertainties are shown as shaded bands,
vertical bars, and the leftmost bands centered at 1, respectively.
When error bands overlap vertically, their horizontal widths have
been adjusted so that both are visible. Dashed lines show the
uncertainty range of calculations incorporating nuclear parton
densities [1] and energy loss [4].
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√
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bars represent the statistical uncertainties, and the open boxes repre-
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The CMS measurements are compared to a NLO pQCD calculation [57]
that is based on the EPS09 nPDFs [19]. The theoretical calculations are
shown with solid lines, and the shaded bands around them represent the
theoretical uncertainties
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most central collisions with distance parameter R = 0.4. The vertical
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most central collisions, performed using a distance parame-
ter R = 0.4. Although the event selections and the jet recon-
struction are not exactly the same in the two measurements,
the results are in good agreement.

5 Summary

The inclusive jet spectra and nuclear modification factors
in pPb collisions at

√
sNN = 5.02 TeV have been mea-

sured. The data, corresponding to an integrated luminos-
ity of 30.1 nb−1, were collected by the CMS experiment in
2013. The jet transverse momentum spectra were measured
for pT > 56 GeV/c in six pseudorapidity intervals cover-
ing the range −2 < ηCM < 1.5 in the NN center-of-mass
system. The jet spectra were found to be softer away from
mid-rapidity. The jet production at forward and backward
pseudorapidity were compared, and no significant asymme-
try about ηCM = 0 was observed in the measured kinematic
range.

The differential jet cross section results were compared
with extrapolated pp reference spectra based on jet mea-
surements in pp collisions at

√
s = 7 TeV. The inclusive

jet nuclear modification factors R∗
pPb were observed to have

small enhancements compared to the reference pp jet spec-
tra at low jet pT in all ηCM ranges. In the anti-shadowing
region, for |ηCM| < 0.5 and 56 < pT < 300 GeV/c, the
value R∗

pPb = 1.17 ± 0.01 (stat) ± 0.12 (syst) was found.
The R∗

pPb appears to be approximately independent of pT,
except in the most backward pseudorapidity range. The R∗

pPb
measurements were found to be compatible with theoretical
predictions from NLO pQCD calculations that use EPS09
nPDFs.
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and repeating the analysis. The variations were applied
simultaneously in the analyses of the dþ Au and pþ p
spectra to allow for their full or partial cancellation in the
RdAu and RCP quantities, with the exception of the variation
of k, described below.
The impact of uncertainties on the detector energy scales

was determined by varying the momenta of the recon-
structed tracks and clusters in simulation. The cluster
energies were varied by 3%. The track momenta were
varied by a track pT -dependent amount, which was 2% for
pT ≤ 10 GeV=c and increased linearly to 4% for
pT ¼ 30 GeV=c. The sensitivity of the results to the jet
selection was evaluated by varying the maximum and
minimum requirement on the calorimetric content of the
jet, and by raising the required number of jet constituents.
The uncertainty in the jet acceptance was evaluated by
doubling the fiducial distance between jets and the edges of
the detector, and by restricting the vertex z position to a
narrower range. The uncertainties associated with the
unfolding procedure were evaluated by changing the power
law index of the simulated pT spectrum by #1, and by
increasing and decreasing the value of k. Because they are
statistical in nature, the effects on the spectra from varying
k were treated as uncorrelated between the event classes.
The sensitivity to the underlying physics model was
evaluated by performing the corrections with a sample
of PYTHIA events analogous to the nominal one but
generated with TUNE A [39] and the CTEQ5L [40] set. A
2% uncertainty, uncorrelated between event classes, was
assigned to the spectra below 25 GeV=c to cover possible
defects in modeling the trigger efficiency.
For each observable, the magnitudes of the resulting

changes were added in quadrature to obtain a total
systematic uncertainty. The total uncertainty on the spectra
increased from 12% at pT ¼ 12 GeV=c to 30% or higher at
pT ¼ 50 GeV=cand was dominated at all pT by the energy
scale. Because the reconstruction procedure in dþ Au and
pþ p collisions was identical, and the performance,
corrections, and resulting spectra are very similar, the
effects of the variations on RdAu and RCP canceled to a
large degree. The uncertainties on this quantity ranged from
4% at pT ¼ 12 GeV=c (with no single source dominating)
to 15% or higher (dominated by unfolding and physics
model) at pT ¼ 50 GeV=c.
Additional normalization uncertainties on the pþ p

cross section of 10% arose from the uncertainty on
σpp=ϵpp. Uncertainties in the determination of TdAu con-
tributed to the RdAu and RCP, such that the total uncertainty
on these ranged from 3% to 13%.
Figure 2 summarizes the measured RdAu and RCP

quantities. The 0%–100% RdAu is consistent with unity
at all pT values and is pT independent within uncertainties.
The data are consistent with a next-to-leading order
calculation [41–44] incorporating the EPS09 [1] nuclear-
parton-density set, suggesting that nuclear effects are small

at high Q2 in the nuclear Bjorken-x range ≈0.1–0.5. When
compared to calculations over a range of energy loss rates
in the cold nucleus [4], the data favor only small momen-
tum transfers between the hard-scattered parton and nuclear
material, providing constraints on initial-state, or any
additional final-state, energy loss.
In contrast, the centrality-dependent RdAu values

strongly deviate from unity, manifesting as a suppression
(RdAu < 1) and enhancement (RdAu > 1) in central and
peripheral collisions, respectively, which increase in mag-
nitude with pT . Accordingly, the RCP is < 1 in most
selections and decreases systematically with pT and in
more central events. While the suppressed RdAu in 0%–
20% events is consistent with a calculation incorporating
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uncertainty range of calculations incorporating nuclear parton
densities [1] and energy loss [4].
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evaluated by performing the corrections with a sample
of PYTHIA events analogous to the nominal one but
generated with TUNE A [39] and the CTEQ5L [40] set. A
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assigned to the spectra below 25 GeV=c to cover possible
defects in modeling the trigger efficiency.
For each observable, the magnitudes of the resulting
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increased from 12% at pT ¼ 12 GeV=c to 30% or higher at
pT ¼ 50 GeV=cand was dominated at all pT by the energy
scale. Because the reconstruction procedure in dþ Au and
pþ p collisions was identical, and the performance,
corrections, and resulting spectra are very similar, the
effects of the variations on RdAu and RCP canceled to a
large degree. The uncertainties on this quantity ranged from
4% at pT ¼ 12 GeV=c (with no single source dominating)
to 15% or higher (dominated by unfolding and physics
model) at pT ¼ 50 GeV=c.
Additional normalization uncertainties on the pþ p

cross section of 10% arose from the uncertainty on
σpp=ϵpp. Uncertainties in the determination of TdAu con-
tributed to the RdAu and RCP, such that the total uncertainty
on these ranged from 3% to 13%.
Figure 2 summarizes the measured RdAu and RCP

quantities. The 0%–100% RdAu is consistent with unity
at all pT values and is pT independent within uncertainties.
The data are consistent with a next-to-leading order
calculation [41–44] incorporating the EPS09 [1] nuclear-
parton-density set, suggesting that nuclear effects are small

at high Q2 in the nuclear Bjorken-x range ≈0.1–0.5. When
compared to calculations over a range of energy loss rates
in the cold nucleus [4], the data favor only small momen-
tum transfers between the hard-scattered parton and nuclear
material, providing constraints on initial-state, or any
additional final-state, energy loss.
In contrast, the centrality-dependent RdAu values

strongly deviate from unity, manifesting as a suppression
(RdAu < 1) and enhancement (RdAu > 1) in central and
peripheral collisions, respectively, which increase in mag-
nitude with pT . Accordingly, the RCP is < 1 in most
selections and decreases systematically with pT and in
more central events. While the suppressed RdAu in 0%–
20% events is consistent with a calculation incorporating
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FIG. 2. RdAu for (a) 0%–100% and (b) centrality-selected
collisions, and (c) RCP, as a function of pT . Systematic, statistical,
and normalization uncertainties are shown as shaded bands,
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uncertainty range of calculations incorporating nuclear parton
densities [1] and energy loss [4].

PRL 116, 122301 (2016) P HY S I CA L R EV I EW LE T T ER S
week ending

25 MARCH 2016

122301-6

and repeating the analysis. The variations were applied
simultaneously in the analyses of the dþ Au and pþ p
spectra to allow for their full or partial cancellation in the
RdAu and RCP quantities, with the exception of the variation
of k, described below.
The impact of uncertainties on the detector energy scales

was determined by varying the momenta of the recon-
structed tracks and clusters in simulation. The cluster
energies were varied by 3%. The track momenta were
varied by a track pT -dependent amount, which was 2% for
pT ≤ 10 GeV=c and increased linearly to 4% for
pT ¼ 30 GeV=c. The sensitivity of the results to the jet
selection was evaluated by varying the maximum and
minimum requirement on the calorimetric content of the
jet, and by raising the required number of jet constituents.
The uncertainty in the jet acceptance was evaluated by
doubling the fiducial distance between jets and the edges of
the detector, and by restricting the vertex z position to a
narrower range. The uncertainties associated with the
unfolding procedure were evaluated by changing the power
law index of the simulated pT spectrum by #1, and by
increasing and decreasing the value of k. Because they are
statistical in nature, the effects on the spectra from varying
k were treated as uncorrelated between the event classes.
The sensitivity to the underlying physics model was
evaluated by performing the corrections with a sample
of PYTHIA events analogous to the nominal one but
generated with TUNE A [39] and the CTEQ5L [40] set. A
2% uncertainty, uncorrelated between event classes, was
assigned to the spectra below 25 GeV=c to cover possible
defects in modeling the trigger efficiency.
For each observable, the magnitudes of the resulting

changes were added in quadrature to obtain a total
systematic uncertainty. The total uncertainty on the spectra
increased from 12% at pT ¼ 12 GeV=c to 30% or higher at
pT ¼ 50 GeV=cand was dominated at all pT by the energy
scale. Because the reconstruction procedure in dþ Au and
pþ p collisions was identical, and the performance,
corrections, and resulting spectra are very similar, the
effects of the variations on RdAu and RCP canceled to a
large degree. The uncertainties on this quantity ranged from
4% at pT ¼ 12 GeV=c (with no single source dominating)
to 15% or higher (dominated by unfolding and physics
model) at pT ¼ 50 GeV=c.
Additional normalization uncertainties on the pþ p

cross section of 10% arose from the uncertainty on
σpp=ϵpp. Uncertainties in the determination of TdAu con-
tributed to the RdAu and RCP, such that the total uncertainty
on these ranged from 3% to 13%.
Figure 2 summarizes the measured RdAu and RCP

quantities. The 0%–100% RdAu is consistent with unity
at all pT values and is pT independent within uncertainties.
The data are consistent with a next-to-leading order
calculation [41–44] incorporating the EPS09 [1] nuclear-
parton-density set, suggesting that nuclear effects are small

at high Q2 in the nuclear Bjorken-x range ≈0.1–0.5. When
compared to calculations over a range of energy loss rates
in the cold nucleus [4], the data favor only small momen-
tum transfers between the hard-scattered parton and nuclear
material, providing constraints on initial-state, or any
additional final-state, energy loss.
In contrast, the centrality-dependent RdAu values

strongly deviate from unity, manifesting as a suppression
(RdAu < 1) and enhancement (RdAu > 1) in central and
peripheral collisions, respectively, which increase in mag-
nitude with pT . Accordingly, the RCP is < 1 in most
selections and decreases systematically with pT and in
more central events. While the suppressed RdAu in 0%–
20% events is consistent with a calculation incorporating
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Fig. 5. Measured R pPb values for R = 0.4 jets in p + Pb collisions in central (stars), 
mid-central (diamonds) and peripheral (crosses) events. Each panel shows the jet 
R pPb in a different rapidity range. Vertical error bars represent the statistical uncer-
tainty while the boxes represent the systematic uncertainties on the jet yields. The 
shaded boxes at the right edge of the R pPb = 1 horizontal line indicate the system-
atic uncertainties on T pA and the pp luminosity added in quadrature for (from left 
to right) peripheral, mid-central and central events.

The results presented here use the standard Glauber model 
with fixed σNN to estimate the geometric quantities. The impact of 
geometric models which incorporate event-by-event changes in the 
configuration of the proton wavefunction [41] has also been stud-
ied. Using the so called Glauber–Gribov Colour Fluctuation model 
to determine the geometric parameters amplifies the effects seen 
with the Glauber model. In this model, the suppression in cen-
tral events and the enhancement in peripheral events would be 
increased.

10. Conclusions

This paper presents the results of a measurement of the cen-
trality dependence of jet production in p + Pb collisions at √sNN =
5.02 TeV over a wide kinematic range. The data were collected 
with the ATLAS detector at the LHC and correspond to 27.8 nb−1

of integrated luminosity. The centrality of p + Pb collisions was 
characterised using the total transverse energy measured in the 
forward calorimeter on the Pb-going side covering the interval 
−4.9 < η < −3.2. The average number of nucleon–nucleon colli-
sions and the mean nuclear thickness factor were evaluated for 
each centrality interval using a Glauber Monte Carlo analysis.

Results are presented for the nuclear modification factor R pPb
with respect to a measurement of the inclusive jet cross-section 
in 

√
s = 2.76 TeV pp collisions corresponding to 4.0 pb−1 of in-

tegrated luminosity. The pp cross-section was xT-interpolated to 
5.02 TeV using previous ATLAS measurements of inclusive jet pro-

duction at 2.76 and 7 TeV. Results are also shown for the central-
to-peripheral ratio RCP. The centrality-inclusive R pPb results for 
0–90% collisions indicate only a modest enhancement over the ge-
ometric expectation. This enhancement has a weak pT and rapidity 
dependence and is generally consistent with predictions from the 
modification of the parton distribution functions in the nucleus, 
which is small in the kinematic region probed by this measure-
ment.

The results of the RCP measurement indicate a strong centrality-
dependent reduction in the yield of jets in central collisions rela-
tive to that in peripheral collisions, after accounting for the effects 
of the collision geometries. In addition, the reduction becomes 
more pronounced with increasing jet pT and at more forward 
(downstream proton) rapidities. These two results are reconciled 
by the centrality-dependent R pPb results, which show a suppres-
sion in central collisions and enhancement in peripheral collisions, 
a pattern which is systematic in pT and y∗ .

The RCP and R pPb measurements at forward rapidities are also 
reported as a function of pT × cosh(⟨y∗⟩), the approximate total jet 
energy. When plotted this way, the results from different rapidity 
intervals follow a similar trend. This suggests that the mechanism 
responsible for the observed effects may depend only on the to-
tal jet energy or, more generally, on the underlying parton–parton 
kinematics such as the fractional longitudinal momentum of the 
parton originating in the proton.

If the relationship between the centrality intervals and proton–
lead collision impact parameter determined by the geometric 
models is correct, these results imply large, impact parameter-
dependent changes in the number of partons available for hard 
scattering. However, they may also be the result of a correlation 
between the kinematics of the scattering and the soft interactions 
resulting in particle production at backward (Pb-going) rapidities 
[42,43].

Recently, the effects observed here have been hypothesised as 
arising from a suppression of the soft particle multiplicity in col-
lisions producing high energy jets [44]. Independently, it has also 
been argued that proton configurations containing a large-x parton 
interact with nucleons in the nucleus with a reduced cross-section, 
resulting in the observed modifications [45]. In any case the pres-
ence of such correlations would challenge the usual factorisation-
based framework for describing hard scattering processes in colli-
sions involving nuclei.
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Fig. 5. Measured R pPb values for R = 0.4 jets in p + Pb collisions in central (stars), 
mid-central (diamonds) and peripheral (crosses) events. Each panel shows the jet 
R pPb in a different rapidity range. Vertical error bars represent the statistical uncer-
tainty while the boxes represent the systematic uncertainties on the jet yields. The 
shaded boxes at the right edge of the R pPb = 1 horizontal line indicate the system-
atic uncertainties on T pA and the pp luminosity added in quadrature for (from left 
to right) peripheral, mid-central and central events.
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characterised using the total transverse energy measured in the 
forward calorimeter on the Pb-going side covering the interval 
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in 
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parton originating in the proton.

If the relationship between the centrality intervals and proton–
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dependent changes in the number of partons available for hard 
scattering. However, they may also be the result of a correlation 
between the kinematics of the scattering and the soft interactions 
resulting in particle production at backward (Pb-going) rapidities 
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Recently, the effects observed here have been hypothesised as 
arising from a suppression of the soft particle multiplicity in col-
lisions producing high energy jets [44]. Independently, it has also 
been argued that proton configurations containing a large-x parton 
interact with nucleons in the nucleus with a reduced cross-section, 
resulting in the observed modifications [45]. In any case the pres-
ence of such correlations would challenge the usual factorisation-
based framework for describing hard scattering processes in colli-
sions involving nuclei.
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Fig. 5. Measured R pPb values for R = 0.4 jets in p + Pb collisions in central (stars), 
mid-central (diamonds) and peripheral (crosses) events. Each panel shows the jet 
R pPb in a different rapidity range. Vertical error bars represent the statistical uncer-
tainty while the boxes represent the systematic uncertainties on the jet yields. The 
shaded boxes at the right edge of the R pPb = 1 horizontal line indicate the system-
atic uncertainties on T pA and the pp luminosity added in quadrature for (from left 
to right) peripheral, mid-central and central events.

The results presented here use the standard Glauber model 
with fixed σNN to estimate the geometric quantities. The impact of 
geometric models which incorporate event-by-event changes in the 
configuration of the proton wavefunction [41] has also been stud-
ied. Using the so called Glauber–Gribov Colour Fluctuation model 
to determine the geometric parameters amplifies the effects seen 
with the Glauber model. In this model, the suppression in cen-
tral events and the enhancement in peripheral events would be 
increased.

10. Conclusions

This paper presents the results of a measurement of the cen-
trality dependence of jet production in p + Pb collisions at √sNN =
5.02 TeV over a wide kinematic range. The data were collected 
with the ATLAS detector at the LHC and correspond to 27.8 nb−1

of integrated luminosity. The centrality of p + Pb collisions was 
characterised using the total transverse energy measured in the 
forward calorimeter on the Pb-going side covering the interval 
−4.9 < η < −3.2. The average number of nucleon–nucleon colli-
sions and the mean nuclear thickness factor were evaluated for 
each centrality interval using a Glauber Monte Carlo analysis.

Results are presented for the nuclear modification factor R pPb
with respect to a measurement of the inclusive jet cross-section 
in 

√
s = 2.76 TeV pp collisions corresponding to 4.0 pb−1 of in-

tegrated luminosity. The pp cross-section was xT-interpolated to 
5.02 TeV using previous ATLAS measurements of inclusive jet pro-

duction at 2.76 and 7 TeV. Results are also shown for the central-
to-peripheral ratio RCP. The centrality-inclusive R pPb results for 
0–90% collisions indicate only a modest enhancement over the ge-
ometric expectation. This enhancement has a weak pT and rapidity 
dependence and is generally consistent with predictions from the 
modification of the parton distribution functions in the nucleus, 
which is small in the kinematic region probed by this measure-
ment.

The results of the RCP measurement indicate a strong centrality-
dependent reduction in the yield of jets in central collisions rela-
tive to that in peripheral collisions, after accounting for the effects 
of the collision geometries. In addition, the reduction becomes 
more pronounced with increasing jet pT and at more forward 
(downstream proton) rapidities. These two results are reconciled 
by the centrality-dependent R pPb results, which show a suppres-
sion in central collisions and enhancement in peripheral collisions, 
a pattern which is systematic in pT and y∗ .

The RCP and R pPb measurements at forward rapidities are also 
reported as a function of pT × cosh(⟨y∗⟩), the approximate total jet 
energy. When plotted this way, the results from different rapidity 
intervals follow a similar trend. This suggests that the mechanism 
responsible for the observed effects may depend only on the to-
tal jet energy or, more generally, on the underlying parton–parton 
kinematics such as the fractional longitudinal momentum of the 
parton originating in the proton.

If the relationship between the centrality intervals and proton–
lead collision impact parameter determined by the geometric 
models is correct, these results imply large, impact parameter-
dependent changes in the number of partons available for hard 
scattering. However, they may also be the result of a correlation 
between the kinematics of the scattering and the soft interactions 
resulting in particle production at backward (Pb-going) rapidities 
[42,43].

Recently, the effects observed here have been hypothesised as 
arising from a suppression of the soft particle multiplicity in col-
lisions producing high energy jets [44]. Independently, it has also 
been argued that proton configurations containing a large-x parton 
interact with nucleons in the nucleus with a reduced cross-section, 
resulting in the observed modifications [45]. In any case the pres-
ence of such correlations would challenge the usual factorisation-
based framework for describing hard scattering processes in colli-
sions involving nuclei.
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Fig. 5. Measured R pPb values for R = 0.4 jets in p + Pb collisions in central (stars), 
mid-central (diamonds) and peripheral (crosses) events. Each panel shows the jet 
R pPb in a different rapidity range. Vertical error bars represent the statistical uncer-
tainty while the boxes represent the systematic uncertainties on the jet yields. The 
shaded boxes at the right edge of the R pPb = 1 horizontal line indicate the system-
atic uncertainties on T pA and the pp luminosity added in quadrature for (from left 
to right) peripheral, mid-central and central events.
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with fixed σNN to estimate the geometric quantities. The impact of 
geometric models which incorporate event-by-event changes in the 
configuration of the proton wavefunction [41] has also been stud-
ied. Using the so called Glauber–Gribov Colour Fluctuation model 
to determine the geometric parameters amplifies the effects seen 
with the Glauber model. In this model, the suppression in cen-
tral events and the enhancement in peripheral events would be 
increased.
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trality dependence of jet production in p + Pb collisions at √sNN =
5.02 TeV over a wide kinematic range. The data were collected 
with the ATLAS detector at the LHC and correspond to 27.8 nb−1

of integrated luminosity. The centrality of p + Pb collisions was 
characterised using the total transverse energy measured in the 
forward calorimeter on the Pb-going side covering the interval 
−4.9 < η < −3.2. The average number of nucleon–nucleon colli-
sions and the mean nuclear thickness factor were evaluated for 
each centrality interval using a Glauber Monte Carlo analysis.

Results are presented for the nuclear modification factor R pPb
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in 
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modification of the parton distribution functions in the nucleus, 
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The results of the RCP measurement indicate a strong centrality-
dependent reduction in the yield of jets in central collisions rela-
tive to that in peripheral collisions, after accounting for the effects 
of the collision geometries. In addition, the reduction becomes 
more pronounced with increasing jet pT and at more forward 
(downstream proton) rapidities. These two results are reconciled 
by the centrality-dependent R pPb results, which show a suppres-
sion in central collisions and enhancement in peripheral collisions, 
a pattern which is systematic in pT and y∗ .

The RCP and R pPb measurements at forward rapidities are also 
reported as a function of pT × cosh(⟨y∗⟩), the approximate total jet 
energy. When plotted this way, the results from different rapidity 
intervals follow a similar trend. This suggests that the mechanism 
responsible for the observed effects may depend only on the to-
tal jet energy or, more generally, on the underlying parton–parton 
kinematics such as the fractional longitudinal momentum of the 
parton originating in the proton.

If the relationship between the centrality intervals and proton–
lead collision impact parameter determined by the geometric 
models is correct, these results imply large, impact parameter-
dependent changes in the number of partons available for hard 
scattering. However, they may also be the result of a correlation 
between the kinematics of the scattering and the soft interactions 
resulting in particle production at backward (Pb-going) rapidities 
[42,43].

Recently, the effects observed here have been hypothesised as 
arising from a suppression of the soft particle multiplicity in col-
lisions producing high energy jets [44]. Independently, it has also 
been argued that proton configurations containing a large-x parton 
interact with nucleons in the nucleus with a reduced cross-section, 
resulting in the observed modifications [45]. In any case the pres-
ence of such correlations would challenge the usual factorisation-
based framework for describing hard scattering processes in colli-
sions involving nuclei.
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Fig. 6. Measured RCP values for R = 0.4 jets in 0–10% p + Pb collisions. The panel on the left shows the five rapidity ranges that are the most forward-going, while the panel 
on the right shows the remaining five. The RCP values at each rapidity are plotted as a function of pT × cosh(⟨y∗⟩), where ⟨y∗⟩ is the midpoint of the rapidity bin. Vertical 
error bars represent the statistical uncertainty while the boxes represent the systematic uncertainties on the jet yields. The shaded box at the left edge (in the left panel) 
and right edge (in the right panel) of the RCP = 1 horizontal line indicates the systematic uncertainty on Rcoll .

Fig. 7. Measured R pPb values for R = 0.4 jets in p + Pb collisions displayed for multiple rapidity ranges, showing 0–10% events in the left panel and 60–90% events in the 
right panel. The R pPb at each rapidity is plotted as a function of pT × cosh(⟨y∗⟩), where ⟨y∗⟩ is the midpoint of the rapidity bin. Vertical error bars represent the statistical 
uncertainty while the boxes represent the systematic uncertainties on the jet yields. The shaded box at the left edge of the R pPb = 1 horizontal line indicates the systematic 
uncertainties on TpA and the pp luminosity added in quadrature.
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Fig. 7. Measured R pPb values for R = 0.4 jets in p + Pb collisions displayed for multiple rapidity ranges, showing 0–10% events in the left panel and 60–90% events in the 
right panel. The R pPb at each rapidity is plotted as a function of pT × cosh(⟨y∗⟩), where ⟨y∗⟩ is the midpoint of the rapidity bin. Vertical error bars represent the statistical 
uncertainty while the boxes represent the systematic uncertainties on the jet yields. The shaded box at the left edge of the R pPb = 1 horizontal line indicates the systematic 
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Initial Stages 2019 David Stewart

What happened?
Possibilities 

✦ Number of binary collisions (Ncoll) 
from Glauber model is OK: 

✦ Jet modification present 

✦ Physics of each binary collision not 
uniform 

✦ Determination of Ncoll and/or 
mapping of EA to Ncoll is uniquely 
different in small systems

�6

Current results/thoughts 
✦ Theory conserving p(/d) energy suggests 

anti-correlation between multiplicity & hard 
scattering (therefore modify Glauber) (e.g. 
Kordell II & Majumder, PRC 97 (2018)) 

✦ Correlation between suppression and total 
p-going jet momentum (ptot vs pT at ATLAS)  

✦ Semi-inclusive measurements, circumventing 
Ncoll entirely at ALICE, report null result at 
mid-rapidity (low ptot)  (PRC 91 (2015))
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Fig. 6. Measured RCP values for R = 0.4 jets in 0–10% p + Pb collisions. The panel on the left shows the five rapidity ranges that are the most forward-going, while the panel 
on the right shows the remaining five. The RCP values at each rapidity are plotted as a function of pT × cosh(⟨y∗⟩), where ⟨y∗⟩ is the midpoint of the rapidity bin. Vertical 
error bars represent the statistical uncertainty while the boxes represent the systematic uncertainties on the jet yields. The shaded box at the left edge (in the left panel) 
and right edge (in the right panel) of the RCP = 1 horizontal line indicates the systematic uncertainty on Rcoll .

Fig. 7. Measured R pPb values for R = 0.4 jets in p + Pb collisions displayed for multiple rapidity ranges, showing 0–10% events in the left panel and 60–90% events in the 
right panel. The R pPb at each rapidity is plotted as a function of pT × cosh(⟨y∗⟩), where ⟨y∗⟩ is the midpoint of the rapidity bin. Vertical error bars represent the statistical 
uncertainty while the boxes represent the systematic uncertainties on the jet yields. The shaded box at the left edge of the R pPb = 1 horizontal line indicates the systematic 
uncertainties on TpA and the pp luminosity added in quadrature.
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Fig. 6. Measured RCP values for R = 0.4 jets in 0–10% p + Pb collisions. The panel on the left shows the five rapidity ranges that are the most forward-going, while the panel 
on the right shows the remaining five. The RCP values at each rapidity are plotted as a function of pT × cosh(⟨y∗⟩), where ⟨y∗⟩ is the midpoint of the rapidity bin. Vertical 
error bars represent the statistical uncertainty while the boxes represent the systematic uncertainties on the jet yields. The shaded box at the left edge (in the left panel) 
and right edge (in the right panel) of the RCP = 1 horizontal line indicates the systematic uncertainty on Rcoll .

Fig. 7. Measured R pPb values for R = 0.4 jets in p + Pb collisions displayed for multiple rapidity ranges, showing 0–10% events in the left panel and 60–90% events in the 
right panel. The R pPb at each rapidity is plotted as a function of pT × cosh(⟨y∗⟩), where ⟨y∗⟩ is the midpoint of the rapidity bin. Vertical error bars represent the statistical 
uncertainty while the boxes represent the systematic uncertainties on the jet yields. The shaded box at the left edge of the R pPb = 1 horizontal line indicates the systematic 
uncertainties on TpA and the pp luminosity added in quadrature.
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Fig. 3 Nuclear modification factors QpPb of charged jets for several
centrality classes. Ncoll has been determined with the hybrid model.
Top and bottom panels show the result for R = 0.4 and R = 0.2,
respectively. The combined global normalisation uncertainty from Ncoll,
the measured pp cross section, and the reference scaling is indicated by
the box around unity

Recently, the PHENIX collaboration reported on a central-
ity dependent modification of the jet yield in d–Au collisions
at

√
sNN = 200 GeV in the range of 20 < pT < 50 GeV/c

[59 ]: a suppression of 20 % in central events and correspond-
ing enhancement in peripheral events is observed. Even when
neglecting the impact of any possible biases in the central-
ity selection, the measurement of the nuclear modification at
lower

√
sNN cannot be directly compared to the measure-

ments at LHC for two reasons. First, in case of a possi-
ble final state energy loss the scattered parton momentum
is the relevant scale. Here, the nuclear modification factor
at lower energies is more sensitive to energy loss, due to the
steeper spectrum of scattered partons. Second, for initial state
effects the nuclear modification should be compared in the
probed Bjorken-x , which can be estimated at mid-rapidity to
xT ≈ 2pT/

√
sNN, and is at a given pT approximately a factor

of 25 smaller in p–Pb collisions at the LHC.
The ratio of jet production cross sections reconstructed

with R = 0.2 and 0.4 is shown in Fig. 6. For all centrality
classes, the ratio shows the expected stronger jet collimation
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Fig. 4 Nuclear modification factor of charged jets compared to the
nuclear modification factor for full jets as measured by the ATLAS
collaboration [23 ]. Note that the underlying parton pT for fixed recon-
structed jet pT is higher in the case of charged jets
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Fig. 5 Centrality evolution of QpPb for selected pT, ch jet-bins and R =
0.4

towards higher pT. Moreover, the ratio is for all centrali-
ties consistent with the result obtained in minimum bias p–
Pb collisions, which agrees with the jet cross section ratio in
pp collisions as shown in [25]. The result is fully compatible
with the expectation, since even in central Pb–Pb collisions,
where a significant jet suppression in the nuclear modification
factor is measured, the cross section ratio remains unaffected
[15].

6 Summary

Centrality-dependent results on charged jet production in p–
Pb collisions at

√
sNN = 5.02 TeV have been shown for

transverse momentum range 20 < pT, ch jet < 120 GeV/c
and for resolution parameters R = 0.2 and R = 0.4. The

123
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Motivation to measure semi-inclusive jet spectra
✦ Jet spectra per trigger (“S” in the equations below) in process “p+Au→t+jet+X” can 

probe if all the following are not simultaneously true without actually calculating Ncoll: 
A. Trigger and jet production both scale with Ncoll 

B. Event activity (EA) selection, while scaling monotonically in Ncoll, not 
autocorrelated with jet or trigger generation 

C. No EA related modification of jet spectra

�7

✦ Specifically:

✦ By condition A:

✦ Therefore by B and C:

𝖲 ≡
1

N𝗍𝗋𝗂𝗀

dN𝗃𝖾𝗍

dp𝖳,𝗃𝖾𝗍
=

1
σpp→t+X

dσpp→t+jet+X

dp𝖳,𝗃𝖾𝗍
=

1
σp+Au→t+X

dσp+Au→t+jet+X

dp𝖳,𝗃𝖾𝗍

✦ If                             then A & B & C cannot all be true
S[𝗁𝗂𝗀𝗁 𝖤𝖠]

S[𝗅𝗈𝗐 𝖤𝖠]
≠ 𝗎𝗇𝗂𝗍𝗒

trigger (t)
recoil jet

transverse 

activity

S ≡
1

N𝗍𝗋𝗂𝗀

dN𝗃𝖾𝗍

dp𝖳,𝗃𝖾𝗍
=

1
Lσp+Au→t+X

d (Lσp+Au→t+jet+X)
dp𝖳,𝗃𝖾𝗍

σp+Au→X = N𝖼𝗈𝗅𝗅σpp→X ⇒ S =
1

N𝖼𝗈𝗅𝗅σpp→t+X

d (N𝖼𝗈𝗅𝗅σpp→t+jet+X)
dp𝖳,𝗃𝖾𝗍
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✦Time Projection Chamber (TPC): charged tracks with pT


✦Barrel Electromagnetic Calorimeter (BEMC): energy deposition, primarily neutral 
particles


✦ Beam Beam Counter (BBC): plastic scintillators (2<|η|<5.0)

✦ BBC, in Au-going direction, corrected for z-vertex and luminosity, is EA estimator

Subsystems of interest

STAR introduction — TPC, BEMC, & BBC

�8
/17!Nihar Sahoo, Hot Quarks 2016, South Padre Island, Texas ! 4!

BEMC

 TPC

© Maria & Alex Schmah  

STAR detector system 

2π-azimuth and |η| < 1.0 
both for BEMC and TPC

!  Discrimination between π0!ϒϒ and ϒdir  is key part of this analysis 

!   By Transverse Shower Profile (TSP) method  
!   Using Barrel Shower Maximum Detector (BSMD) 

BBC
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Motivation to measure EA at high-η in Au-going direction
✦ Traditionally, EA at STAR has been measured by activity in TPC (-1<η<1) 

✦ However, when measuring jets in small systems, activity of jets strongly 
autocorrelates to mid-rapidity EA 

✦ Therefore, EA is determined by activity in BBC at Au-going rapidity from -5<η<-2

�9

✦ At RHIC energies, kinematics are such that Δη swing of recoil jets 
from high pT triggers in TPC rarely reaches BBC acceptance

BBCBBC

Alice O
lson @

 Q
uarkM

atter2012

https://indico.cern.ch/event/181055/contributions/308741/attachments/242396/339310/qm12_aohlson_v5.pdf
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Dataset & verification of BBC as EA estimator

✦ STAR has a large p+Au 200 GeV dataset measured in 2015 with 
events triggered by both:  

A. minimum bias triggers 
B. high transverse energy (ET) hits in BEMC, i.e.: 

p+Au→BEMChit+jet+X 
✦ EA spectra presented are determined by signal in BBC in Au-going  

direction

�10
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✦ Expected positive 
correlation between 
EA and probability of a 
mid-rapidity trigger 
weakens for increasing 
trigger energies 

✦ ⟨Nch⟩ increases 
substantially moving 
from min bias to a 
4-8 GeV trigger, but 
only modestly with a 
8-12 GeV trigger 

✦ Total number of tracks 
and sum pT scale as 
expected

✦ Unfolding pT spectra in each bin using a response matrix of embedded tracks 
provides a measure of average Nch and ΣpT as correlated to EA

     STAR Preliminary

p+Au          = 200 GeV

Efficiency corrected charged tracks

|ηtracks| < 1.0

sNN
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✦ Strong positive correlation evolves to anti-correlation with 
harder triggers

     STAR Preliminary

p+Au          = 200 GeV

detector level uncorrected

charged tracks |η|<1.0

sNN
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Clustering uncorrected tracks into jets

✦ Same charged tracks (uncorrected) 
have been clustered into jets, and 
compared in highest 0-30% and 
lowest 70-90% EA 

✦ Data binned in Δφ in π/8 slices 

✦ N.B.: Jet embedding is ongoing; 
jets presented in this talk are raw, 
uncorrected, detector level
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φΔjet = φjet-φtrigger 
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✦ At “jet-like” pT, 
background 
(transverse Δφ) 
negligible 
compared to recoil 
spectra
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     STAR Preliminary

p+Au          = 200 GeV

Anti-kT raw charged jets

R = 0.4, |ηjets|<0.6

non-background subtracted

8 GeV trigger in BEMC

sNN

Full Markers: High EA: 0-30%

Open Markers: Low EA: 70-90%
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✦ The 8 GeV trigger 
biases the dijet 
selection  

✦ Bias expected to 
decrease at 
higher pT,jet
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Same-side and recoil spectra
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     STAR Preliminary

p+Au          = 200 GeV

Anti-kT raw charged jets

R = 0.4, |ηjets|<0.6

non-background subtracted

8 GeV trigger in BEMC

sNN
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✦ At pT above 
~10 GeV/c clear 
suppression in 
high-EA events 
compared to low-
EA events
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     STAR Preliminary

p+Au          = 200 GeV

Anti-kT raw charged jets

R = 0.4, |ηjets|<0.6

non-background subtracted

8 GeV trigger in BEMC

sNN
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Summary
✦ Clear spectra modification: 

✦ STAR 200 GeV p+Au, 
charged, raw jets 

✦ PHENIX 200 GeV d+Au 
fully corrected jets 

✦ ATLAS 5020 GeV p+Pb 
fully corrected jets
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and repeating the analysis. The variations were applied
simultaneously in the analyses of the dþ Au and pþ p
spectra to allow for their full or partial cancellation in the
RdAu and RCP quantities, with the exception of the variation
of k, described below.
The impact of uncertainties on the detector energy scales

was determined by varying the momenta of the recon-
structed tracks and clusters in simulation. The cluster
energies were varied by 3%. The track momenta were
varied by a track pT -dependent amount, which was 2% for
pT ≤ 10 GeV=c and increased linearly to 4% for
pT ¼ 30 GeV=c. The sensitivity of the results to the jet
selection was evaluated by varying the maximum and
minimum requirement on the calorimetric content of the
jet, and by raising the required number of jet constituents.
The uncertainty in the jet acceptance was evaluated by
doubling the fiducial distance between jets and the edges of
the detector, and by restricting the vertex z position to a
narrower range. The uncertainties associated with the
unfolding procedure were evaluated by changing the power
law index of the simulated pT spectrum by #1, and by
increasing and decreasing the value of k. Because they are
statistical in nature, the effects on the spectra from varying
k were treated as uncorrelated between the event classes.
The sensitivity to the underlying physics model was
evaluated by performing the corrections with a sample
of PYTHIA events analogous to the nominal one but
generated with TUNE A [39] and the CTEQ5L [40] set. A
2% uncertainty, uncorrelated between event classes, was
assigned to the spectra below 25 GeV=c to cover possible
defects in modeling the trigger efficiency.
For each observable, the magnitudes of the resulting

changes were added in quadrature to obtain a total
systematic uncertainty. The total uncertainty on the spectra
increased from 12% at pT ¼ 12 GeV=c to 30% or higher at
pT ¼ 50 GeV=cand was dominated at all pT by the energy
scale. Because the reconstruction procedure in dþ Au and
pþ p collisions was identical, and the performance,
corrections, and resulting spectra are very similar, the
effects of the variations on RdAu and RCP canceled to a
large degree. The uncertainties on this quantity ranged from
4% at pT ¼ 12 GeV=c (with no single source dominating)
to 15% or higher (dominated by unfolding and physics
model) at pT ¼ 50 GeV=c.
Additional normalization uncertainties on the pþ p

cross section of 10% arose from the uncertainty on
σpp=ϵpp. Uncertainties in the determination of TdAu con-
tributed to the RdAu and RCP, such that the total uncertainty
on these ranged from 3% to 13%.
Figure 2 summarizes the measured RdAu and RCP

quantities. The 0%–100% RdAu is consistent with unity
at all pT values and is pT independent within uncertainties.
The data are consistent with a next-to-leading order
calculation [41–44] incorporating the EPS09 [1] nuclear-
parton-density set, suggesting that nuclear effects are small

at high Q2 in the nuclear Bjorken-x range ≈0.1–0.5. When
compared to calculations over a range of energy loss rates
in the cold nucleus [4], the data favor only small momen-
tum transfers between the hard-scattered parton and nuclear
material, providing constraints on initial-state, or any
additional final-state, energy loss.
In contrast, the centrality-dependent RdAu values

strongly deviate from unity, manifesting as a suppression
(RdAu < 1) and enhancement (RdAu > 1) in central and
peripheral collisions, respectively, which increase in mag-
nitude with pT . Accordingly, the RCP is < 1 in most
selections and decreases systematically with pT and in
more central events. While the suppressed RdAu in 0%–
20% events is consistent with a calculation incorporating
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FIG. 2. RdAu for (a) 0%–100% and (b) centrality-selected
collisions, and (c) RCP, as a function of pT . Systematic, statistical,
and normalization uncertainties are shown as shaded bands,
vertical bars, and the leftmost bands centered at 1, respectively.
When error bands overlap vertically, their horizontal widths have
been adjusted so that both are visible. Dashed lines show the
uncertainty range of calculations incorporating nuclear parton
densities [1] and energy loss [4].
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and repeating the analysis. The variations were applied
simultaneously in the analyses of the dþ Au and pþ p
spectra to allow for their full or partial cancellation in the
RdAu and RCP quantities, with the exception of the variation
of k, described below.
The impact of uncertainties on the detector energy scales

was determined by varying the momenta of the recon-
structed tracks and clusters in simulation. The cluster
energies were varied by 3%. The track momenta were
varied by a track pT -dependent amount, which was 2% for
pT ≤ 10 GeV=c and increased linearly to 4% for
pT ¼ 30 GeV=c. The sensitivity of the results to the jet
selection was evaluated by varying the maximum and
minimum requirement on the calorimetric content of the
jet, and by raising the required number of jet constituents.
The uncertainty in the jet acceptance was evaluated by
doubling the fiducial distance between jets and the edges of
the detector, and by restricting the vertex z position to a
narrower range. The uncertainties associated with the
unfolding procedure were evaluated by changing the power
law index of the simulated pT spectrum by #1, and by
increasing and decreasing the value of k. Because they are
statistical in nature, the effects on the spectra from varying
k were treated as uncorrelated between the event classes.
The sensitivity to the underlying physics model was
evaluated by performing the corrections with a sample
of PYTHIA events analogous to the nominal one but
generated with TUNE A [39] and the CTEQ5L [40] set. A
2% uncertainty, uncorrelated between event classes, was
assigned to the spectra below 25 GeV=c to cover possible
defects in modeling the trigger efficiency.
For each observable, the magnitudes of the resulting

changes were added in quadrature to obtain a total
systematic uncertainty. The total uncertainty on the spectra
increased from 12% at pT ¼ 12 GeV=c to 30% or higher at
pT ¼ 50 GeV=cand was dominated at all pT by the energy
scale. Because the reconstruction procedure in dþ Au and
pþ p collisions was identical, and the performance,
corrections, and resulting spectra are very similar, the
effects of the variations on RdAu and RCP canceled to a
large degree. The uncertainties on this quantity ranged from
4% at pT ¼ 12 GeV=c (with no single source dominating)
to 15% or higher (dominated by unfolding and physics
model) at pT ¼ 50 GeV=c.
Additional normalization uncertainties on the pþ p

cross section of 10% arose from the uncertainty on
σpp=ϵpp. Uncertainties in the determination of TdAu con-
tributed to the RdAu and RCP, such that the total uncertainty
on these ranged from 3% to 13%.
Figure 2 summarizes the measured RdAu and RCP

quantities. The 0%–100% RdAu is consistent with unity
at all pT values and is pT independent within uncertainties.
The data are consistent with a next-to-leading order
calculation [41–44] incorporating the EPS09 [1] nuclear-
parton-density set, suggesting that nuclear effects are small

at high Q2 in the nuclear Bjorken-x range ≈0.1–0.5. When
compared to calculations over a range of energy loss rates
in the cold nucleus [4], the data favor only small momen-
tum transfers between the hard-scattered parton and nuclear
material, providing constraints on initial-state, or any
additional final-state, energy loss.
In contrast, the centrality-dependent RdAu values

strongly deviate from unity, manifesting as a suppression
(RdAu < 1) and enhancement (RdAu > 1) in central and
peripheral collisions, respectively, which increase in mag-
nitude with pT . Accordingly, the RCP is < 1 in most
selections and decreases systematically with pT and in
more central events. While the suppressed RdAu in 0%–
20% events is consistent with a calculation incorporating
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FIG. 2. RdAu for (a) 0%–100% and (b) centrality-selected
collisions, and (c) RCP, as a function of pT . Systematic, statistical,
and normalization uncertainties are shown as shaded bands,
vertical bars, and the leftmost bands centered at 1, respectively.
When error bands overlap vertically, their horizontal widths have
been adjusted so that both are visible. Dashed lines show the
uncertainty range of calculations incorporating nuclear parton
densities [1] and energy loss [4].
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and repeating the analysis. The variations were applied
simultaneously in the analyses of the dþ Au and pþ p
spectra to allow for their full or partial cancellation in the
RdAu and RCP quantities, with the exception of the variation
of k, described below.
The impact of uncertainties on the detector energy scales

was determined by varying the momenta of the recon-
structed tracks and clusters in simulation. The cluster
energies were varied by 3%. The track momenta were
varied by a track pT -dependent amount, which was 2% for
pT ≤ 10 GeV=c and increased linearly to 4% for
pT ¼ 30 GeV=c. The sensitivity of the results to the jet
selection was evaluated by varying the maximum and
minimum requirement on the calorimetric content of the
jet, and by raising the required number of jet constituents.
The uncertainty in the jet acceptance was evaluated by
doubling the fiducial distance between jets and the edges of
the detector, and by restricting the vertex z position to a
narrower range. The uncertainties associated with the
unfolding procedure were evaluated by changing the power
law index of the simulated pT spectrum by #1, and by
increasing and decreasing the value of k. Because they are
statistical in nature, the effects on the spectra from varying
k were treated as uncorrelated between the event classes.
The sensitivity to the underlying physics model was
evaluated by performing the corrections with a sample
of PYTHIA events analogous to the nominal one but
generated with TUNE A [39] and the CTEQ5L [40] set. A
2% uncertainty, uncorrelated between event classes, was
assigned to the spectra below 25 GeV=c to cover possible
defects in modeling the trigger efficiency.
For each observable, the magnitudes of the resulting

changes were added in quadrature to obtain a total
systematic uncertainty. The total uncertainty on the spectra
increased from 12% at pT ¼ 12 GeV=c to 30% or higher at
pT ¼ 50 GeV=cand was dominated at all pT by the energy
scale. Because the reconstruction procedure in dþ Au and
pþ p collisions was identical, and the performance,
corrections, and resulting spectra are very similar, the
effects of the variations on RdAu and RCP canceled to a
large degree. The uncertainties on this quantity ranged from
4% at pT ¼ 12 GeV=c (with no single source dominating)
to 15% or higher (dominated by unfolding and physics
model) at pT ¼ 50 GeV=c.
Additional normalization uncertainties on the pþ p

cross section of 10% arose from the uncertainty on
σpp=ϵpp. Uncertainties in the determination of TdAu con-
tributed to the RdAu and RCP, such that the total uncertainty
on these ranged from 3% to 13%.
Figure 2 summarizes the measured RdAu and RCP

quantities. The 0%–100% RdAu is consistent with unity
at all pT values and is pT independent within uncertainties.
The data are consistent with a next-to-leading order
calculation [41–44] incorporating the EPS09 [1] nuclear-
parton-density set, suggesting that nuclear effects are small

at high Q2 in the nuclear Bjorken-x range ≈0.1–0.5. When
compared to calculations over a range of energy loss rates
in the cold nucleus [4], the data favor only small momen-
tum transfers between the hard-scattered parton and nuclear
material, providing constraints on initial-state, or any
additional final-state, energy loss.
In contrast, the centrality-dependent RdAu values

strongly deviate from unity, manifesting as a suppression
(RdAu < 1) and enhancement (RdAu > 1) in central and
peripheral collisions, respectively, which increase in mag-
nitude with pT . Accordingly, the RCP is < 1 in most
selections and decreases systematically with pT and in
more central events. While the suppressed RdAu in 0%–
20% events is consistent with a calculation incorporating
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collisions, and (c) RCP, as a function of pT . Systematic, statistical,
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vertical bars, and the leftmost bands centered at 1, respectively.
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been adjusted so that both are visible. Dashed lines show the
uncertainty range of calculations incorporating nuclear parton
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Fig. 6. Measured RCP values for R = 0.4 jets in 0–10% p + Pb collisions. The panel on the left shows the five rapidity ranges that are the most forward-going, while the panel 
on the right shows the remaining five. The RCP values at each rapidity are plotted as a function of pT × cosh(⟨y∗⟩), where ⟨y∗⟩ is the midpoint of the rapidity bin. Vertical 
error bars represent the statistical uncertainty while the boxes represent the systematic uncertainties on the jet yields. The shaded box at the left edge (in the left panel) 
and right edge (in the right panel) of the RCP = 1 horizontal line indicates the systematic uncertainty on Rcoll .

Fig. 7. Measured R pPb values for R = 0.4 jets in p + Pb collisions displayed for multiple rapidity ranges, showing 0–10% events in the left panel and 60–90% events in the 
right panel. The R pPb at each rapidity is plotted as a function of pT × cosh(⟨y∗⟩), where ⟨y∗⟩ is the midpoint of the rapidity bin. Vertical error bars represent the statistical 
uncertainty while the boxes represent the systematic uncertainties on the jet yields. The shaded box at the left edge of the R pPb = 1 horizontal line indicates the systematic 
uncertainties on TpA and the pp luminosity added in quadrature.
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Fig. 6. Measured RCP values for R = 0.4 jets in 0–10% p + Pb collisions. The panel on the left shows the five rapidity ranges that are the most forward-going, while the panel 
on the right shows the remaining five. The RCP values at each rapidity are plotted as a function of pT × cosh(⟨y∗⟩), where ⟨y∗⟩ is the midpoint of the rapidity bin. Vertical 
error bars represent the statistical uncertainty while the boxes represent the systematic uncertainties on the jet yields. The shaded box at the left edge (in the left panel) 
and right edge (in the right panel) of the RCP = 1 horizontal line indicates the systematic uncertainty on Rcoll .

Fig. 7. Measured R pPb values for R = 0.4 jets in p + Pb collisions displayed for multiple rapidity ranges, showing 0–10% events in the left panel and 60–90% events in the 
right panel. The R pPb at each rapidity is plotted as a function of pT × cosh(⟨y∗⟩), where ⟨y∗⟩ is the midpoint of the rapidity bin. Vertical error bars represent the statistical 
uncertainty while the boxes represent the systematic uncertainties on the jet yields. The shaded box at the left edge of the R pPb = 1 horizontal line indicates the systematic 
uncertainties on TpA and the pp luminosity added in quadrature.
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Conclusion and outlook

✦ Clear suppression of high EA semi-inclusive jet spectra observed 
in 200 GeV p+Au collisions at STAR 

✦ This suppression indicates that for p+Au 200 GeV, at least one of 
the following is not true: 

A. Trigger and jet production both scale with Ncoll 

B. Event activity (EA) at backward-η is not autocorrelated with jet or trigger 
production 

C. There is no EA-related modification of jet spectra 
✦ These can be further probed with: 

✦ Checking if scaling of trigger and soft production can be separated 
✦ Probe with underlying event in transverse direction 

✦ Studying full jets and varying trigger pT 
✦ Address effects of using a neutral particle as a trigger with charged jets 

✦ Comparison to theory 
✦ Unfold jets
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Jet η swing of recoil jets in φ for Au+Au at STAR
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MEASUREMENTS OF JET QUENCHING WITH SEMI- . . . PHYSICAL REVIEW C 96, 024905 (2017)

The SE distributions with different lower bound for pT,trig

are likewise similar in the region −10 < preco,ch
T,jet < 10 GeV/c,

but differ for larger preco,ch
T,jet , as expected. The good agreement

of the ME distribution and both SE distributions for negative
and small positive pcorr,ch

T,jet confirms that the yield in this
region is dominated strongly by uncorrelated background.
Their ordering in magnitude at larger pcorr,ch

T,jet also shows that
the SE distribution approaches the ME distribution as the lower
bound of pT,trig is reduced towards zero.

Figure 9, lower panel, shows ratios of the SE and ME
distributions for the two different trigger hadron pT ranges. The
distributions utilize the primary analysis approach described in
Sec. III, including the choices specified there for determining
the background density ρ [Eq. (1)]. The ratios exhibit a vari-
ation of 20–30% in the region preco,ch

T,jet < 5 GeV/c. While the
distributions themselves vary by several orders of magnitude
over this range and this variation is small in relative terms, it
is nevertheless observable.

Variation in the ratio is related to the ambiguity in defining
ρ for the SE and ME populations. In Sec. V we noted that the
tails of the ρ distribution are slightly narrower for the ME than
the SE population, by less than 60 MeV/(c sr). To assess the
influence of this difference, the red dashed line in Fig. 9, lower
panel, shows the ratio of the SE and ME recoil jet distributions
for 3 < pT,trig < 30 GeV/c, but with the value of ρ for each
event shifted systematically by 60 MeV/(c sr) as in Fig. 2.
In this case, variation in the SE/ME recoil jet yield ratio is
reduced to less than 5% for preco,ch

T,jet < 15 GeV/c. The ratio

increases rapidly at larger preco,ch
T,jet , due to significant correlated

yield in the SE distribution.
The influence of the slightly narrower ρ distribution in

the ME population on correction of the recoil jet spectra was
assessed by carrying out the full analysis (described in the
following sections) for representative cases, with and without
a 60 MeV/(c sr) shift in ρ. The resulting change in the
fully corrected recoil jet yield is significantly smaller than
its systematic uncertainties due to other sources. An effective
shift in ρ can also arise from azimuthal anisotropy (v2) of
the trigger, which is considered below. We therefore do not
consider the effect of the narrower ρ distribution in the ME
population further in the analysis.

The ALICE Collaboration has measured semi-inclusive
h + jet distributions for Pb + Pb collisions at

√
sNN =

2.76 TeV with a correction procedure for uncorrelated
background that utilizes the difference between normalized
recoil jet distributions for exclusive ranges of pT,trig [24,46].
Compared to the current analysis, the ALICE analysis differs
in its use of an SE jet distribution recoiling from lower pT,trig
to measure uncorrelated background, rather than the ME
distribution. This approach results in a different observable,
"recoil [24], in which the small correlated component of the
lower threshold SE distribution is also removed by the subtrac-
tion. However, the low-threshold SE and ME distributions in
Fig. 9 are similar in the current analysis, so that the difference
between "recoil calculated with this choice of kinematics for
the low-threshold SE and Y (pch

T,jet) is expected to be negligible.
Direct comparison of these related correction procedures will
be explored in future analysis, with larger data sets.

FIG. 10. Recoil jet distributions after mixed event subtraction
for (a) peripheral Au + Au STAR events and (b) p + p collisions
generated by PYTHIA detector-level simulations. (c)–(f) Projections
onto "ϕ for two different ranges in preco,ch

T,jet , indicated by the blue and
grey shaded areas in the upper plot. The projected distributions are
fitted with a function that is the sum of two Gaussian distributions,
with fit widths σ1 and σ2. The values of σ1 and σ2 are highly correlated,
with negligible statistical error.

We note in addition that these two approaches differ
in their treatment of multiple partonic interactions (MPIs).
Background due to MPIs arises when a trigger hadron and a
jet in the recoil acceptance are generated by two different,
incoherent high-Q2 processes in the same collision. This
background is expected to be independent of "φ, and to be
larger in heavy ion than in p + p collisions. Since "recoil is the
difference of two SE distributions, which have the same MPI
background by definition [24], the MPI background is removed
from "recoil by construction. In contrast, in the current analysis
the event mixing procedure destroys all jetlike correlations,
and the ME distribution does not contain an MPI component.
However, comparison of the 3 < pT,trig < 30 GeV/c SE and
the ME distribution in Fig. 9 shows that their difference,
which contains the MPI background component, is negligible
compared to the correlated yield for the SE 9 < pT,trig <
30 GeV/c distribution. Background due to MPI is therefore
negligible in this measurement, and no correction for it is
warranted in the analysis.

Figure 10 shows distributions of the background-subtracted
recoil jet yield for R = 0.3 in (a) peripheral Au + Au collisions
at

√
sNN = 200 GeV from STAR data, and (b) p + p events

at
√

s = 200 GeV simulated with PYTHIA at the detector
level. Panels (c)–(f) show the projection onto "φ for selected
intervals in preco,ch

T,jet . Correction of &("φ) for uncorrelated

024905-13

Figure 10
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Event and Track Cuts

✦ Event cuts: 

✦ Vertex Ranking > 0 

✦ |Zprimary vertex| < 10 cm 

✦ ZDCx < 27,000 

✦ |Zvertex - Zvertex position detector| < 6 cm 

✦ Track cuts 

✦ Nhits/Nhits-possible > 0.52 

✦ DCAtrack < 3 cm 

✦ 0.2 GeV < pT, track < 30 GeV 

✦ |η|<1.0

�22

✦ Jets: 

✦ R=0.4 

✦ anti-kT clustering algorithm using 
FastJet 3.3.0 

✦ composed of detector level, un-
corrected tracks 

✦ |η|<0.6 (for jet center — individual 
tracks may extend to |η|<1.0) 

✦ Are not background subtracted 

✦ The trigger which defines φ=0 is 
defined as the highest ET  BEMC hit in 
the event 

✦ The azimuth of the jets are relative to 
the trigger in the event
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Spectra in three EA bins for raw, uncorrected tracks
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     STAR Preliminary

p+Au          = 200 GeV

detector level uncorrected

charged tracks |η|<1.0

sNN

     STAR Preliminary

p+Au          = 200 GeV

detector level uncorrected

charged tracks |η|<1.0

sNN

     STAR Preliminary

p+Au          = 200 GeV

detector level uncorrected

charged tracks |η|<1.0

sNN
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BEMC Triggered Events (Right Column)Minimum Bias Events (Left Column)
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Priors and Unfolding
✦ A single embedding response matrix was generated for all charged tracks, 

necessitating the relative production spectra of each particle species 

✦ Measurements of π+, π-, p, and anti-proton data up to about 10 GeV at exist at 
STAR for d+Au and pp collisions at 200 GeV 

✦        spectrum has been measured up to about 5 GeV/c in 200 GeV pp collisions at 
STAR (PLB616, 8 (2005)) 

✦  K+ spectrum has been measured up to about 2.3 GeV/c in 200 GeV d+Au 
collisions at  PHENIX (PRC 75, 64901 (2007))
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Kaon prior
✦ From both the pp and d+Au data, the π+ and π- spectra were mT scaled (with a scaling factor of 2.0 

from (PRC 75, 064901 (2007)) to generate the K+ and K- spectra 

✦ Each spectra was fit with a Levy function; these functional forms provided the priors uses to weight 
and sum the six particle species’ response matrices to a single charge particle response matrix 

✦ Differences in the final result from using the Kaon spectra from the d+Au collisions vs using the 
spectra from the pp collisions were accounted in the systematic errors fo the results
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Percentage of matched tracks does’t change with EABBC decile

�26

0 2 4 6 8 10 12 14
T

p
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

Dec 0: MC to Pr match efficiency

1st decile

4nd decile

7th decile

10th decile

M
on

te
 C

ar
lo

 T
ra

ck
 M

at
ch

in
g 

Ra
tio



Initial Stages 2019 David Stewart

Standard FastJet3 background estimator: background = 0, 85% & 95% of time
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✦ Traditional Glauber treats all Ncoll collisions as equal

✦ Modify Glauber for depletion of energy (ptotal) of the proton/deuteron

✦ Primary result:  more high energy jets (from Ncoll) are correlated with 

lower overall multiplicity (by energy conservation)

✦ Takeaway: jet suppression and enhancement is predicted to result 

from mis-binning EA     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Rjet High EA
(p/d)A < 1 & Rjet Low EA

(p/d)A > 1
11

FIG. 17: Color Online: Same as Fig. 15, except for 40-
60% centrality.

FIG. 18: Color Online: Same as Fig. 15, except for 60-
88% centrality.

The experimental results for RdA in d-Au colli-
sions are rather unexpected. The largest modifica-
tion is seen in the most peripheral bin, which by all
accounts should resemble p-p most closely. We now
attempt to calculate the RdA using prescription B,
i.e., using the simulated number of charged particles
produced to bin in centrality. The charged parti-
cles are gathered over all rapidities, in events that
contain a high-pT ⇡

0 and then compared with the
outlined division in Fig. 9. Using this prescription,
an excellent agreement is obtained with experimen-
tal data on the nuclear modification factor of high pT

neutral pion production. One notes that for central
collisions, the RdA is consistent with one and con-
tinues to rise as one moves towards more peripheral

collisions.
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FIG. 19: Color Online: The fraction of events that shift
in or out from each centrality bin as the definition of
centrality is changed from binary collisions to number of
charged particles produced. The fractional bin shift is
plotted as a percentage of the number of events in the
original definition with number of binary collisions, as a
function of the transverse energy of the detected pion.
See text for details.

To understand the reason behind the positive
comparison between simulation and experiment, we
focus on how the events with jets are binned in dif-
ferent centrality bins. In particular we look at how
the number of events within each bin, change as we
transition from binning according to the number of
binary collisions to binning according to the number
of charged particles produced. We focus on events
with a high pT pion and isolate the number of events
captured in each centrality bin defined by the num-
ber of charged particles produced (prescription B),
subtracted from this is the number of events cap-
tured in the same bin defined by the number of bi-
nary collisions (prescription A). This di↵erence is
then expressed as a fraction of the number of events
captured using prescription A. This is plotted as
a function of the pT of the pion in Fig. 19. We
notice that central and the number of semi-central
(20-40%) events when binned in terms of produced
charged particles are suppressed compared to the
case when they binned according to the number of
binary collision. These lost events show up in the
more peripheral collisions, and lead to an enhance-
ment in those collisions. This is the reason that pe-
ripheral events as measured in experiment are en-
hanced compared to binary scaled p-p. Central col-

Kordell II & Majumder Physical Review C 97, (2018)

Low EA events getting extra counts

High EA events getting less counts

Theory result for modifying Glauber to converse ptot of d/p in binary collisions


