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Abstract

A hot and dense form of matter is produced in Au+Au and Cu+Cu collisions at
√

sNN = 200 GeV at the Relativistic Heavy-Ion Collider. This matter exhibits the

features of a new deconfined state of matter, the Quark-Gluon Plasma. This thesis

reports on the production of open charm mesons, the D0 + D̄0 in Cu+Cu collisions

and the D+
s +D−

s in Au+Au collisions as a probe of the properties of this matter and

its formation.

D0(D̄0) mesons are measured in
√

sNN = 200 GeV Cu+Cu collisions via their

K−π+(K+π−) decay channel. Their mid-rapidity yield is then used to extract a total

inclusive charm cross-section per nucleon-nucleon collision. This charm cross-section

is compared with experimental results from other collision systems as well as pQCD

predictions.

D±

s mesons are reconstructed through their φπ± decay channel in
√

sNN = 200

GeV Au+Au collisions using a secondary-vertexing reconstruction technique. The

mid-rapidity Ds yield in
√

sNN = 200 GeV Au+Au collisions is reported and com-

pared with experimental results from e+e− collisions at
√

sNN = 91 GeV, Pythia

simulation, as well as the predictions of the Statistical Hadronization Model for a

Quark-Gluon Plasma.
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Chapter 1

The Quark Model

1.1 The Parton Model

One hundred years ago, Ernest Rutherford discovered the general structure of the

atom by colliding a beam of α particles against a gold target [1]. Protons and neu-

trons, which have radii of roughly 1 fm, are contained within the nucleus of the

atom while the electrons are dispersed in wavefunctions surrounding the nucleus. A

new force beyond the classical forces of electromagnetism and gravity was postulated

which overcomes the Coulombic repulsion of the protons within the nucleus and holds

it together. This is the strong nuclear force.

1.1.1 The Quarks

As more particles were discovered, such as pions, kaons, and Lambdas, it became

necessary to develop the quark model to explain the extra particles and their interac-

tions. Quarks are fermions and contain electric charges of either +2
3
e or −1

3
e, where

e is the charge of the electron. Quarks come in six flavors (as shown in Table 1.1),

u, d, s, c, b, and t, each with a different bare mass. A proton contains two u quarks

and one d quark while a neutron contains two d quarks and one u quark. The Fermi

Exclusion Principle is avoided in baryons such as the ∆++ (uuu) or ∆− (ddd) because

quarks contain an additional quantum number called “color”, which can have a value
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Quark Name Abbreviation Mass Charge
up u 1.5 to 3.3MeV +2

3

down d 3.5 to 6.0MeV −1
3

strange s 104+26
−34MeV −1

3

charm c 1.27+0.07
−0.11GeV +2

3

bottom (beauty) b 4.20+0.17
−0.07GeV −1

3

top (truth) t 171.2 ± 2.1GeV +2
3

Table 1.1: The six quarks of the standard model[2].

of red, green, or blue. The quantum field theory describing interactions between

colored objects is called Quantum Chromodynamics (QCD). QCD is represented by

the gauge group SU(3). The QCD field is mediated by gluons, which are bosonic

carriers of the strong force. A gluon carries a color and an anti-color but the combi-

nations need not be colorless. Therefore, unlike photons which are the carriers of the

electromagnetic force, gluons can self-interact. Gluons are so-called because they are

the “glue” which causes quarks to stick together.

To date, there is strong evidence for particles containing either quark-antiquark

pairs (mesons) or three quarks, one each of red, green, and blue (baryons), making

them colorless. Some observations of five-quark particles (pentaquarks) have been

reported (for example [3, 4]), but a repetition of a pentaquark discovery experiment

with more statistics found a null result [5] so their existence is somewhat in doubt.

Free quarks have never been directly observed.

1.1.2 Proton Structure

The first probes of the structure of the proton were proton-proton collisions at around

1 GeV (such as the experiments described in [6]). These collisions produced many

pions, but their yield was found to be highly suppressed at large transverse momenta.

From this it could be inferred that protons had substructure.

Deep inelastic scattering experiments [7] of electrons incident upon protons showed

that the electrons were scattering off of objects (called “partons”) within the proton
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Figure 1.1: The parton distributions functions of a proton [2]. These use the
MRST2006 parameterization with µ2 = 20 GeV 2 (left) and 10, 000 GeV 2 (right)
[9], µ being the renormalization scale.

according to the predictions of Quantum Electrodynamics (QED). The cross-section

for scattering electrons off protons can be calculated in QED to be,

d2σ

dxdQ2
=

∑

fi(x)Q2
i

2πα2

Q4
[1 + (1 − Q2

xs
)2]. (1.1)

Here, Q2 is the square of the momentum transfer from electron to proton, α is the

coupling constant, s is the square of the center of mass energy, and x is defined

as x ≡ Q2

2P ·q
, where P is the momentum of the proton and q is the vector of the

momentum transfered. The function fi(x) is the Parton Distribution Function (PDF)

and depends on the inner structure of the proton. By plotting the PDFs as a function

of x, we can see how much of a hadron’s momentum is carried by individual partons

(see Figure 1.1).
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From deep inelastic scattering measurements we understand that there are three

types of partons within a nucleon. Valence quarks are quarks which are always

present. The valence quarks of the proton are uud, and of the neutron, udd. There

are also “sea quarks”, which are quark-antiquark pairs that continuously form out of

the quantum mechanical vacuum and quickly decay again. The last component is the

gluons.

1.2 Confinement and Deconfinement

The existence of quarks has been inferred from the interactions and decays of hadrons

as well as from deep inelastic scattering experiments, but free quarks have never been

observed in nature. Quarks are always bound into colorless hadrons in a phenomenon

known as confinement.

1.2.1 Potential Between a Quark and an Antiquark in the

Strong Coupling Limit

The potential between the quarks can be calculated using Lattice QCD. This assumes

that two infinitely heavy and stationary quarks are a distance r away from each other

at zero temperature. Lattice QCD uses the path integral formulation of quantum

mechanics where the state evolution is given by,

〈xf |U(tf , ti)|xi〉 = (
1

2π
)3

∫

d3pd3e
R tf
ti

dt(p ∂x

∂t
−H(x,p)). (1.2)

The region around the two quarks is divided into a lattice of path integral squares.

For each connection between points on the lattice, link variables are used to help

represent the action in an analogous way to evaluating along a quantum-mechanical

path integral.

By using this lattice formalism, the energy between two quarks can be calculated

to be,

E = πσr, (1.3)
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Figure 1.2: The string fragmentation model of quark generation.

where σ ≈ 0.9 GeV/fm [10]. Hence, the potential energy will increase linearly as the

quarks move farther apart. This approximation is valid when r ≫ 0.33 fm.

As quarks separate, the force between the quarks takes the form of a color field

which is mediated by gluons. Since gluons can also interact with other gluons, the

connection between the two quarks becomes like a color flux tube connecting the

quarks [2, 12] with an energy given by equation 1.2. When enough energy is stored

in the flux tube, colorless qq̄ pairs can be formed quantum-mechanically out of the

vacuum (See Figure 1.2). This process is called “string fragmentation”.

String fragmentation makes it impossible to extract an individual quark from a

hadron unless the magnitude of the strong coupling is significantly reduced. There-

fore, in almost all circumstances in nature, quarks are confined within hadrons. Lat-

tice calculations do, however, show a transition from a hadron gas to a deconfined

state above a critical temperature of 192 ± 7(stat.) ± 4(sys.) MeV. This calculation
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assumes there are two light quarks and one heavier one (up, down, and strange) [11].

1.2.2 Asymptotic Freedom in the Weak Coupling Limit

The nature of parton interactions is very different in the weak coupling limit when

compared to the strong coupling limit described in the last section. In quantum

field theory, the coupling constant must change as the renormalization scale changes.

This process is called the “running” of the coupling constant. In QCD, the coupling

constant after renormalization is given by,

αs(Q) =
2π

(11 − 2
3
nf )log(Q/Λ)

, (1.4)

where nf is the number of fermions, Q is the momentum transfer, and Λ is a renor-

malization scale experimentally measured to be about 200 MeV. What this implies is

that at large values of Q, αs will drop towards 0, effectively eliminating the binding

force between partons. This means the partons behave as free particles, hence the

prediction of “asymptotic freedom” for high Q2 situations [13]. David J. Gross, Hugh

D. Politzer, and Frank Wilczek were awarded the Nobel prize in physics in 2004 for

their prediction of asymptotic freedom in the strong force.

The existence of asymptotic freedom when momentum transfers are large implies

that quarks and gluons will no longer be tightly bound by the strong force when the

energy density is high. This gave rise to the original hypothesis of deconfinement.

Since the coupling declines as a function of 1/log(Q/Λ), very large values of Q would

be needed to observe this type of deconfinement in experiment. The fireball generated

in heavy-ion collisions at
√

sNN = 200 GeV has a temperature of several hundred

MeV, much lower than the energy needed to make αs ≈ 0.

1.2.3 The Bag Model of Confinement and Deconfinement

During Strong Coupling

In a previous section, the interaction between two quarks in the strong coupling limit

was described using a string model of color flux tubes to represent the strong nuclear
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Figure 1.3: A bag-model representation of deconfinement.

fields. If there is a system of quarks and gluons bound into a hadron, then the color

fields can be thought of as representing a region of positive energy density inside of a

hadron (relative to the outside region). This can be modeled as a region of constant

energy density B, called a “bag”, which contains all the partons within a hadron [15].

The boundary of the bag exerts an inward pressure of magnitude B which keeps the

quarks confined.

Given a system of hadrons, if the temperature is forced to increase, then the

volume of the bags must increase to compensate. If the temperature is high enough,

the bags will start to overlap and merge. At this point, the system is best described as

one big bag containing all of the partons. This represents deconfined matter. Likewise,

if the bags are forced into a small volume they will also overlap and merge. This Bag

Model of deconfinement is shown schematically in Figure 1.3. Deconfinement at RHIC

collision energies can be modeled using the Bag Model. Under the assumption of zero
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chemical potential and a perturbative correction found from lattice QCD data, Tc has

been calculated to be 165.1 MeV [16] through use of the Bag Model.

1.3 Quark-Gluon Plasmas in Nature and Experi-

ment

Quark-Gluon Plasmas (QGPs) exist at high temperatures and densities (See Figure

1.4). Conditions of extremely high temperatures (and a thermal equilibrium) but

a relatively low chemical potential, µB, are believed to have existed in the early

Universe shortly after the Big Bang, which gave rise to a QGP [2]. The QGP state

of the entire Universe is hypothesized to have lasted from 10−6 to 10−4 seconds after

the Big Bang, before hadronization occurred [34]. Another natural source of QGP
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Figure 1.5: The evolution of the fireball created in a relativistic heavy-ion collision
as graphed out on a light-cone diagram. Chemical (after which no new particles
are created) and thermal (after which the system leaves equilibrium) freeze-outs are
marked as Tch and Tfo, respectively. Figure taken from [33].

might be the interiors of extremely dense neutron stars (this is the phase-space region

of high µB, low T in Figure 1.4). But it is unclear whether or not these stars would

collapse to blacks holes before achieving the necessary density required for a phase

transition [34]. Strong observational evidence of a QGP inside of neutron stars has

not yet been obtained.

This thesis will investigate the properties of QGP as created in a laboratory rather

than in astrophysical sources. Relativistic heavy-ion collisions are used to achieve

the necessary energy densities. Once a QGP is produced in a relativistic heavy-ion

collision, it will start to expand rapidly and cool off. A QGP will last only about 10

fm/c [43]. See Figure 1.5 for a diagram of the evolution of a relativistic heavy-ion

collision fireball. The left hand side represents the absense of a QGP. In this case a
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hadron gas forms out of the collision fireball and comes to thermal equilibrium. It

expands for some time before leaving thermal equilibrium and freezing out. On the

right hand side of Figure 1.5 is the evolution of the fireball in the presence of a QGP.

In this case the system will exist in a deconfined state until cooling off to the critical

temperature, Tc, at which it experiences a phase transition. At this temperature, the

system may be in a mixed phase of both hadron gas and QGP at Tc. After the phase

transition is completed, the system will enter a state of hadron gas until reaching the

thermal freeze-out temperature, Tfo.

The short lifetime of a QGP makes it impossible to directly observe a QGP state.

We must instead measure the hadrons produced after the QGP fireball freezes out.

There are many observables of the matter produced in a heavy-ion collisions, either of

deconfinement or of the matter’s thermodynamic equation-of-state. These include the

yields and spectra of various particle species, phase space distributions of particles,

two and three particle correlations, and angular studies of jets and jet quenching.

1.3.1 Some Signatures of QGP in Experiment

The RHIC experiments have experimentally searched for a variety of signatures of a

quark-gluon plasma. Some of these signatures are jet quenching, elliptic flow, and

the suppression of the nuclear modification factor. These examples will be explained

in the following paragraphs.

Jets originate from the scattering of high-energy parton pairs. The initial scattered

parton pairs travel in opposite directions, forming showers of quarks and gluons. If

a pair of jets forms near the boundary of a fireball created in a relativistic heavy-

ion collision, one jet may quickly travel out of the medium while the other traverses

it. Perturbative QCD (pQCD) predictions show that a jet traveling through a hot,

partonic medium would suffer much more energy loss than a jet traveling through a

hadronic gas [18]. This phenomenon is called “jet quenching” and has been observed

by the STAR experiment [19, 20].

STAR is able to identify jets by detecting groups of high momentum particles

which are angularly correlated. To find a jet, first a high momentum particle is
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sNN = 200 GeV. Since the away-side jet passes through the medium, is is clear that
it is being absorbed in Au+Au collisions (where a QGP is present) but not in p+p
collisions (no medium) or in d+Au collisions (cold nuclear matter). Figure from [28].

selected as a trigger particle. Then the distribution of lower-energy particles is found

as a function angular separation from the trigger particle. In p+p collisions, two

peaks are observed separated by ∆φ = π radians. These peaks are the “near-side”

jet (at ∆φ = 0) the “away-side” jet (at ∆φ = π) generated by the fragmentation

of the back-to-back parton scattering. The same pattern is seen in d+Au collisions,

where cold nuclear matter is present. However, in Au+Au, where a QGP is believed

to occur, the jet at ∆φ = π vanishes. We conclude that the partons of the away-side

jet in Au+Au have lost significant amounts energy due to interactions with the QGP

as they traversed the medium. See Figure 1.6 for a comparison of the three systems.
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Strongly-interacting thermalized nuclear matter can be described using hydrody-

namic flow [21]. Under this assumption, the particle distribution can be described in

the azimuthal direction by the following Fourier expansion [22],

E
d3N

d3p
=

1

2π

d2N

ptdptdy
(1 +

∞
∑

n=1

2vn cos[n(φ − Ψr)]). (1.5)

Elliptic flow is parameterized via the second moment, v2. Elliptic flow has been seen

by the RHIC experiment in Au+Au collisions at
√

sNN = 130 GeV/c [24, 25] and at
√

sNN = 200 GeV/c [26, 27]. The observation of elliptic flow itself is not an exclusive

signature of a deconfined state [28]. But the observation that the pt dependence of

v2 scales via the number of constituent quarks is evidence that the flow occurred

in a deconfined partonic phase (See Figure 1.7) [29, 30]. Another signature of a

deconfined plasma is the high-pt suppression of the nuclear modification factor, RAA.

RAA is defined as the ratio of a particle’s yield as a function of pt in heavy-ion (AA)
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collisions scaled by the number of binary (nucleon-nucleon) collisions over the yield

as a function of pt in proton-proton collisions,

RAA =
1

〈Nbin〉
d2NAA(pt)/dptdy

d2Npp(pt)/dptdy
, (1.6)

where < Nbin > is the average number of binary (nucleon on nucleon collisions) in

the heavy-ion collision system.

The RAA can show how partons are affected as they traverse the medium. If there

are no medium effects, RAA should be unity at all pt. In d+Au collisions, RAA is

larger than unity in the mid-pt range due to cold nuclear matter effects [23]. But in

a central Au+Au collision at
√

sNN = 200 GeV (where a QGP is expected), the RAA
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of hadrons made of light quarks is much less than unity over a wide pt range (See

Figure 1.8) because the QGP medium induces gluon radiation for high pt partons

[18], causing them to lose energy, resulting in fewer high pt particles relative to p+p.

1.4 Outline of this Thesis

This thesis focuses on charm probes of the QGP, the motivation for which will be

discussed in the next chapter. This will be followed be a description of the Relativistic

Heavy-Ion Collider and the STAR detector. Then the procedures for reconstructing

open charm mesons, specifically, the D0 and Ds, will be described. After that, the

simulations used for embedding and evaluating analysis results and techniques will

be discussed. Then the results of the open charm measurements of D0(D̄0) mesons in
√

sNN = 200 GeV Cu+Cu collisions and the Ds meson in
√

sNN = 200 GeV Au+Au

collisions will be presented. Finally, the physics interpretations and future outlooks

will be discussed.
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Chapter 2

Charm in Relativistic Heavy-Ion

Collisions

In this thesis, the production of open charm hadrons (hadrons with net total charm

which is non-zero) will be discussed. Charm is the heaviest quark whose hadrons can

currently be directly reconstructed from RHIC data. Because of its large mass, we

do not expect new charm quarks to be produced during the thermalized stage of the

QGP fireball; instead, charm is expected to be generated only in the initial collision.

Therefore, charm is a good probe of the subsequent development of the system. At

collision energies of
√

sNN = 200 GeV, most charm is contained within D0, D±, Ds,

and Λc hadrons.

The analyses reported here are the direct reconstructions of the D0 (D̄0) and the

D+
s (D−

s ). From the D0 (D̄0), an open charm cross-section can be extracted. This can

be compared with theoretical QCD predictions. A measurement of the Ds is also an

important probe because statistical models [31] of the QGP make specific predictions

for its yield. In addition, the Ds contributes to the total charm cross-section.
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Figure 2.1: The most basic Feynman diagrams for cc̄ production at the Leading Order
(LO) level.

2.1 Charm Production

The charm cross-section can be calculated from a transition amplitude which is found

by summing up the terms of the Feynman diagrams. Three of the lowest order dia-

grams for charm in 200 GeV RHIC collisions are shown in Figure 2.1. The process

g → cc̄ will not occur at this energy because the temperatures are roughly a factor of

20 too low [32]. The Feynman diagrams for charm production have been evaluated

at the Next-to-Leading Order (NLO) level [35], which includes diagrams of orders α2
s

(Leading Order, as show in Figure 2.1) and α3
s (Next-to-Leading Order). This cal-

culation has been extended to the Fixed-Order Next-to-Leading-Log level (FONLL)

by including terms of orders α2
s(αslog(pt/m))k (Leading-Log) and α3

s(αslog(pt/m))k

(Next-to-Leading-Log) [36].

Once the cross-section between two partons (σf1f2) is known, the hadronic cross-

section is given by [37],

σh1h2 =
∑

i,j=q,q̄,g

∫ 1

0

dx1dx2f1/p(x1, Q
2)f2/p(x2, Q

2)σf1f2, (2.1)

where Q2 is the momentum transfer, xi are the parton momentum fractions, and fi/p

represent the parton densities within the hadron.

The calculation of the total inclusive open-charm cross-section can be approached

by using either of two methods. In the first method, the cross-section can be calculated

for dpt slices and then integrated to obtain a total charm cross-section. In this method,

charm is treated as an active flavor with three light (considered massless) flavors for

the u, d, and s quarks (“3+1 flavors”). This calculation can be evaluated at either
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the NLO or FONLL levels. The results for RHIC energies are consistent with each

other. They are [38],

σFONLL
cc̄ = 0.256+0.400

−0.146mb (2.2)

and

σNLO
cc̄ = 0.244+0.381

−0.134mb. (2.3)

The large uncertainties in the charm cross-section calculations are due to uncertainties

in the charm mass and the renormalization of the strong coupling constant.

In the second method, the cross-section is evaluated over the full pt range in one

step. This calculation can only be done in the limit that the charm quark is massive

because, unlike the first method, the renormalization scale is fixed to be proportional

to the charm mass [39].

σ
NLOnlf =3

cc̄ = 0.301+1.000
−0.210mb (2.4)

The very significant uncertainties of this result are due to the difficulties in defining

the renormalization scale of αs at mt ≈ m (mt ≡
√

p2
t + m2)).

Though the baseline results of the two methods are similar, there are huge differ-

ences in the uncertainty limits. One should not view these uncertainty bands as being

statistical; the charm cross-section cannot be said to have a roughly 16% chance to lie

above 0.656 mb in the FONLL evaluation as a statistical evaluation would imply. The

uncertainty limits represent physical limits imposed by the possible values of mc and

αs. It is difficult to define the probability distribution of possible charm cross-sections;

however, charm cross-section measurements at other energies have historically had a

roughly 80 to 90% chance of falling within the uncertainty band [39]. Also note that

we must remain agnostic about which method is a better representation of the to-

tal charm cross-section because there is not enough information to make a judgment

based on the theoretical background formulated so far.

The pQCD evaluation outlined before is relevant for proton-proton collisions. But

what happens when we move to a heavy-ion system in which the formation of a QGP

is posited? If there are no effects from the presence of a deconfined plasma, then the
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heavy-ion collision can be treated as an ensemble of nucleon-nucleon collisions. In

this case, the total charm cross-section should scale as a function of the number of

binary (nucleon-nucleon) collisions as one moves to collisions of heavier and heavier

ions.

Beyond the total charm cross-section, open charm mesons can be used to probe

the medium of a relativistic heavy-ion collision in other ways. For example, the

suppression of RAA (defined in Section 1.3) was expected to be less severe for charm

quarks than for lighter flavors because of the dead cone effect [40] (where gluon

radiation is suppressed because of destructive interference for angles less than m/E,

m and E are the mass and energy of the quark [41]) but experimental results from

STAR using non-photonic electrons from charm and beauty decays showed that this

was not the case [42]. It was hoped that a RAA measurement could be obtained from

the hadronic reconstruction of D0 mesons but STAR did not have sufficient statistics

for such a measurement at the time of the writing of this thesis.

Another probe is the flow of heavy quarks. There are two types of flow which can

be measured, elliptic flow, v2, which was described in section 1.3.1 as a probe of the

QGP and radial flow, < βt >, which is posited to appear after hadronization in a

hydrodynamic model of the fireball [43]. If charm and beauty quarks do not interact

with the QGP medium, they should not experience any elliptic flow. Conversely, if

they interact strongly, they should flow along with the rest of the medium. However,

this picture is complicated by the fact that it is open charm and beauty hadrons which

are measured rather than the quarks themselves. Radial flow is a probe of the post-

partonic stage of the fireball. By comparing the radial flow and/or pt spectra of open

charm mesons to that of other particle species, we can measure how strongly charm

particles are interacting with the medium at this late stage and at what temperature

they freeze-out at (Tfo).

2.2 The Statistical Hadronization Model

The large amounts of energy accumulated in high-energy collisions allows for a plethora

of new particles to be created. At the most basic level, one can use Fermi’s Golden
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Rule to evaluate particle production in a procedure called the Fermi multi-particle

production model [44, 45]. Fermi’s Golden Rule gives transition rates between states

and can be derived from quantum-mechanical perturbation theory to have the form,

ω = (2π/ℏ)|Vni|2δ(En − Ei), (2.5)

where |Vni| is the transition matrix element. If a large amount of energy is deposited

into a certain volume after a nuclear collision, this rule can be used to calculate particle

yields [44, 45]. To move to the Statistical Hadronization Model (SHM) used for a

QGP, Fermi’s multi-particle production model can be changed from a micro-canonical

ensemble where flavor and energy are locally conserved to a grand canonical ensemble

in which these are only conserved on average. In the SHM, the particle distribution

as a function of momentum is [45],

d6N

d3pd3x
=

g

(2π)3

γλ

eE/T ± 1
, (2.6)

where g is the degeneracy factor, ± represents Fermi (+) or Bose-Einstein (-) statis-

tics, λ is the fugacity, given by λ = eµ/T where µ is the chemical potential. γ is a

space occupancy factor given by,

dNi

dy
= γin

eq
i

dV

dy
, (2.7)

for particle i where neq
i is the Boltzmann particle density at chemical equilibrium, V

is a volume, and N , the number of particles.

It is kinematically more favorable to generate heavy mesons such as the Ds in a

QGP rather than in a hadron gas because the two quarks, charm and strange, can be

generated separately and later coalesce, rather than requiring that the whole Ds plus

its anti-particle be made in one step. The energy difference between the D+
s -D−

s pair

and the bare masses of the four individual quarks is 2.56+0.16
−0.11 GeV. In the statistical

hadronization model, the occupancy factors of the D and Ds quarks are given by [45],

γD = γcγq (2.8)
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a) b)

Figure 2.2: a) Strangeness over entropy versus temperature in a hadron gas and a
QGP. b) The ratio of D/Ds as a function of temperature. RHIC has a s/S ratio of
roughly 0.03. Entropy should be conserved during the transition from a QGP to a
hadron gas. Figures from [45].

and

γDs
= γcγs, (2.9)

where q represents an up or down quark and s a strange quark. It is important to note

that γs is enhanced (larger than otherwise expected) in a QGP over a hadron gas.

This is because the production of ss̄ pairs saturates in a deconfined QGP [31]. Figure

2.2a shows the strangeness over entropy ratio in a hadron gas and a QGP as a function

of temperature. Since the total number of produced particles is determined by the

entropy available, strange hadron production should be enhanced in the presence of

a QGP. Indeed, a thermal model with strangeness enhancement from a deconfined

phase fits RHIC data well [46].

Calculating the Dinc and Ds yields in a SHM gives the values shown in Figure

2.2b. At a critical temperature (as calculated from lattice QCD) of ∼ 192 MeV, the

D/Ds (where D represents all non-strange cq mesons) ratio would be ∼ 2.8. This

compares with the prediction from a simulation of p+p collisions (PYTHIA 6.2 [48])

at
√

sNN = 200 GeV which gives a ratio of ∼ 7.3. In this work, measurements of the

Ds and D0 will be compared with an assumption of a thermalized plasma obeying the

SHM and with an assumption of a non-QGP producing ensemble of hadron collisions.
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Figure 2.3: The (D0+D̄0)/2 spectra in STAR’s
√

sNN = 200 GeV Au+Au and d+Au
collisions. Figures based on data published in [49] and [50].

2.3 Previous Experimental Results

Both of the major RHIC experiments, STAR and PHENIX, have published open

charm meson spectra (from hadronic decay channels) or electron spectra from charm

and beauty decay. STAR has measured the D0(D̄0) → K−π+(K+π−) decay as well

as the semi-leptonic decays of open charm and beauty in the
√

sNN = 200 GeV d+Au

and Au+Au systems (See Figure 2.3) [49, 50]. The total inclusive charm cross-section

per nucleon-nucleon collision obtained for the d+Au system is σcc̄ = 1.3 ± 0.2 ± 0.4

mb from the D0(D̄0) → K−π+(K+π−) decay channel and σNN
cc̄ = 1.4 ± 0.2(stat.) ±
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Figure 2.4: PHENIX measurements of heavy flavor through single electrons. (Figures
appear in [54] and [51]).

0.4(sys.) mb when the non-photonic electron spectrum is also included in the pt-

spectral fit [49]. In Au+Au collisions, a combined fit to the D0 mesons reconstructed

from kaons and pions and the muons and electrons from heavy flavor decays yielded

a total inclusive charm cross-section of σNN
cc̄ = 1.29 ± 0.12(stat.) ± 0.39(sys.) mb

[50]. These two results are consistent with each other within errors, indicating binary

scaling of the charm cross-section. This implies that there are no effects from the

presence of the QGP on inclusive heavy quark production. A Cu+Cu D0 measurement

will provide a check of the binary scaling hypothesis in a system intermediate in mass

and number of nucleon collisions between d+Au and Au+Au. Cu+Cu results will be

discussed in Chapter 6.

PHENIX has also measured the cross-section of open charm, but only via electrons

from semi-leptonic decays (See Figure 2.4). Their most current results are σNN
cc̄ =

0.567 ± 0.057(stat.) ± 0.193(sys.) mb for
√

sNN = 200 GeV p+p collisions [54] and
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Figure 2.5: RAA (a) and v2 (b) measurements from the non-photonic electron decays
of open charm and beauty from the PHENIX in experiment in minimum bias Au+Au
collisions at

√
sNN = 200 GeV. Figure from [51].

σNN
cc̄ = 0.622±0.057(stat.)±0.160(sys.) mb for

√
sNN = 200 GeV Au+Au [51]. Taken

together, PHENIX’s results are also consistent with binary scaling. However, they are

roughly a factor of two below STAR’s results. The charm cross-sections measured by

STAR and PHENIX are inconsistent given their systematic and statistical error bars.

The source of this discrepancy is currently unknown but efforts are underway in both

collaborations to better understand this apparent contradiction. One caveat about

all of the currently published results is that the extrapolations from the D0 to cc̄ yield

used to date assume no Ds enhancement over e+e− collisions, which is contrary to

the SHM model of a QGP. The possible change in the total cc̄ cross-section for both

previous measurements and the current Cu+Cu study will be discussed in chapter 7.
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No measurements of Ds production in relativistic heavy-ion collisions have been

published to date by any experiment; however, the Ds has been extensively studied

in elementary particle collisions [52, 53]. Therefore, it is important to measure the

properties of Ds production in heavy-ion collisions in order to search for the effects

of the QGP as predicted by models such as the SHM.

The v2 elliptic flow and RAA have been extracted from PHENIX’s non-photonic

electron data (see Figure 2.5). These data suggest that charm is indeed strongly

coupled with the medium during the partonic stage of the collision and not just that

open charm hadrons aquire elliptic flow from the light quarks. However, radial flows

as large as those seen for the light hadrons are not consistent with STAR’s data from

the semi-leptonic decays of heavy flavor in
√

sNN = 200 GeV collisions (See Figure
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2.6). In this thesis, the radial flow of D0+D̄0 mesons in Cu+Cu collisions is extracted

and compared to that of lighter species. There are not enough statistics to extract

the elliptic flow for the D0 + D̄0 in the Cu+Cu data.
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Chapter 3

Experimental Setup

3.1 Introduction

The Relativistic Heavy-Ion Collider (RHIC) was commissioned primarily to study

the properties of the QGP. It was believed that by colliding heavy ions at energies in

excess of 100 GeV/nucleon, a QGP could be created. RHIC was also designed to be

able to measure the spin content of the proton. This was done through the addition

of ‘Siberian Snakes’ in the beam line in order to maintain proton beam polarization.

RHIC has hosted four main experiments, STAR, PHENIX, BRAHMS, and PHO-

BOS [55]. During June of 2000, the first physics run was started, consisting of Au+Au

collisions at 130 GeV/nucleon. Since then, RHIC has collided p+p, d+Au, Cu+Cu,

and Au+Au beams at energies ranging from 9 GeV/nucleon to 500 GeV/nucleon (for

protons the maximum beam energy is 500 GeV/nucleon, but for Au ions it is only 200

GeV/nucleon). Currently, the two larger experiments, STAR and PHENIX, are still

in operation but BRAHMS and PHOBOS have completed their programs and have

had their detectors decommissioned. In this chapter, the operation of RHIC will be

described followed by a description of each of the detectors used in the open charm

analysis.
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3.2 The Relativistic Heavy Ion Collider

The acceleration process for Au ions will be described. For Cu ions, the procedure is

similar. The Au ions to be collided originate from a pulsed sputter ion source [56],

which generates ions with a charge of −1e. These ions are then passed through a

stripping foil to create positively charged ions [57]. Ions are then accelerated by a

Tandem Van deGraaf accelerator (See Figure 3.1). By the time the Au ions leave

the Tandem machine, they have an energy of about 1 MeV/nucleon and a charge of

12e [57]. The ions are then further stripped of electrons and sent into the Booster

synchrotron. There the beams are modified into six bunches each and are then sent

through another stripping foil as they exit the booster to create ions with only 2

electrons each. By this time, the Au ions have an energy of 95 MeV/nucleon. After

the Booster, ion beams are sent into the Alternating Gradient Synchrotron (AGS)

(the AGS was used for fixed target experiments which were precursors to RHIC). The

AGS further boosts ions to have energies of 8.86 GeV/nucleon before injecting them

into the RHIC ring.

The RHIC collider itself consists of two rings (called Yellow and Blue) which

intersect at six points to create collision regions [55]. These six intersection locations

are where experiments can be placed. Of the current experiments, STAR is at the

6 o’clock position and PHENIX is located at the 8 o’clock position. In order to

accelerate ions up to final collision energies, Radio-Frequency (RF) cavities are used.

These cavities create sinusoidal electric fields with the phase set to both accelerate the

beams and to maintain bunches. RF cavities at RHIC operate at 28.15 MHz in order

to accelerate the beams to final collision energy [55]. 1740 superconducting magnets

are used to steer the ion beams around the rings, which are 3.8 km in circumference

(See Figure 3.1).

3.3 The Solenoidal Tracker at RHIC (STAR)

The Solenoidal Tracker at RHIC (STAR) is designed primarily to use the RHIC

collider in order to study the properties of the Quark Gluon Plasma (QGP) and
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Figure 3.1: The Relativistic Heavy-Ion Collider (RHIC)

other physics effects of interest which occur in the extreme conditions of a relativistic

heavy-ion collision (see Figure 3.2). Compared with the other three experiments

at RHIC, STAR is unique in its full azimuthal coverage. Since STAR also has good

coverage of pseudorapidity (|η| < 1.8 for the TPC), it is able to measure a wide variety

of physics phenomena. For example, STAR can measure light-flavor spectra, heavy-

flavor in-medium effects, two-particle correlations, as well as deduce the individual

spins of partons within the proton. This is because STAR has the ability to measure

a wide range of particle momenta as well as perform particle identification.

3.3.1 The STAR Time Projection Chamber

The Time Projection Chamber (TPC) is the primary tracking detector of the STAR

experiment. The TPC is a cylindrical tracking device which completely surrounds

the beamline to give full azimuthal acceptance [58]. Its outer diameter is 4 m while
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Figure 3.2: The STAR Detector.

its inner diameter is 1 m. Its drift length is 4.2 m, divided into two halves (see Figure

3.3). This allows a pseudorapidty coverage of ±1.8 units, giving the STAR-TPC an

excellent range of acceptance. The TPC chamber is filled with P10 gas (90% argon,

10% methane). P10 gas is used because a fast drift velocity can be obtained while

using a relatively small voltage.

Particles traversing the TPC will ionize the P10 gas. To calculate the energy

loss per unit length through the Coulomb interaction, the system must be treated

quantum mechanically. After summing the interaction cross-sections for both distant

collisions in which the entire atom is interacted with and close collisions in which the

interaction is just with free electrons, one can derive the Bethe-Bloch formula [59],

dE

dx
=

4πnez
2e4

meβ2c2
(ln

2meβ
2c2γ2

I
− β2), (3.1)

where z is the atomic number of the target, β is the velocity of the incident electron,

γ = 1√
1−β2

, me is the electron’s mass, and ne is the number of electrons in the

target atom. I is a logarithm of the mean electron excitation potential of the dipole
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Figure 3.3: The TPC Structure. Figure from [58].

oscillator. It is defined as [59],

ln(I) = Σnln(En)
2meEn

~2Z2
|Σj〈n|xf |0〉|2. (3.2)

At low velocities, the 1
β2 term dominates and the rate of energy loss falls exponentially

with β. A minimum ionizing velocity is reached a which point the lnβ2γ2 term begins

to dominate and the rate of energy loss rises again (particles with the minimum

ionizing velocity are called ’Minimum Ionizing Particles (MIPS)’). An essential feature

of the Bethe-Bloch formula is that the energy loss per unit length, dE
dx

, does not depend

on the particle’s mass. Therefore, we can calculate a particle’s velocity from its energy

loss without having to identify the particle a priori. See Figure 3.4 for a plot of dE/dx

vs. momenta as measured by the TPC. Momentum is used to identify particle bands

rather than velocity because of the presence of particles of charge ±2e like tritons

(3H) or helions (3He).
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Figure 3.4: dE/dx and momenta for particle tracks as measured by the TPC in 200
GeV/nucleon Au+Au collisions.

Though the Bethe-Bloch formula describes ionization in an ideal scenario, a dif-

ferent strategy is needed for calculating particle bands in an actual Time Projection

Chamber. For this analysis, a Bichsel parameterization is used [60]. The Bichsel pa-

rameterization has 5 steps: 1) the energy loss of the particles as they travel through

the detector, 2) the calculation of the energy deposited in each volume slice of the

detector, 3) a calculation of the number of ions produced based on the deposited

energy, 4) the movement of generated electron clouds towards the read-out anodes,

and 5) the collection of the electron clouds by the detector’s read-out pads. Unlike

the curves defined by a Bethe-Bloch calculation, the Bichsel parameterizations shows

the particles as smeared bands. See Figure 3.5 for the function describing energy loss

(step 1) in the Bichsel procedure. The Bichsel parameterization is done using both

Monte-Carlo simulations and analytic calculations [60].
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Figure 3.5: The straggling function for particles of βγ = 3.6 going through 1.2 cm of
Ar gas (solid line). This shows why there are smeared bands rather than sharp curves
when each particle species is plotted vs. dE/dx and momentum. Figure from [60].

Figure 3.6: A schematic of one of the TPC readout sectors. Figure from [58].

In order to send the ionized charge to the readout anodes, the interior of the TPC

must be subjected to a uniform electric field. This is done via a high-voltage (28 kV)
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membrane bisecting the center of the TPC at z=0 (See Figure 3.3) [58]. The endcaps

are grounded to 0 voltage in order to create a potential difference. To properly set

the boundary conditions of the electric field, there are concentric field cage cylinders

surrounding the outside of the TPC. Resistors are used to ensure that the voltage

on the field cage cylinders decreases at a constant rate relative to distance in the z

direction from the central membrane. Thus, a uniform electric field is generated.

Readout modules are on both ends of the TPC, transverse to the beam line and

covering the drift regions of the TPC. They take the form of Multi-Wire Proportional

Chambers (MWPCs), which have three wire grids in front of read-out pads [58]. The

grid directly in front of the read-out pads is the anode grid. Incoming charge from the

TPC drift region avalanches on the anode grid which is then read out on the pads. In

order to optimize hit-finding, pad sizes are set such that avalanched charge generally

falls on only three pads. Two different pad patterns were used in the readout modules.

In the outer region (which covers the outer 62.0 cm of the endcap), pad sizes are set

to maximize dE/dx resolution and to improve tracking capability. In the inner region

(covering the next 69.6 cm inward), the pad sizes are smaller in order to resolve hits

in a region of greater track densities (see Figure 3.6). The readout pads measure

6.20 mm X 19.5 mm in the outer region and 2.85 X 11.5 mm in the inner region. To

compensate for differences in pad size, the anode wires are 4 mm from the pads in

the outer sector and 2 mm from the pads in the inner sector. 4 mm in front of the

anode grid is a ground or shield grid, which stops the electric field from the anode

grid from entering the TPC drift region and helps shield the pads. 6 cm in front of

the ground grid is the gating grid, which controls the passage of electrons into the

MWPC region and of positive ions going the other direction from the MWPC into

the TPC drift region. The gating grid is either in an open or closed state depending

on its voltage, 110 V for the open state and 35 V or 185 V for the closed state [58].

3.3.2 The STAR Magnet

Particles moving through the TPC are subjected to a uniform magnetic field imparting

a Lorentz force given by,
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−→
F = q(−→v ×−→

B ), (3.3)

where q is the charge of the particle, −→v , the velocity, and
−→
B , the magnetic field.

Combined with the centrifugal force equation,

F =
mv2

R
, (3.4)

the cyclotron equation can be derived,

p = qBR, (3.5)

where p is the momentum of the particle, q its charge, R its radius of curvature, and

B the magnitude of the external magnetic field. Thus if one knows the magnetic

field strength, the particle’s radius of curvature, and assuming that the charge of the

particle is ±1e, its momentum can be found. Therefore, in order to measure momenta

there is a uniform magnetic field of ± 0.5 Tesla within the TPC, parallel to the beam

line, which is generated by solenoidal magnets exterior to the TPC.

3.3.3 The STAR Silicon Vertex Tracker

In order to give STAR the ability to better measure particles with cτ decay lengths of

order several hundred microns (such as B and D mesons), as well as to complement

the tracking abilities of the STAR-TPC, the Silicon Vertex Tracker (SVT) was placed

inside of the TPC around the beamline. The STAR-SVT has been used in analyses

searching for the secondary decay vertices of D0(D̄0) (cτ = 122.9µm ) [63], D+(D−)

(cτ = 311.8µm ), and D+
s (D−

s ) (cτ = 149.9µm) mesons. The STAR-SVT has also

been used to improve track momentum resolution in the 2007 Au+Au run.

The SVT’s structure consists of three concentric barrels (Please see Figure 3.7).

Their radii are 6.9, 10.8, and 14.5 cm from the beamline [65]. Each barrel contains

support structures called ’ladders’, which are used to support the Silicon Drift Detec-

tors (SDDs) of the SVT. In the direction of the beamline, the length of the ladders

on each of the barrels are 25.2, 37.8, and 44.4 cm respectively. Each ladder is made

out of a detector carrier and two electronics carriers, one on either side of the ladder.
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(a) (b)

Figure 3.7: a) Diagram of the SVT structure showing the three barrels of the SVT.
b) Photograph of SVT structure. Figures from [65].

The detector carriers are 1.8 mm thick, 63 mm wide, and 530 or 560 mm long. The

SDDs are attached directly to the detector carriers. Each electronics carrier is 1.8

mm thick, 20 mm wide, and 530 to 560 mm long, to match the lengths of the detector

carriers.

Silicon Drift Detectors (SDDs) are used to detect particles’ locations as they tra-

verse the SVT. Each of the STAR-SDDs are 280 µm thick and 63 mm X 63 mm wide

and are made out of Neutron Transmutation Doped n-type silicon wafers. A particle

passing through the SDD will ionize the silicon. Cathode strips placed on the tops

and bottoms of the SDD (when looking in the beam direction, see Figure 3.8) create

a potential well which pushes the ionized electrons towards the anodes. Parallel to

the cathodes, on the side of the SDD wafer, are anode strips which collect the ionized

electrons. Each SDD is divided into two halves, called “hybrids”. A voltage of -1500V

is applied across the division in the center while the edges of the SDD are grounded.

This voltage difference pushes the electrons towards the anodes on the edges. The

hybrid structure allows one to use half the voltage otherwise needed to maintain the

same electric field. As a first approximation, the electric field is uniform according to
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Figure 3.8: Schematic of a Silicon Drift Detector (SDD).

Gauss’s law,

∮

S

−→
E · d−→a =

Qenclosed

ǫ0
, (3.6)

because the Gaussian surface can be taken to be a flat plane parallel to the anodes

(ignoring edge effects). Due to the electric field, the drift velocity of the ionized

electrons is roughly 6.75 µm
ns

[65]. The drift velocity is dependent on temperature;

therefore, a cooling system is used to mitigate temperature fluctuations.

Once ionized electrons make contact with the anodes, the signal must be amplified

and preserved by the front-end electronics. Drift-time information must be saved in
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Figure 3.9: A schematic of a SSD wafer.

order for the hit’s coordinate position in the drift direction to be determined. The

amount of charge deposited is also recorded in order to find the centroid of the hit.

All of this is carried out by the SVT front-end multichip module (MCM). The MCMs

measure 63 mm long (like the SDDs), 20.5 mm wide, and 0.65 mm thick [66]. They

hold the integrated circuits necessary to process the input received from the anodes.

Input charge is first sent to the PreAmplifier ShApers (PASAs), in order to preserve

the hit information. The PASA contains 16 channels and there are 15 PASAs on

each MCM in order to cover all 240 anodes. Output from the PASA is then sent to

16-channel Switched Capacitor Arrays (SCAs) to store it in analog form. After this,

the data can be converted to digital format.

3.3.4 The STAR Silicon Strip Detector

The STAR Silicon Strip Detector (SSD) is located between the SVT and the TPC,

23.0 cm from the beam line, and provides additional tracking power to the SVT [67].
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The SSD consists of two cylinders, one on either side of the TPC. Each side has 10

ladders (which are 106.0 cm long) while each ladder holds 16 double-sided silicon-strip

wafers. Each wafer has an area of 75 X 42 mm and a thickness of 300 µm. Beam

tests showed that the SSD has a position resolution of 15 µm in the radial direction

and 750 µm in the beam direction [67].

The SSD wafers are n-type semiconductors which are ionized by incident particles.

The ionization then travels to the readout anodes and cathodes to allow 2-dimensional

hit reconstruction. Unlike the SVT, the readout anodes and cathodes of a SSD wafer

are placed on the top and bottom of the silicon wafer in the direction of the thickness

of the detector, rather than at the ends (See Figure 3.9). Therefore, there is no need

for a large electric field to push ionization towards the anodes like in the SVT. And

so the SSD is only operated at a voltage of 20 to 50 V.

3.3.5 The STAR Time-of-Flight Detector

The STAR Time-of-Flight Detector (TOF) is designed to operate in conjunction with

the STAR TPC to determine the masses, and therefore species, of particles traversing

the TPC and TOF by adding a velocity measurement to each particle track. This

allows a direct identification of particle species type. The momentum, as measured

by the TPC, p, and a velocity as measured by the TOF, β, can be used to find the

particle mass, m, via,

m = p
√

1/β2 − 1. (3.7)

The TOF has two parts, a Pseudo Vertex Position Detector (pVPD) to acquire

start times and a Time-Of-Flight (TOF) to acquire stop times for tracks. The velocity,

β, is found by dividing the particle’s path length from the event vertex to the TOF,

s, by the time taken to traverse this path length, ∆t,

β = s/(c∆t). (3.8)

The major advantage of using the TOF is that particle identification can still be

done for TPC tracks even when the bands of two or more species are overlapping
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in momentum and dE/dx according to the Bichsel parameterization, extending the

momentum range of particle identification. The maximum momenta of distinct par-

ticle identification is increased from ∼0.7 GeV/c to ∼2.0 GeV/c by using the TOF

detector. However, during the time period when the data reported in this thesis was

taken, the TOF detector covered only a small fraction of the TPC, meaning that its

utility was limited to specialized tasks such as calibration.

The pVPD detects photons created in a heavy-ion collision in order to establish

the start time used by the TOF. Three pVPD detectors were installed on both sides

of the STAR-TPC, 5.9 m from the interaction point, surrounding the beam line [68].

Photons arriving at the pVPD first interact with a lead plate roughly ∼1 cm thick

at the front of the detector, creating a shower of electrons. These electrons then pass

into a scintillator, generating photons which sent to a photo-multiplier tube. The

photo-multiplier tube amplifies and converts the signal into an electronic pulse.

The TOF is designed using Multi-gap Resistive Plate Chamber (MRPC) tech-

nology. The main feature of the MRPC is a stack of high-resistance glass plates

(resistivity, ρ ∼ 1013Ω/cm), alternating with gas (90% C2H2F4, 5% C4H10, 5% SF6)

gaps [69]. The two outer glass plates of the “sandwich” have thicknesses of 1.1 mm,

while the inside plates each have a thickness of 0.54 mm. The gas gaps are 0.220

mm wide. Outside of the outer glass plates are graphite electrodes which generate a

strong electric field covering the stack of plates. Charged particles passing through

the stack will create charge avalanches in the gas, which induce signals in the readout

pads placed just beyond the electrodes.

The TOF detector is divided into modules of MRPC stacks. Each module con-

tains 6 read-out channels, with each channel representing 3.3 cm × 6.1 cm of area.

The modules are placed into “trays”, which are box-like support structures for the

modules. Each tray holds 32 modules and is 241.3 cm long, 21.6 cm wide, and 8.9

cm high. 120 TOF trays are needed to cover the entire outer surface of the TPC;

however, during the Cu+Cu run analyzed in this thesis, only a single tray was in-

stalled in the STAR detector, primarily as a test system. For this thesis’s analysis,

techniques were developed to use data from the TOF to calibrate the Bichsel bands

generated from TPC dE/dx vs. momentum data.
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3.4 Triggering System

A triggering system is necessary for the STAR detector for several reasons. First,

a means to distinguish between real collisions and detector noise or cosmic rays is

necessary. Second, the interaction rate of RHIC beams (∼ 10 MHz) is roughly 5

orders of magnitude larger than the data collection rate of the slow detectors (∼ 100

Hz) during the Cu+Cu data triggering period [70]. Lastly, a triggering system can

improve operational efficiency by allowing only data of interest to be written out and

digitized. The STAR triggers are divided into Levels 0, 1, 2, and 3 based on order of

operation and response speed. Levels 0, 1, and 2 use information from STAR’s fast

detectors (with readout times of ∼ 1µs) while the Level 3 trigger uses data from the

slow detectors (with readout times of ∼ 10ms). The Level 3 trigger was not used

in the open charm analyses reported in this thesis. The fast detectors include the

Central Trigger Barrel (CTB), the Beam-Beam Counter (BBC), and the Zero-Degree

Calorimeter (ZDC). The slow detectors include the SVT and TPC. The BBC is not

used to trigger Cu+Cu and Au+Au events because there are enough neutrons to be

found by the ZDC in these events.

Level-0 is active during every bunch collision in the interaction region and consists

of the Central Trigger Barrel (CTB) and the Zero-Degree Calorimeter (ZDC) [70, 71],

which will be described in the next three sections. It makes a decision on whether to

pass on a detector event within 1.5 µs. If an event passes the Level-0 trigger, a signal

is sent to activate readout of the slow detectors. Level-1 makes a decision in 100 µs

based on a reconstruction of the event in a coarse pixel array. These pixels have a

size of δη ∼ 0.5 in pseudorapidity and δφ ∼ π/2 in azimuth. Using these pixels, an

algorithm can detect the large-scale distribution patterns of beam-gas interactions

and abort the readout in this case [70]. The Level-2 trigger has a run time of 5 ms.

It can be used to trigger on events of specialized physics interest, such as jet events.

Data from events which pass the Level-2 checks are then sent to the DAQ system.
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Figure 3.10: Set-up positions of the Zero-Degree Calorimeter [72].

3.4.1 The Central Trigger Barrel

The STAR Central Trigger Barrel (CTB) measures the multiplicity of charged parti-

cles at midrapidity. It wraps around the midsection of the TPC’s outer surface like

a ring. The CTB covers all 2π radians in azimuth and its width extends from -1 to

+1 in pseudorapidity. The CTB consists of 240 scintillating slats, which each contain

a radiator, a light guide, and a photomultiplier tube (PMT) [70]. As a charged par-

ticle travels through the scintillating medium, it energizes the scintillator electrons
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Figure 3.11: The correlation between the CTB and the ZDC for events reconstructed
in the TPC. Figure from [61].

into higher energy states. As these states decay, radiation is given off which can be

corralled by the light guide into the PMT. Inside of the PMT the light is incident

on photocathodes, creating an electron shower which is then amplified using dynodes

into a signal strong enough to be read out by the trigger. Signal strength in the CTB

is stronger for more central collisions because such events generate a greater number

of particles at mid-rapidity.

3.4.2 The Zero-Degree Calorimeter

In order to monitor the beam interactions, as well as to serve as a trigger, each RHIC

experiment has two Zero-Degree Calorimeters (ZDC) on the beam line, one in the

+z direction and one in the -z direction, at ±18 meters from the interaction point.

These ZDCs detect neutron fragments generated during heavy-ion collisions but then

continue traveling along the beam axis (See Figure 3.10). At the locations of the

ZDC, the charged ions of the beams have already been deflected by bending magnets.

A coincidence between the detectors in the + and - directions serves as a minimum
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bias trigger for a heavy-ion collision. The energy deposited in the calorimeters can

also be used to help determine luminosity as well as event geometry [72]. Peripheral

events generate stronger signals in the ZDCs because they have larger numbers of

neutron fragments than more central events. Each of the ZDCs are made out of three

modules, which contain an array of tungsten plates connected by fiberoptics (in order

to transmit the Cherenkov radiation) to photomultiplier tubes [70, 72].

3.4.3 CTB-ZDC Correlation

Using the CTB and ZDC together gives basic information about the geometry of a

collision. More peripheral events contain more hits in the ZDC and fewer in the CTB.

Conversely, more central events have more hits in the CTB and fewer in the ZDC.

The correlation is shown in Figure 3.11, in which events increase in centrality as one

moves from the upper-left to the lower-right of the plot.
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Chapter 4

Analysis

4.1 Introduction

Open charm hadrons are not directly observable by the STAR detector. They decay

far too quickly via the weak interaction (with cτ values on the order of a few hundred

microns) to survive into the TPC or SVT. In order to study open charm hadrons,

they must therefore be reconstructed from their decay products, in this analysis,

pions and kaons. These daughter pions and kaons are identifiable based on their

dE/dx and momenta as measured by the TPC. Also, because charm processes are

relatively rare, cuts on the properties of decay daughter tracks must be used to

improve the signal-to-background ratio. The reconstruction process and cut selection

are explained in the following sections. This thesis reports on the reconstruction of

the D0(D̄0) → K−π+(K+π−) decay in
√

sNN = 200 GeV Cu+Cu collisions and the

D+
s (D−

s ) → φπ+(φπ−) → K+K−π+(K+K−π−) decay in
√

sNN = 200 GeV Au+Au

collisions.

4.2 Event Selection

In order to remove any potential trigger bias from the analysis, only events which

satisfy “minimum bias” conditions of a coincidence triggering of the ZDC and CTB

detectors were used. In order to avoid bias from high-material regions, a Z-vertex
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Figure 4.1: a) Particle reference multiplicity in
√

sNN = 200 GeV Cu+Cu collisions.
b) Z-vertex distribution in

√
sNN = 200 GeV Cu+Cu collisions. c) Particle reference

multiplicity in
√

sNN = 200 GeV Au+Au collisions. d) Z-vertex distribution in√
sNN = 200 GeV Au+Au collisions.

(vertex position along the beamline) cut of ±30 cm is used for the D0 in Cu+Cu

analysis. In the SVT-based Ds analysis, an even tighter Z-vertex cut of ±20 cm is

used in order to find events whose tracks pass through the SVT’s acceptance region.

The approximate number of charged particles at mid-rapidity (|η| < 0.5) is called

the “reference multiplicity” in the STAR experiment (See Figure 4.1a). It is defined

as the number of tracks with an absolute value of the pseudorapidity of less than

0.5, a Distance of Closest Approach (DCA, the minimum distance between the track

helix and the primary vertex) within 3 cm of the primary vertex, and having 10 or

more points in the TPC used for the track fit. The reference multiplicity is related

to the centrality of the event (the fraction of collisions where distance between the
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centers of the colliding ions at the distance of closest approach is less than that of the

event of interest) through the Glauber model. The Glauber model describes nuclear

collisions as an ensemble of nucleon-nucleon collisions in the overlap region in a plane

transverse to the beam line. In a sense, incident nucleons can be thought of as casting

shadows along the beam line to define the interaction area [74]. Larger shadows imply

more interactions and hence higher reference multiplicities.

When interactions occur rapidly inside of a high-energy physics collider, a pileup

problem may be encountered in which the detectors are unable to resolve consecutive

collisions. In these instances, tracks from one event contaminate the reconstruction

of another. A cut was applied to eliminate events with pile-up problems (the absolute

value of the mean dip angle of the primary tracks divided by the particle multiplicity

in the Central Trigger Barrel was required to be less than 10−3).

4.3 Track Reconstruction

The raw data read from the TPC takes the form of charge on the read-out anodes. Hit

locations are determined by the distribution of charge on the anode grid. Locations

on the anode grid give the hits’ x-y position while the time bucket gives the z-position.

These hits must be reconstructed into tracks in order to obtain meaningful physics

analysis. The large particle multiplicities inherent in relativistic heavy-ion collisions

make this a difficult task at the STAR experiment.

Because track density, and therefore noise, is much less away from the beam line,

the track-finding algorithm begins on the outermost padrow radially and then works

inward. Taking an initial hit, the tracking algorithm then searches for another point

on a row interior to the original [75]. The range of possible time bins is also restricted

in the code. If the first two points satisfy the cuts in radial and z (time) directions,

these points are then used to draw a straight line. A third point is searched for on a

yet more inner padrow. If the third point is close enough to the line from the first two,

it is added to the set containing the first two points. This set of points is then used to

define a line (See Figure 4.2). This line serves as the root for the tracking algorithm.

The tracking algorithm uses a Kalman filter (a recursive function to find the evolution
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a) b)

Figure 4.2: Finding the first three points of a track in the radial direction (a) and
beam direction (b). Figures from [75].

of noisy systems) to find the track helices. Once a track has been defined, the hits

used are taken out of the sample and the algorithm is run on the remaining hits.

4.4 Particle Identification

In order to reconstruct both the D0(D̄0) from the K−π+(K+π−) decay channel and

the D+
s (D−

s ) from the φπ+(φπ−) → K+K−π+(K+K−π−) decay channel, kaons and

pions must be identified using the TPC. A TPC track’s information on energy loss

per distance in the detector (dE/dx) and momentum (see Figure 4.3) are compared

to a Bichsel parameterization to perform particle identification (Please see Section

3.3.1). Cuts are made on the number of sigma (Nσ) a track is from the Bichsel

parameterization centroid in order to improve the signal to background ratio (this will

be described in a later section). However, the Bichsel parameters must be properly

calibrated to the dE/dx vs. momentum values actually measured by the TPC. To

do this calibration, a secondary means of particle identification is required. The

two calibration methods used are the STAR-TOF detector, which provides a velocity

measurement that can be used with momentum to calculate particle mass, and the

decay daughter method, in which the known decay daughters of unstable particles

with displaced vertices are used for calibration. An improper dE/dx calibration would

cause the efficiency corrections to be artificially high, resulting in an incorrect yield
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Figure 4.3: Track data from the TPC with pion and kaon identified tracks marked
using a cut of 2σ around their Bichsel bands. This is from a subset of Au+Au data
taken at

√
sNN = 200 GeV.

extraction.

4.4.1 dE/dx Calibration using the TOF

The TOF detector allows the velocity of particles to be measured, and, combined

with momentum information from the TPC, their masses. This is extremely useful

for making clean particle identification (as one can see in Figure 4.4), especially in

the kaon-pion band crossing region in the TPC above a momentum of approximately

0.7 GeV/c (See Figure 4.3). However, only 1 out of 120 TOF trays was installed and

active during the 200 GeV Cu+Cu run, meaning that there were not enough TOF

statistics for analysis purposes. But there were a sufficient number of statistics for

an independent calibration of the TPC tracks’ Nσ PID values. Using the TOF, pion,
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Figure 4.4: The TOF PID capabilities. The major visible bands are the pions, kaons,
and protons. Figure from [76].

kaon, and proton Nσ could be corrected as a function of pt. Initially a discrepancy

was found in the Nσ values based on the charge of the particles within the region

of the TPC not covered by the TOF. Further investigation revealed that the TPC

sector in front of the TOF had an asymmetric response to positively and negatively

charged tracks. The affected TPC pads were masked out of the data production but

this unfortunate problem rendered the TOF unusable for calibration in Cu+Cu. An

alternate calibration method was therefore implemented.

4.4.2 Calibration using V0s

Since a calibration of the Nσ values of TPC tracks requires an alternative way of

making particle identification, unstable particles with long decay lengths (on the

order of several cm) were used. The daughter particles from these decays can be
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Figure 4.5: The π+ (a) and π− (b) daughters of K0
S. The K+ (c) and K− (d) daughters

of the Ω̄ and Ω.

identified by using geometric cuts on their reconstructed tracks within the TPC. For

the pions, the π+π− channel of the K0
S was used, which has a cτ of 2.6842 cm [2].

The decay channel has a large branching ratio of 69.20 ± 0.05%. The decay of the

Λ(Λ̄) → pπ−(p̄π+) with cτ = 7.89 cm and a branching ratio of 63.9 ± 0.5% was

used to corroborate the pion calibration at low values of transverse momentum. For

kaon calibration, the Ω → ΛK−(Ω̄ → Λ̄K+) was used, which has a branching ratio

of 67.8 ± 0.7% and a cτ of 2.461 cm. For all the K0
Ss, Λs, and Ωs, cuts around

the invariant mass peak of the reconstructed particle were used to make a Nσ vs. p

distribution of the signal plus background (Figure 4.5). Combinations of tracks which

had a reconstructed invariant mass falling in the side bands of the central peak were

used to estimate the background. After background subtraction Gaussian fits as a

function of the original Nσ values were performed to determine the Nσ offsets and
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Figure 4.7: Invariant mass spectra of Kπ combinations in 200 GeV Cu+Cu (a) and
φπ combinations in 200 GeV Au+Au (b) before background subtraction.

widths (Figure 4.6). The original Nσ values were then modified to create calibrated

Bichsel bands.

4.5 Invariant Mass Reconstruction

In order to identify charm mesons, they must be reconstructed from their decay

daughters. To do this, the kinematics of the decay are calculated in reverse using

the momenta of the daughters. From conservation of energy and momentum, the

invariant mass of particle a after it decays into b and c is,

51



ma =
√

m2
b + m2

c + 2(EbEc − |pb||pc| cos θ), (4.1)

where θ is the angle between the momentum vectors of the daughter particles.

Since it is not known a priori which decay daughters come from the charm mesons

of interest, the set of all possible combinations of candidate daughters must be consid-

ered, the vast majority of which will be random combinations with a small fraction of

the population coming from true particles. Hence, when the invariant mass distribu-

tion is plotted, it is typical to observe small decay peaks, representing real particles,

sitting atop a large random combinatorial background. But as described in section

4.5.3, a background with a large enough slope can make even a strong signal invisible.

4.5.1 Decay Channel Selection

In order to select which decay channel to analyze two things must be considered,

whether the decay daughters are visible to our detectors and the signal to noise

ratio. Any decay channel containing neutral final decay products is therefore rejected

because the STAR-TPC does not have the capability of directly detecting neutral

particles. The D0 is reconstructed through its π+K− decay channel which has a

branching ratio of 3.91±0.05%. This decay channel was chosen because its branching

ratio is significantly larger than that of any other two-daughter D0 decay as well as the

fact that it has only two decay daughters rather than three or four. This is important

because, to first order, the background scales as Na where N is the number of tracks

and a represents the number of decay daughters in the channel being reconstructed.

For the Ds, similar considerations were used. Unfortunately, there is no two-

daughter decay channel with a significant branching ratio. Therefore, the D+
s (D−

s ) →
K+K−π+(K+K−π−) decay channel is selected, which has a branching ratio of 5.50±
0.28%. Almost half of these decays go through the φ → K+K− resonance with a

branching ratio of 2.18±0.33%. The φ is a narrow resonance with of width 4.26±0.04

MeV allowing a cut on the φ invariant mass to achieve greatly reduced background.

In this analysis, only reconstructed K+K− pairs with masses between 1.0165 GeV

and 1.0215 GeV were used to reconstruct φs for the Ds analysis.
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D0 Reconstruction Cuts Ds Reconstruction Cuts
Event Multiplicity >= 19
|Z Vertex| < 30 cm |Z Vertex| < 20 cm
DCA < 1.0 cm DCA < 500 µm
Track |η| < 1.0
TPC hits > 15 TPC hits > 15

SVT hits >= 2
TPC hits/Possible TPC Hits > 0.55
|D0 rapidity| < 1.0 |Ds rapidity| < 1.0
pt of Daughters >= 0.15 GeV/c p of Daughters >= 0.3 GeV/c
Reconstructed D0 pt >= 0.1 GeV/c Reconstructed Ds pt >= 1.0 GeV/c
Reconstructed D0 pt < 1.9 GeV/c Reconstructed Ds pt < 2.2 GeV/c
Kaon Cuts
|NσKaon| < 1.0 when pt < 1.3 GeV/c |NσKaon| < 2.0
No Kaon PID Cuts above pt >=1.3 GeV/c

|NσPion| >= 1.5 (cut away pions)
p < 1.0 GeV/c

Pion Cuts
|NσPion| < 2.0 when pt < 2.0 GeV/c |NσPion| < 2.0 when p < 2.0 GeV/c
No Pion PID Cuts above pt >= 2.0 GeV/c No Pion PID Cuts above p >= 2.0 GeV/c
Geometric Cuts

DCA between particle pairs < 300 µm
100 µm < Decay Length < 400 µm

Table 4.1: The cuts used for the D0 + D̄0 in Cu+Cu analysis (left) and the D+
s + D−

s

analysis in Au+Au.

4.5.2 Track Cuts

Because of large combinatorial backgrounds, cuts on track properties are necessary

in STAR open charm analyses in order to observe a signal. In order to ensure the

quality of particle tracks, only tracks whose fit used more than 15 TPC hits were

used. To eliminate track splitting effects (in which the hits from a single track are

used by the tracking algorithm to reconstruct two different tracks), 55% of the hits

possible for a track must be found. There is also a cut on the track pseudorapidity

of less than 1.0 in order to ensure the tracks are within the acceptance of the TPC.
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In the D0 in Cu+Cu analysis only “primary tracks” were used. Primary tracks are

defined such that they originate from the primary vertex. As is explained in the next

section, a secondary vertex reconstruction method was used for the Ds in Au+Au

analysis, meaning that primary tracks were not used.

4.5.3 Geometric Reconstruction of the Ds

Due to the non-negligible decay length of the Ds meson, its decay is reconstructed

geometrically. Cuts which rely on the improved track resolution capabilities of the

SVT are used. The helices of candidate track pairs are traced out to find the distance

of closest approach between the tracks of the pair. Cuts are then applied onto the

candidate pair, on the decay length from the pair vertex to the primary vertex,

the distance of closest approach to the primary vertex, and the distance of closest

approach between the two tracks. The Ds search algorithm first finds pairs of tracks

originating from a secondary vertex. In order to reconstruct a Ds, first a K+K− pair is

found (the φ meson). Then, the K−π+ and K+π− pairs are located. For a D+
s (D−

s ),

the K−(K+) track will be shared between the K+K− pair and the K−π+(K+π−)

pair. Only when the two pairs of tracks shared a kaon are they selected for Ds

reconstruction.

To be outside of the position resolution of the primary interaction vertex, the

minimum distance between the decay vertex and the primary vertex for both the

K+K− and Kπ pairs is set to 100 µm. Due to the exponential decline of the Ds

yield as a function of pt, the maximum decay length is set to be 400 µm. In order to

locate tracks from the same decay vertex, the maximum distance of closest approach

between candidate pairs is restricted to 300 µm. Simulation shows that almost all Ds

daughters of have a DCA of less than 500µm to the primary vertex and so this cut is

also used. The D±

s also decays through non-φ channels to K+K−π± with a branching

ratio of 3.32±0.43%. These decays contaminate the signal and are subtracted using

a Pythia simulation.
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4.5.4 PID cuts

Cuts on particle identification, i.e. the number of standard deviations (Nσ) from the

centroid of the Bichsel parameterization, were determined by the degree of contam-

ination of the tracks, the kinematics of the charm decays, and the ability to obtain

proper calibration of particle Nσ values. In all cases, cuts on particle Nσ are only

valid in the range where Nσ values can be calibrated. For the pions, the cut off is

p = 2 GeV/c and for the kaons, p = 1.3 GeV/c. In order to set the PID cuts it is

necessary to consider the signal to background ratios of the daughter species in the

regions where the dE/dx-momentum bands overlap. Of course, it is impossible to find

the ratios in the overlap regions themselves, but by looking at the momenta ranges

just outside, estimates of the degree of contamination can be found. By taking the

momentum slice 0.6 to 0.62 GeV/c and fitting the dE/dx spectrum (See Figure 4.9),

it is seen that the pion over kaon ratio is 7.3 ± 0.2 shortly before the band crossing

region, showing that the kaon band is strongly contaminated by pions.

Due to the relative abundance of pions to kaons (see Figure 4.8), it is profitable to

minimize the contamination of the kaons by cutting as tightly as possible to achieve

decent signal over background ratios while at the same time making the pion cuts as

loose as possible because the signal over background ratio for that species is not as

much affected by contamination. For the kaons of the D0(D̄0) decay, the cut was set

to be at 1 standard deviation up to pt = 1.3 GeV/c and for the pions, 2 standard

deviations up to pt = 2.0 GeV/c. The actual upper-limit cuts for the D0 analysis were

done on pt, not p, but since p ≥ pt, the calibration condition is satisfied. In the case

of the Ds more aggressive kaon-ID cuts are possible because the three-daughter decay

kinematics means that the kaon daughters of the Ds have lower average momenta

than the kaon daughters of the D0. If a kaon candidate is less than 1.5 standard

deviations away from the pion band, it is cut out. Otherwise kaons and pions up to 2

standard deviations are taken in the momentum ranges where calibration is possible.

There is also electron contamination of the kaons in the low pt region but since the

electron population is roughly equal to the kaon population, rather than a factor of

7 larger, the electron band is not cut out from the kaons.
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Figure 4.8: The centroids of the kaon and pion bands in dE/dx-momentum space
from the Bichsel parameterization in a sample of the

√
sNN = 200 GeV Au+Au data.

4.5.5 Background Subtraction

The D0 mass peak should exist in an invariant mass spectrum if the signal is statis-

tically significant but this does not mean that the peak is visible above background.

The study shown in Figure 4.10 shows that if the slope of the underlying background is

large enough, any mass peak will become completely invisible. In this study, a Gaus-

sian function the size of the D0 peak is generated and added to linear functions of

progressively larger slopes. When the slope of the underlying linear function roughly

equals that seen in the full Kπ invariant mass spectrum, the Gaussian function is

invisible. Therefore, a background subtraction is necessary to identify the peak. Ide-

ally, a background subtraction eliminates all random combinations of pairs which do

not come from physical correlations. However, even with such an ideal background

subtraction, a residual background will remain from mis-identified resonances, other
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Figure 4.9: Particle ID Gaussian fits to log(dE/dx) at p = 0.6 to 0.62 GeV/c in
a sample of the

√
sNN = 200 GeV Au+Au data. The logarithm is taken because

particle distributions in dE/dx are not Gaussian; rather, they have high energy tails.

decay channels from the same resonance whose daughters overlap with the channel

being studied (See Section 5.4 for simulation results), jets, and other multi-particle

correlations.

There are multiple ways to generate a random background. For a neutral particle,

such as the D0 which decays into a positive daughter and a negative daughter, one

can form an invariant mass spectrum composed of combinations of two positive tracks

or two negative tracks. This method has the advantage of using random pairs from

the same event, reducing the possibility of artifacts (such as distortions from using

events of different geometries) appearing in the data. However, if there are any

differences between the positive and negative particles of a species, this method will
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Figure 4.10: A Gaussian function atop a line as the underlying slope is increased
to the order of magnitude seen for D0 reconstruction from Kπ in 200 GeV Cu+Cu
collisions. In this case, it is the slope of the underlying background, rather than a
low signal-to-noise ratio, which makes the signal disappear.

not create a true background. For example, if one is looking at a region of momentum-

space containing protons, then the positive baryon number of the initial state will

mean that the invariant mass spectrum created from same-sign pairs will have a

fundamentally different shape than the background of opposite-sign pairs. Another

disadvantage of using a same-sign background is low statistics. Assuming charge

symmetry, the statistics of the created same-sign background will be the same as

in the original invariant mass spectrum. This means that the use of a same-sign

background subtraction will increase the statistical error by a factor of
√

2. This is

unacceptable because of the low statistics of hadronic charm decays in RHIC data to
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Figure 4.11: a) Event Mixing. b) Rotational Background Generation.

date.

Another way of generating a random background is through the technique of event

mixing (See Figure 4.11a). In this case, the invariant mass is reconstructed by taking

one of the track pairs from a different, but similar, event. Similar means that the

particle multiplicity and z-vertex position are within a given range from the original

event. This range should be made as small as possible given the computing resources

available and total event count. In the Cu+Cu case, the ranges were 25 tracks wide

and the z-vertex range was 6 cm. Event mixing has a major advantage over a same-

sign background generation in that a very large number of statistics can be used

to generate the background. In fact, the statistical error from the background can
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Figure 4.12: The invariant mass distributions created by the K−π+ daughters of a D0

after the pion momentum vector has been rotated by various angles. Large rotations
(over ∼120 degrees) are needed in order to create a function which is close to linear
near the D0 mass of 1.86484 GeV/c2.

be made negligible by using hundreds of mixing events (the decrease in statistical

error is given by
√

1 + 1/N , where N is the number of events mixed). The downside

of event mixing is that we must make do with events which are only similar, not

the same. For example, non-central collisions are spherically asymmetric and mixing

events with different angular distributions may distort the invariant mass spectrum

due to non-conservation of momentum.

A random background can also be created by using the rotational background

method (See Figure 4.11b). In this case the momentum vector of one of the daughter

particles is taken and rotated to destroy any correlations. The rotation is done in

the xy-plane (transverse to the beam line). The disadvantage of this method is that

because momentum vectors are used from the same event, the generated background
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may be correlated with the original invariant mass spectrum. The rotations must

be done at large angles in order to wash out the effects of any peaks and create

a background which is like a random background. As one can see in figure 4.12,

even a rotation to the maximum angle of 180 degrees leaves a shape beneath the

D0 peak as a residual signal. However, as long as this residual background is linear,

it does not affect the linear+Gaussian fit done to extract yields because the linear

component is not used when calculating the yield. Doing only a single rotation will

create the same problem with low statistics (an increase of statistical error by a

factor of
√

2) that plagues the same-sign method. Therefore multiple rotations are

done. In this analysis, 13 evenly spaced rotations are used between the angles of

150 and 210 degrees. Similar to event mixing, the statistical error is decreased by
√

1 + 1/N , where N is the number of rotations. However, it has been claimed that

the reduction in statistical error is not as great because of the small angle between

rotations. A study shown in Figure 4.13 indicates that the reduction in statistical

error is approximately
√

1 + 1/N when the bin sizes of the D0 analysis are used,

refuting this claim. The rotational method creates a smoother residual shape than

event mixing in the D0 mass region.
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pairs used for Ds signal and mass-offset background reconstructions marked out.

In analyses with a cut on an intermediate resonance mass (like the Ds → φπ →
K+K−π), a background can be created by taking combinations in which the recon-

struction of the intermediate particle has a mass different from the resonance mass.

These “false resonances” can then be combined with the other daughter(s) in the

final step of reconstruction. When the final combination is taken (combining a π and

a φ to get a Ds), the total energy of the false φ mesons reconstructed from mass

offset K+K− pairs is reset to be the energy a φ particle with a mass of 1.019455 GeV

would have if it had the same total momentum. The mass offset technique allows

one to avoid any generation of residual background due to angular correlations in the

underlying event. What this technique cannot do is eliminate background from mis-

identified resonances or decays which include the desired daughters for reconstructed
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plus some more, for example, the decay D±

s → φπ±π0 will create population at low

invariant masses when a reconstruction of φ + π is done. The D±

s → φπ±π0 peak has

been recreated in simulation (please see Section 5.4).

4.6 Creation of a Spectra

The pt spectrum of a resonance particle contains information about the freeze-out

temperature and collective flow of the fireball. In order to find the pt spectra of the

D0(D̄0), the invariant mass spectrum is binned into three pt bins which are then

normalized to account for the number of events, the sizes of the pt bins, and the

rapidity windows. In the D0(D̄0) analysis, the pt bins are 600 MeV/c wide and

the rapidity range covers 2 units of rapidity. Not enough statistics were available

to divide the Ds signal into three pt bins; rather, a single bin covering the range

of 1.0 ≤ pt < 2.2 GeV/c was used. Once the normalized raw yields are found, pt

dependent efficiency corrections are applied (Please see Section 5.2). The pt spectra

of the resonance particle can be fitted with an exponential function in mt −m0. This

function is given by,

1

2πNevts

d2N

ptdptdy
= (

dNA

dy
) × e−(mt−mA)/T

2πT (mA + T )
. (4.2)

Here, T is the effective temperature of particle A. Taking the average transverse mass

gives 〈mt〉 = T from the above equation. A purely thermal source at the freeze-out

temperature would then be defined by 〈mt〉 = Tfo. For a hydrodynamical thermal

source with flow velocity not dependent on particle species, the effective temperature

would be given by [79],

Teff = Tfo + m〈β〉2, (4.3)

where 〈β〉 is the average collective flow velocity and m is the particle mass.

Because of the low significances of hadronic reconstructions of open charm decays

in STAR data, the number of bins a hadronic open charm signal can be divided into

is extremely limited. Since each bin covers a large range of pt, the spectrum may
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be changing quite significantly with a single bin. Therefore, the assumption that all

yield can be considered to be at the midpoint of the bin is likely to fail. In order to

fit a spectrum with such large bins, the integral of the function must be used, rather

than the midpoints.

From the spectral fit function, the yield at midrapidity, dN
dy

(D0+D̄0

2
), can be ex-

tracted. Actually, this represents an extrapolation of the spectra to regions outside

the range of the invariant mass reconstruction. In the D0(D̄0) analysis, fully 87% of

the yield is in the pt range reconstructed (0.1 to 1.9 GeV/c). On the other hand, only

31 to 40% of the D+
s (D−

s ) yield lies within the reconstructed py range of 1.0 to 2.2

GeV/c (depending on spectral shape assumptions).
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Chapter 5

Simulation

Computer simulations play an important part of all aspects of relativistic heavy-

ion analysis, from simulations of phenomenology of observables, to simulations to

assist analysis and evaluation of experimental results, and to find the efficiency and

acceptance of detectors. In this chapter, the use of simulated open charm decays as a

means to optimize kinematic analysis cuts will be discussed. This will be followed by

a description of the embedding simulations used for efficiency corrections. Next, the

debugging and tuning of the SVT Slow Simulator will be described. Finally, the use

of simulations to model the shapes of the signal and residual backgrounds in analysis

will be discussed.

5.1 Cut Selection

As discussed in Chapter 4, open charm searches in heavy-ion collisions at RHIC

energies must contend with extremely large backgrounds relative to signal sizes. Cuts

in Nσ vs. momentum space are used to slice away areas of relatively low signal over

background ratios in order to reduce the statistical uncertainties of the final results.

Recreating the dE/dx energy loss behavior of tracks within the TPC in GEANT

simulations has proven to be exceedingly difficult however, so simulation cannot be

used to set Nσ cuts. But it can be used to judge whether a given momentum range is

realistic. A Pythia [48] simulation of Ds decays shows that the kaon daughters of the
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Figure 5.1: The momentum distribution of K+ candidates (black), K+ candidates
after a pion veto cut (red), and the K+ daughters of the Ds in simulation (blue). The
K− distributions are similar.

Ds have momenta in the region where the dE/dx energy loss of pions and kaons can

be differentiated (See Figure 5.1). Therefore, cutting away all kaon candidate tracks

also marked as potential pions will not eliminate most of the Ds signal.

5.2 Efficiency Corrections

In order to evaluate the efficiency corrections for D0 and Ds reconstruction, the

TPC, SSD, and SVT detector (when used) responses to kaon and pion tracks must

be known. To do this, first a sample of D0 or Ds mesons and their decay daughters is

created using a Monte-Carlo simulator. These particles are created to be within the
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Figure 5.2: Reconstruction efficiencies of the D0 in Cu+Cu. The D0 → K−π+

branching ratio is not included.

acceptance of the TPC and to cover the phase space studied in this analysis (|η| < 1.0

and pt < 5.0 GeV/c). The Monte-Carlo daughter tracks are then embedded into

real events such that the effects of real detector noise on the simulated tracks can be

analyzed. The efficiency is defined as the number of Monte-Carlo tracks found divided

by the number generated (see Figure 5.2 for the efficiency corrections of the D0 in

Cu+Cu). Multiple tracks were embedded per event in order to reduce computation

time. But if too many Monte-Carlo tracks are embedded, the structure of the event

may be fundamentally changed from all of the simulated tracks, biasing the efficiency

result. The number of Monte-Carlo particles generated per event is therefore set to

5% of the multiplicity.
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The Monte-Carlo tracks are matched to find out if they would have been recon-

structed had they been real tracks. Track matching requires a fraction of the hits

after embedding (generally half of the hits required for a fit) to be within a certain

distance of the original Monte-Carlo hits. This distance is defined as 5mm for the

TPC and 1mm for the SVT.

All of the cuts used in this analysis were applied to the embedded tracks in order

to obtain a correct efficiency correction. The only exception to this are dE/dx and

Nσ cuts. This is due to the fact that the embedding simulation does not reconstruct

the dE/dx energy loss of the tracks very well. In order to correct for the efficiencies

of the Nσ cuts, other methods must be used. For simple Nσ cuts in which daughter

particles are identified based on the Nσ of their own species, the Gaussian function

is numerically integrated based on the limits of the Nσ cut (since the calibrated Nσ

distribution is Gaussian). The integrand is multiplied into the efficiency correction.

For example, a cut on 1 σ results in the efficiency to being scaled by a factor of 0.6827.

However, the simple multiplication method cannot be used for the veto cut in Ds

reconstruction where the kaon daughters of the φ are not only required to be within

2 kaon Nσ of the kaon band but also be more than 2 pion Nσ from the pion band. In

this case, the efficiency of the cut must be extracted from real data by evaluating the

fraction of kaon candidate tracks cut away based on pion Nσ. Figure 5.3 shows the

effects of using a pion Nσ cut on kaon candidates. In the band crossing region, the

particle candidates are an admixture of pions and kaons. However, if, for example,

40% of the candidates are cut away by a Nσ cut at a particular momentum, that

means that 40% of pions and 40% of kaons are cut away. Therefore, the tracks need

not be identified prior to applying the cut.

To apply the cut, the efficiencies for each ∆σ bin within in each p column on

5.3 are multiplied by a Gaussian function. The sum is taken for each p column and

normalized by 1/
√

2π. This allows one to find the efficiency effect of the pion Nσ cut

on kaon candidates as a function of p. If y(p) is the efficiency of the pion Nσ cut on

kaons at momentum p and x(i, p) is one pixel of 5.3, then y(p) can be written as,
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pt range Embedding Result Pure Simulation Result Difference
0.1 ≤ pt < 0.7 GeV/c: 0.1701 ± 0.0021 0.1725 ± 0.0018 1.40%
0.7 ≤ pt < 1.3 GeV/c: 0.1944 ± 0.0016 0.1865 ± 0.0020 -4.03%
1.3 ≤ pt < 1.9 GeV/c: 0.2267 ± 0.0022 0.2173 ± 0.0022 -4.13%

Table 5.1: A comparison of embedding vs. pure simulation for calculating the
efficiency×acceptance of the D0 in Cu+Cu analysis.

y(p) =

σi=2
∑

σi=−2

x(p, i)
∆σ√
2π

e−σ2
i /2. (5.1)

Due to limitations of computing resources the embedding method was not used to

find the efficiency corrections of the Ds in Au+Au analysis. In order to find the

efficiencies, a pure simulation was used. First Monte-Carlo Ds mesons were simulated

using GEANT for the STAR detector. But these simulated Ds mesons were not placed

into real events. In effect, a noiseless simulator was run. Like for the D0, the efficiency

was taken to be the number of tracks found divided by the number of Monte-Carlo

tracks generated. A comparison of the two methods for the D0 in Cu+Cu efficiencies

is shown in Table 5.1. Relative to other systematic error sources (See Appendix A),

the pure simulation provides an approximate recreation of embedding.

5.3 SVT Slow Simulator

The purpose of the SVT Slow Simulator is to simulate the response of the SVT to

particles passing through it. This is necessary for embedding simulations to find the

correct efficiency corrections when SVT hits are used. At the most basic level, the

simulator uses the properties of electron movement through silicon to generate the

hits caused by particles passing through the wafer. The parameters of the simulator

must be tuned to real data in order to obtain a proper representation of the hit.

A hit is defined as the position where a particle track crosses the Silicon Drift De-

tector. A projection in the xy-plane of the hits generated in the SVT Slow Simulator

can be seen in Figure 5.4. One can clearly see all SVT ladders in this plot. Each hit
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Figure 5.3: Efficiency of K+ reconstruction due to the pion veto cut.

generates an electron cloud (both in the simulator and physically in real data). The

amount of ionization can be described, to first order, by the Bethe-Bloch parameter-

ization. The electron cloud can be described as having a 2D Gaussian density in an

elliptical shape in the plane of the SDD. The density is described by [80],

dq

dxdy
=

Q

2πσxσy
e

−(x−x0)2

2σ2
x

−
(y−y0)2

2σ2
y , (5.2)

where (x0, y0) is the centroid, Q, the total charge, and σx and σy the Gaussian sigmas

of the major and minor axes.

After an electron cloud is generated, it is forced by the 1500V potential differ-

ence across the hybrid towards the readout anodes. The cloud evolves both through

diffusion and Coulombic repulsion, expanding as it moves towards the readout loca-

tions. As described in Section 3.3.3, there are a total of 240 readout anodes on each

wafer, each connected immediately to a PASA. During each event, the PASAs are
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Figure 5.4: Hits in the SVT Slow Simulator, showing all the ladders simulated in
their correct positions.

read out 128 times. The analog signals read out from the anodes are stored in in

the Switch Capacitor Array (SCA). A signal’s location in the SCA defines its “time-

bucket”. The timebuckets allow the reconstruction of the hit in the drift direction,

completing the description of the electron cloud. Anode and timebucket information

together describe a “pixel” of the hit.

Each pixel stores the amount of charge deposited onto it. What is now needed is

a cluster finder to combine groups of pixels into SVT hits. First sequences are made

of series of pixels which are above threshold for each anode. Then a cluster finder

searches for sequences which are adjacent on different anodes in order to merge them

into clusters.
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5.3.1 Simulation Hit Tuning

In order to obtain accurate embedding, the SVT Slow Simulator must be able to

recreate real SVT hits, no matter where they fall on the SVT and at every time

during their evolution. This is to determine which hits can be found amidst the noise

and the presence of other hits with the SVT wafers. The following properties must

be tuned in order to ensure the accurate reconstruction of SVT hits:

A) The total charge read out from the anodes for the hit.

B) The initial size and shape of the hit.

C) The hit’s evolution as it drifts towards the anodes.

As an initial approximation, tuning the total charge read out requires only the

simulated gain of the PASAs to be modified. However, total charge also depends

somewhat on hit evolution because a diffuse hit will experience some of its charge

falling into anode bins where the charge read out is below threshold. The simulated
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charge should then fall gradually as a function of time (See Figure 5.6 ).

The initial size of the hit can be determined by checking the number of pixels and

timebuckets activated in each hit at very low drift time. The hit sizes will increase

as a function of drift time, the rate of which depends on the diffusion coefficient. Hit

sizes may be parameterized by the number of pixels (See Figure 5.7). Another check

is the peak ADC value. If the peak ADC value for a hit is too high relative to data,

then the hit is too concentrated. All of these observables must match for a good tune.

Assuming that the volume ionized by the particle traversing the SVT is infinitesi-

mal, then the initial major axis length is given by the RMS variance of the projection

of the incident track onto the SDD plane.

σx =
1√
12

h tan θ, (5.3)

where h is the thickness of the SDD wafer and θ is the angle between the track and
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Figure 5.7: The number of pixels firing for SVT hits vs. time-bucket a) with negligible
initial hit sizes and b) hit sizes of width 120 µm.
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Figure 5.8: Second moments of hits in anode (a) and timebin (b) directions.

the axis perpendicular to the plane of the SDD. The minor axis is set to a very small

number relative to this.

However, checking the number of pixels and the peak ADC values relative to data

showed that this function for the major axis could not possibly be correct (see Figure

5.7). Therefore, the assumption that incoming particles only created initial ionization

an infinitesimal distance from the track was thrown out. Instead it is assumed that

a volume with RMS width r is ionized. Assuming the initial charge is flat over the

projection of the track into the SDD plane and then falls off like a Gaussian, the

major axis is given by (via finding the variance),

σmaj ≈
1√
12

(h tan θ + r cos θ), (5.4)

where r is the initial radius of a hit when a track is perpendicular to the SDD plane.

Edge effects are not included in this equation.

The minor axis is given as

σmin = r. (5.5)

Physically, a non-infinitesimal initial hit size may be due to avalanches being caused

in the region around the particle’s trajectory.

Finally, if a discrepancy is observed between simulation and data as the drift time

increases, then the diffusion rate of the hit must be changed. However, the diffusion

75



a) Eta

-1.5 -1 -0.5 0 0.5 1 1.5

T
o

ta
l C

h
ar

g
e

0

20

40

60

80

100

120

140

Real Data
Simulation

b) Eta

-1.5 -1 -0.5 0 0.5 1 1.5

T
o

ta
l C

h
ar

g
e

0

20

40

60

80

100

Real Data

Simulation

Figure 5.9: The effect on total charges as a function of η before (a) and after (b)
inserting an angular correction.

coefficient is a strictly determined property of the silicon and should not be adjusted.

But there is another effect which could distort the shape of the electron cloud. This is

electron trapping and it occurs when excited electrons fall into the holes in the valence

band. If this happens, the voltage potential flattens and the drift time increases. In

terms of cloud size, trapping is equivalent to a larger diffusion coefficient in the drift

direction.

In order to ensure that the shape of the hit is accurately reconstructed, the max-

imum charge deposited on the ADC values as well as the second moments of the hits

are compared. The second moments of the hits are calculated by using the following

formulas:

M0 =
∑

xi, (5.6)

M1 =
∑

(xiai)/M0, (5.7)

M2 =
∑

(xi(ai − M1)
2)/M0, (5.8)

where Mj are the moments, xi are the charges on the ADCs and ai are the timebucket

or anode numbers. The agreement between simulation and data can be seen in Figure

5.8.

In terms tuning the SVT simulator, both the initial hit size and the trapping

constant affect the size of the hit. Increasing the initial size of the hits creates more
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Initial Hit Radius 120 µm
Pasa Gain 13.4 uV/e
Trapping Constant 50 ps

Table 5.2: The SVT tuning parameters found for STAR’s 2007 Au+Au 200 GeV data
run.

diffuse hits. Increasing the trapping constant does the same. However, the form of

the pixel vs. timebucket values as well as the time evolution of the observables argue

that large initial hit size is more important than increased trapping in determining

the nature of the hits. Please see Table 5.2 for a list of tuning parameters.

5.3.2 Pseudorapidty Dependence of Ionization

To properly establish the angular effects on SVT hits, the total charge, peak ADC

values, number of pixels, and the second moments were plotted as a function of

pseudorapidity. The baseline simulator had a stronger dependence on pseudorapidity

than was observed in the data (See Figure 5.9a). As will be described, the simulation

results match the simplest model of a particle ionizing the silicon.

If we define θ as the angle (always positive) between the axis perpendicular to

the wafer and the particle track, then, as a first approximation, the total charge

in the electron cloud should have a 1/ cos θ dependence because this is the angular

dependence of the distance traveled inside the silicon by the incident particle. If the

previous assumption is then modified to an assumption that the incident particle

ionizes all silicon within a certain distance r of its path, the 1/ cos θ dependence is

preserved. The volume of silicon within a distance r would be given by:

V =
πhr2

cosθ
. (5.9)

The total charge in this case can be seen in Figure 5.9a.

In order to fix the angular dependence, we can hypothesize the existence of edge

effects as a particle enters and leaves the silicon. An important feature of the ion-

ization of silicon by incident particles is that the Coulombic impulse to the ionized
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Figure 5.10: A model of initial hit size which reproduces data as viewed in a plane
perpendicular to the SDD wafer.

particles is always transverse to the incident track [81] (see Figure 5.11). This seems

to be the cause of the edge effect. Writing down two assumptions,

a) The particle causes initial ionization out to a distance r via avalanches in the

plane transverse to its track.

b) Ionization stops once the particle leaves the silicon.

the volume of the ionization region is given by,

V =
πhr2

cos θ
− 2π

3
r3tanθ. (5.10)

The model is diagramed in Figure 5.10. Rewriting the total charge as,

Q = Q0 ∗ (1 − 2r

3h
sinθ), (5.11)
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Figure 5.11: Ionization of silicon by an incident particle. Ionized electrons receive a
momentum kick in the transverse direction. Figure from [81]

the angular dependence can be fixed. Here Q0 is the total charge found by the

simulator for the original assumption, V = πhr2

cos θ
. By using the modified formula, the

angular dependencies of the total charge in simulation and in data match well as can

be seen in Figure 5.9b. Note that this is an empirical model to match data rather

than constructed from fundamental principles.

5.4 Evaluation of Signals and Residuals

After a background has been subtracted and a signal found, there remains residual

background in the invariant mass spectrum in both the D0(D̄0) and Ds cases. The

nature of this residual background can be investigated by recreating it in simulation.

Sources of residual background can either be classified as physics phenomena other
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Figure 5.12: φπ combinations with the residual background and true signal marked
appropriately from a simulation of Ds mesons decaying through channels including
(but not limited to) π and φ daughters. The invariant masses have been smeared
using the Gaussian width from a fit to the Ds peak in data. ”X” daughters are
thrown out.

than the mass signal of interest or artifacts of the analysis method. Examples of phys-

ical phenomena which can generate residual background shapes are other resonance

decays and collective effects of the medium, such as flow.

Other resonance decays add shapes to the residual background in one of two ways.

First, if there are decay channels which contain daughter particles of the same species

as the decay channel studied but also include extra particles, a residual shape will be

generated. This is because daughters are still correlated, they come from the same

decay, even if not all of the tracks are reconstructed. The D±

s → φπ± → K+K−π±

decay studied in this analysis has a branching ratio of 2.18 ± 0.33% [2]. The most
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Figure 5.13: Simulation of residual background in K−π+ combinations due to other
D0 decay channels. Only daughter tracks of D0 mesons were used to generate this
plot.

significant decay which produces K+K−π± daughters ,as well as other particles, is the

D±

s → φρ± → K+K−π±π0, which has a somewhat larger branching ratio of 4.0+1.1
−1.2%

[2]. One can see from Figure 5.12 that decays such as this one contribute significant

residual background to the φπ combinatorics.

Like the Ds → φπ, an invariant mass reconstruction of the D0 is also contaminated

by other decay channels with larger branching ratios. Besides the D0 → π+K− with

branching ratio 3.91±0.05%, the D0 also decays via the channel D0 → π+K−π0 with

a branching ratio of 14.0± 0.5%. This generates a significant residual background in

the invariant mass spectrum (see Figure 5.13). Besides the other decay channels of the

D0 itself, other resonance particles with two-daughter decays also contribute to the
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Figure 5.14: Simulation of residual background in K−π+ combinations due to the
misidentification of the π− in π+π− pairs.

residual background of the Kπ combinations invariant mass spectrum. The problem

is compounded by the fact that unique particle ID cuts cannot be used. Above the

kaon band crossing region (see Figure 4.3), many particle tracks are used as both kaon

and pion candidates. A significant number of pions are used as kaon candidates in the

mass reconstruction and a lesser number of kaons are used as pions. This is important

because decays like the ρ → π+π− will contaminate the Kπ mass spectrum. A Pythia

simulation was done to reconstruct the shape of this contamination to make sure that

there are no peaks or inflections near the D0 mass which could distort a measurement

of the D0 yield (See Figure 5.14). From these simulations, it can be concluded that

a large contributor to the residual background is other decays besides the target one

being reconstructed.
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Chapter 6

Results

6.1 The D0 Invariant Mass Spectra

D0 + D̄0 mesons were successfully reconstructed from their Kπ decay daughters in
√

sNN = 200 GeV Cu+Cu collisions. Invariant mass peaks were identified after

rotational background subtraction in the pt range of 0.1 to 1.9 GeV/c, as shown in

Figure 6.1, and after the spectrum was split into three pt bins of width 0.6 GeV/c

between 0.1 and 1.9 GeV/c, as shown in Figure 6.2. In all invariant mass figures

reported in this thesis, the “number of entries” represents the number of reconstructed

combinations. This number can be negative after a background subtraction in the

case that the background invariant mass spectrum has a different shape from the

original spectrum. The mass peaks were fit with Gaussian + linear functions with

the Gaussian functions being used to calculate yields. The statistical significance (σ)

of the combined D0 + D̄0 signal is 4.67σ where σ is defined as,

σ = S/
√

S + (1 + 1/Nrot)B, (6.1)

where S is the number of counts within the signal, B is the number of counts in the

background, and Nrot represents the number of rotations. S is determined by the

area under the Gaussian of the fit out to 3σ from the centroid. B + S is determined

by the integral of the total number of counts in the invariant mass spectrum out

to 3σ from the centroid. This signal is more significant than STAR’s D0 + D̄0 in
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√
sNN = 200 GeV Au+Au measurement (∼4 σ) but less significant than that in the

d+Au measurement ∼6 σ).

The Gaussian sigma (width) of the D0 + D̄0 peak was measured to be 20.0 ± 5.3

MeV/c2, which is larger than the result from the embedding simulation of 14.101 ±
0.074 MeV/c2, but this is expected. The physical resonance mass width of the D0

is negligible (1.605 × 10−9 MeV from the relation ∆E∆t = ~) so the entirety of the

mass width is due to detector effects. The D0 + D̄0 centroid is located at 1854.2±4.2

MeV/c2, which is 10.7 ± 4.2 MeV/c2 lower than the value published in the PDG

booklet (1864.84±0.17 MeV/c2) [2]. This discrepancy may be due to STAR detector

track reconstruction effects in which the invariant masses of reconstructed particles

tend to shift downwards at low momenta but upwards at high momenta. This effect

is seen in the reconstructions of various particles using data from the STAR TPC,

for example, the K0
s and the φ. It may be due to a systematic shift in the radii of

curvature of tracks reconstructed using the Kalman tracking algorithm.

The ratio of the D̄0 over D0 yield is 1.04 ± 0.50, consistent with unity (See Figure

6.3). This is expected because cc̄ quarks are generated in pairs and no effects are

hypothesized which can create large discrepancies between D0 and D̄0 production.

The Gaussian sigmas of the individual D0 peak (11.2 ± 6.4 MeV/c2) and the D̄0

peak (21.3± 6.5 MeV/c2) do differ considerably but are also within error bars. Since

simulation does not show any differences between the Gaussian shapes of the D0 and

D̄0, the difference in sigmas may be due to statistical fluctuations.

6.2 The D0 pt Spectrum

The extracted pt spectrum of the D0 + D̄0 was fit with an exponential function (see

Section 4.6), from which the effective temperature was derived to be Teff = 0.30 ±
0.10(stat.) GeV and the yield at midrapidty, dN/dy = 0.240 ± 0.059(stat.)+0.051 −
0.074(sys.) (See Figure 6.4). Fully 90% of the D0 yield lies within the reconstructed

pt range. The mean pt is calculated to be 1.06 GeV/c.

84



]2) [GeV/cπInvariant Mass (K

1.7 1.75 1.8 1.85 1.9 1.95 2

N
u

m
b

er
 o

f 
E

n
tr

ie
s

-40

-20

0

20

40

60

80

100

120

310×

 pairs, Cu+Cu 200 GeV CollisionsπK 
0 to 60% Centrality
Rotational Background Subtracted 

 < 1.9 GeV/c
t

) p0D + 0 (D≤|y| < 1, 0.1 GeV/c 

Figure 6.1: The D0 + D̄0 invariant mass peak after a rotational background subtrac-
tion. The fit curve is a linear + Gaussian function.
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Figure 6.2: The D0 + D̄0 invariant mass peak rebinned into pt bins after a rotational
background subtraction.

6.3 Calculation of the Open Charm Cross-Section

The midrapidity yield of (D0 + D̄0)/2 for |y| < 1.0 in
√

sNN = 200 GeV collisions

may be converted to an inclusive charm cross-section per nucleon-nucleon collision in
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Figure 6.3: a) The D0 invariant mass peak after a rotational background subtraction.
b) The D̄0 invariant mass peak after a rotational background subtraction.

order to allow a clear physical comparison to QCD predictions. First, the midrapidity

(D0 + D̄0)/2 measurement must be extrapolated to the full rapidity range. This is

done using Pythia to simulate the production of D0s in a p+p collision [77]. Then, the

number of cc̄ pairs is estimated by using the ratio of cc̄ to D0s found in e+e− collisions.

These steps give an estimate of the number of cc̄ pairs over the full rapidity range.

Since we wish to calculate the production of cc̄ pairs per nucleon-nucleon collisions,

the number of cc̄ pairs must next be multiplied by the proton-proton inelastic cross-

section. Finally, to calculate the cc̄ yield per nucleon-nucleon collision, the result must

be divided by the average number of binary (nucleon-nucleon) collisions in
√

sNN =

200 GeV Cu+Cu collision with a centrality range of 0-60%. This is calculated using

the Glauber Model (please see Section 4.2). Combining all these steps together gives,

σNN
cc = (

dN(D0+D̄0)/2

dy
) × (σinelastic

pp /NCuCu
bin ) × (f/R), (6.2)

where f = 4.7 ± 0.7 is the extrapolation to the full rapidity range [77], R = 0.556 ±
0.036 is the ratio of cc̄ pairs to D0 mesons in e+e− collisions [2]. NCuCu

bin = 80.4+5.9−
5.6 represents the average number of binary collisions in

√
sNN = 200 GeV Cu+Cu

collisions of 0 to 60 % centrality. Finally, σinelastic
pp = 42mb is the cross-section of

proton-proton inelastic collisions [78]. Putting all of these factors together, the total

inclusive nucleon-nucleon charm cross-section in
√

sNN = 200 GeV Cu+Cu collisions

is therefore calculated to be
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σNN
cc̄ = 1.06 ± 0.26(stat.) + 0.29(sys.)− 0.38(sys.)mb. (6.3)

There are some caveats with the above calculations. The cc̄ to D0 ratio in heavy-ion

collisions may not be equivalent to the ratio in e+e− collisions. In fact, this is what

the statistical hadronization model predicts (please see Section 2.3). An enhancement

of the Ds yield in heavy-ion collisions would cause the cc̄ to D0 to be higher than

0.556. This ratio must be assumed for the Cu+Cu analysis. The appropriateness of

this assumption is part of the justification for the Ds analysis presented in this thesis.

Another assumption is the rapidity distribution of open charm. The STAR-TPC has

a limited acceptance of |η| < 1.0. Therefore, it is difficult to determine the rapidity

distribution of open charm based on experimental data. Instead, the simulated result

must be assumed.

6.4 The Ds Invariant Mass Spectra

D+
s + D−

s mesons were reconstructed via the φπ decay channel in
√

sNN = 200 GeV

Au+Au collisions through the use of secondary vertexing based on STAR’s inner

silicon trackers. The D+
s + D−

s signal was measured to have a statistical significance

of 3.1σ. Though the significance is relatively low when compared to the D0 + D̄0

signal, the existence of the Ds signal is resistant to large changes in cuts (see Section

A.2). The reconstructed D+
s + D−

s signal after a mass offset background subtraction

is shown in Figure 6.5.

The centroid of the Gaussian fit to the Ds signal is found to be 1994.7±4.8MeV/c2,

which is 26.2±4.8MeV/c2 greater than the Ds mass published by the PDG (1968.49±
0.34 MeV/c2)[2]. Since the Ds mesons were reconstructed at a higher momentum

range than the D0, their invariant masses shift upwards when reconstructed in the

STAR detector. This is the same systematic effect that was seen for the reconstruction

of D0 mesons in Cu+Cu. The Ds Gaussian sigma was measured to be 14.2 ± 3.1

MeV/c, which is larger than the (noiseless) simulated value of 9.4 ± 0.6 MeV, but

this is expected.
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Figure 6.5: The D+
s + D−

s invariant mass peak after φ mass offset (a) and rotational
(b) background subtraction.
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Figure 6.7: Extrapolated dN/dy as a function of assumed effective temperature for
the Ds in

√
sNN = 200 GeV Au+Au collisions.

Because the significance of the Ds signal is low, dividing the invariant mass spec-

trum into individual pt bins is difficult because the significance of the Ds in each

pt bin would be approximately given by 3.1/
√

Nbins. Therefore, in order to extract

a midrapidity yield, dN/dy, the yield of the Ds signal in the pt range of 1.0 to 2.2

GeV/c is used under the assumption that the effective temperature of the Ds is

equivalent to that of the D0. Perhaps surprisingly, the extrapolated dN/dy of the

Ds is only weakly dependent on the effective temperature assumption (see Figure

6.7). Using the D0 effective temperature of Teff = 0.30 GeV, the dN/dy is found
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to be dN/dy = 0.56 ± 0.15(stat.) + 0.27(sys.) − 0.19(sys.) in
√

sNN = 200 GeV

Au+Au collisions. The Ds dN/dy was extracted using efficiency corrections from

a pure simulation, the appropriateness of which is discussed in Section 5.2. Using

the D0 temperature assumption, ∼ 44% of the Ds yield lies in the pt range directly

reconstructed.

Due to large statistical errors it is difficult to conclude anything from the calcu-

lated D−

s /D+
s ratio of 0.7±0.5 (See Figure 6.6). Further measurements with greater

statistics will be needed to find the true ratio.
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Chapter 7

Discussions and Conclusions

7.1 Spectral Fit

The shape of the D0 pt spectrum can reveal information about the properties of

D0 mesons at the time of thermal freeze-out. Specifically, a blast-wave fit to a pt

spectrum allows the temperature at thermal freeze-out, Tfo, and the average radial

velocity, < β >, to be extracted. Unfortunately, the blast-wave function as defined

here [82] has three free parameters. With only three bins in pt, it is difficult to extract

all three parameters from the spectrum. The best that can be done is a comparison

with the lighter particle species in the Cu+Cu system.

Using data from [83], the pion, kaon, and proton, spectra of 0 to 60% central

Cu+Cu collisions at
√

sNN = 200 GeV were fit with blast-wave functions. From

these data, it was found that < β >= 0.470 ± 0.001, Tfo = 0.121 ± 0.001 GeV, and

n = 0.498± 0.001 where n gives the power-law dependence of flow velocity on radius

via,

βr(r) = βs(
r

R
)n, (7.1)

where βs is the surface flow velocity at radius r = R.

If the D0 mesons are fully coupled with the lighter species in the late stages of the

collision fireball, they too should take on these parameters. The curve derived from

the freeze-out parameters of the lighter species is shown in Figure 7.1. The curve

92



) [GeV/c]
t

Transverse Momentum (p
0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8

)]2
/c2

d
y)

 [
1/

(G
eV

t
d

p
t

N
/p

2
(d

ev
ts

Nπ
1/

2

-210

-110 Thermal Fit
0.001 GeV± = 0.121

fo
0.001, T±> = 0.470β<

 = 0.121 GeV
fo

0.07, T±> = 0.35β<
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with a thermal fit (red), a blast wave curve derived from Tfo and < β > of pions,
kaons, and protons in 0 to 60 % central Cu+Cu collisions (brown), and a blast wave
fit from fixing Tfo to the light species and letting < β > be a free parameter (green).

is inconsistent with the data, showing that the D0s are not fully coupled with the

light particles. Assuming Tfo, as well as the power-law dependence of flow velocity on

radius, is the same for the D0s as it is for the lighter species, it is possible to fit the pt

spectrum and extract < β >. The value extracted is < β >= 0.35± 0.07, suggesting

that the D0s do not have as strong radial flow as the light species, given the same

freeze-out temperature. Keeping < β > and the radial velocity function fixed and

leaving Tfp as a free parameter does not lead to a successful fit of the D0 spectrum.
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Figure 7.2: The inclusive total charm cross-section as measured by STAR, PHENIX,
and calculated from pQCD

7.2 Cross-Section

The charm cross section in
√

sNN = 200 GeV Cu+Cu collisions was measured to

be σNN
cc̄ = 1.06 ± 0.26(stat.) + 0.29(sys.) − 0.38(sys.)mb. This result is outside

the systematic upper limit of the charm cross-section calculated in FONLL pQCD,

in which the amplitude was calculated in dpt slices and then integrated, σFONLL
cc̄ =

0.256+0.400
−0.146 mb [39]. Since the perturbative assumptions are not valid at low momenta,

the discrepancy between the experimental result and the FONLL prediction may be

due to the break-down of the peturbative assumption. However, the measured charm

cross-section is within the upper limit of the NL0 calculation in which the cross-

section was calculated in one step and not dpt slices, σ
NLOnlf=3

cc̄ = 0.301+1.000
−0.210 mb [39].
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This result implies that the NLO calculation may be a better representation of the

system.

The measured charm cross-section of 1.06±0.26(stat.)+0.29(sys.)−0.38(sys.)mb

in
√

sNN = 200 GeV Cu+Cu collisions is consistent, but lower than, with the 1.29±
0.12(stat.)± 0.39(sys.) mb found in Au+Au collisions [50] and the 1.4± 0.2(stat.)±
0.4(sys.) mb found in d+Au by the STAR experiment [49] (See Figure 7.2). This

implies that open charm scales with the number of binary collisions. Because charm

production does not depend on the collision system, the production of charm must

not be dependent on the medium, QGP or otherwise. This implies that charm is

produced during initial gluon fusion (See Chapter 2). This does not mean that charm

is not influenced by the medium; RAA measurements from other systems [50, 51] show

that charm quarks lose energy as they travel through the medium.

Previous STAR measurements of the open charm cross-section have been roughly

a factor of two larger than PHENIX’s. The systematic error of the open charm cross-

section measured in Cu+Cu barely overlaps the upper limit of the systematic error

of PHENIX’s Au+Au open charm measurement. Since previous STAR open-charm

measurements have been inconsistent with PHENIX, it is still premature to say that

agreement exists between the two experiments.

7.3 Discussion of the Ds in Au+Au

The mid-rapidity Ds yield of dN/dy = 0.56 ± 0.15(stat.) + 0.27(sys.) − 0.19(sys.),

extracted from
√

sNN = 200 GeV Au+Au collisions may be compared to the predic-

tions of the Statistical Hadronization Model (SHM). To do this, a comparison must be

made between the inclusive charm-strange, Ds, yield and the inclusive yield of charm-

light quark mesons, Dinc. It is assumed in the following discussion that higher-energy

resonances do not contribute significantly to the total open charm yield. Therefore,

Dinc = D0+D̄0+D++D− while Ds = D+
s +D−

s . Unfortunately, no RHIC experiment

has published spectra for D± to date. Therefore, the ratio of the charged D to D0

must be assumed in order to make model comparisons. Since the D/D0 ratio is not

predicted to change in the presence of a deconfined plasma, it is assumed that the
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ratios extracted from Pythia or e+e− collisions at
√

sNN = 91 GeV are valid.

The STAR experiment has measured the mid-rapidity D0 yield as dN/dy = 1.02±
0.14 in Au+Au collisions at

√
sNN = 200 GeV [50]. According the Pythia [48], the

Dinc/D
0 ratio is 1.4 and, according to e+e− data, 1.39 ± 0.08 [2]. The ratio Dinc/Ds

is therefore, 2.6±0.7(stat.)+0.5(sys.)−0.7(sys.) using the Pythia prediction for the

ratio of D/D0 and 2.5 ± 0.7(stat.) + 0.5(sys.) − 0.7(sys.) using the data from e+e−

collisions at
√

sNN = 91 GeV. These values are consistent with the ratio predicted by

the SHM of 2.8 at the conditions at RHIC of s/S ≈ 0.03 and SQ = SH [45].

The Dinc/Ds ratio as measured in STAR’s Au+Au collisions is lower than both the

Pythia prediction of ∼ 7.3 or the ratio from e+e− collider data of 4.80 ± 0.79. These

results strongly suggest an enhancement of the Ds in the presence of an equilibrated,

deconfined quark-gluon plasma.

In section 6.3, a D0 +D̄0 to cc̄ ratio was used to evaluate the inclusive open charm

cross-section in Cu+Cu collisions. But given an enhancement of the Ds yield, that

ratio will change. Putting in the enhancement gives a D0/cc̄ a ratio of 0.46 ± 0.06.

This implies that the true charm cross-section in Au+Au collisions may be 17% higher

than reported by STAR or PHENIX.

7.4 Future Directions

Now that a picture of a consistent binary scaling from d+Au to Cu+Cu to Au+Au

at a collision energy of
√

sNN = 200 GeV has been established, it is important to

see whether this binary scaling is continued down to elementary p+p collisions. The

PHENIX experiment has measured the charm cross-section in p+p collisions to be

σNN
cc̄ = 0.567 ± 0.057(stat.) ± 0.193(sys.) mb [54], But since PHENIX measured the

charm cross-section in 200 GeV Au+Au collisions to be about a factor of 2 below

STAR’s result, it can be said that PHENIX’s results are internally consistent with

binary scaling, like STAR’s. What is needed now is a STAR measurement of the open

charm pt-spectrum in p+p collisions, ideally using both hadronic and semi-leptonic

decay channels. This will allow the binary scaling picture for relativistic heavy-

ion collisions to be completed. A p+p measurement will also allow the RAA to be
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evaluated for STAR data without the cold nuclear matter effects in d+Au collisions.

An analysis of the open charm cross-section in 200 GeV Cu+Cu collisions using semi-

leptonic data from PHENIX is also important. The PHENIX measurement may

corroborate STAR’s measurement of the open charm cross-section, or, if inconsistent

will further evaluation of any systematic differences between STAR and PHENIX.

Investigation is ongoing into the systematic discrepancies between the heavy flavor

analyses of STAR and PHENIX.

In order to fully evaluate Ds enhancement in heavy-ion collisions, a Ds yield

measurement is needed in p+p collisions. According to the SHM, the Dinc/Ds ratio

should be higher in p+p collisions relative to Au+Au collisions at the same energy.

Also, the significance of the Ds measurement reported in this work is still rather

small at only 3.4σ and measurements of larger significances should be pursued. The

upcoming STAR Heavy Flavor Tracker (HFT) and the ALICE Inner Silicon Tracker

(IST) detectors will allow future open charm measurements of greater significance

using similar techniques to the ones used in this work. The HFT will also allow

measurements of charm production as a function of centrality as well as charm v2.

In order to more fully evaluate the include open charm cross-section as well as

SHM predictions, a D measurement should be done in STAR’s
√

sNN = 200 GeV

Au+Au dataset. Such an analysis is currently in progress.
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Appendix A

Systematic Error Estimates of the

D0 + D̄0 in Cu+Cu and the Ds in

Au+Au

In order to evaluate the systematic errors of both the D0(D̄0) in Cu+Cu analysis as

well as Ds in the Au+Au analysis, a general principle is used that some systematic

errors can act in both positive and negative directions, causing cancellation, while

other sources can better be considered as being unidirectional in nature. Systematic

errors which act both directions are added in quadrature, like statistical uncertainty,

while systematic errors which only act in one direction are added linearly. An example

of an error which can only act in one direction is the possibility of double counting

D0s. This is because one cannot possibly double-count fewer D0s than exist. An

example of a error which could be both in directions is the systematic error from

binning choice, changes in binning cause measured yields to fluctuate in both positive

and negative directions.
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Source + Value - Value Addition
N Hits in Fit Cut 1.7% 1.7% Quadratic
dE/dx Calibration Negligible (<< 1%) 0% Linear
N Sigma Cut Error 16.7% 16.7% Quadratic
Background Subtraction Method 4.8% 18.5% Linear
Background Normalization 1.5% 1.5% Quadratic
Use of Gaussian Fit 7.3% 0% Linear
Double Counting 0% 5.4% Linear
Mass Bin Size 5.0% 5.0% Quadratic
Spectra Fit Function 0% 1.4% Linear
Error in dN/dy (%) 21.4% 31.0%
Extrapolation from dN/dy to 17.5% 17.4% Quadratic
Error in Charm Cross-Section (%) 27.8% 35.6%
Charm Cross-Section Sys. Error 0.29 mb 0.38 mb

Table A.1: Systematic error sources of the D0 in Cu+Cu Analysis

A.1 Systematic Errors of the D0 in 200 GeV Cu+Cu

Analysis

The philosophy behind this systematic error analysis is to try multiple possible meth-

ods of doing the analysis. Then, the limits of the final possible results are tabulated

(see Table A.1). One of the first possibilities of using a different choice of method

is the setting of the minimum of fitted hits used for tracks. Every possibility over a

range of 10 hits to 25 was evaluated. The systematic error of the yield from the choice

of number of fitted hits was found to be 1.7 %, which is added quadratically. The

next source of systematic error is from the calibration of Nσ by using the identified

daughters of geometrically reconstructed V0 decays (See Section 4.4.2). It was found

that the systematic error contribution from these errors is negligible (∼ 0.1%). This

is because with wide Nσ cuts, errors on the upper and lower bounds of the PID bands

cancel out. On the other hand, changing the width of the Nσ cut itself does not lead

to any cancellation. In fact, sizable yield fluctuations were observed as this cut was

changed for the pions and kaons. Spectra were taken every 0.05 units of Nσ between
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Figure A.1: The D0 + D̄0 invariant mass peak from a rotational background subtrac-
tion and a secondary polynomial function subtraction rebinned into pt bins and fit
with Gaussian functions.

1.8 and 2.2 Nσ for the pions and every 0.05 units of Nσ between 0.8 and 1.2 Nσ for

the kaons. The standard deviation of the resulting yields was 16.7%. Since the error

acts in both positive and negative directions, it was added quadratically.

The most significant error on the dN/dy extraction comes from the method of

background subtraction of the invariant mass spectrum. All reasonable methods were

tried, and the extreme maximum and minimum charm cross-sections found were taken

to be the upper and lower limits of the systematic error from background subtraction.

The first background subtraction method tried was a secondary polynomial subtrac-

tion to eliminate residual background (See Figures A.1 and A.2). The polynomial

was of fifth order with the mass range from 1.82 to 1.89 GeV/c2 excluded from the
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Figure A.2: The D0 + D̄0 invariant mass peak from a rotational background subtrac-
tion and a secondary polynomial function subtraction rebinned into pt bins and fit
with Gaussian functions.

fit. The polynomial was then subtracted from the invariant mass spectrum and the

resultant peak was fit with a Gaussian function. The second method was the use of

an event mixing rather than rotational background subtraction (These are described

in Section 4.5.5). However, the residual background after event mixing had too much

curvature for a fit using a Gaussian function atop a linear function to be done in a

single step (See Figures A.3 and A.4). A Gaussian plus polynomial fit had too many

parameters to be useful. Therefore, in the event mixing case, the cross-section was

found by separating the polynomial and Gaussian fits into two steps (See Figures

A.5 and A.6). Finally, instead of taking the sigma of the Gaussian function to be

a free parameter, it was fixed to the value found in embedding simulation. Cross-

sections were calculated using this procedure for both a direct rotational background

subtraction and a rotational plus a polynomial function subtraction. Since there are

no random effects amongst different background subtraction methods, the maximum

percent differences in positive (+4.8%) and negative (-18.5%) directions were added

linearly to the total systematic error.

A mass range must be chosen to calculate a normalization factor for the invariant

mass background before subtraction. Using the inverse of the number of rotations

or the number of events mixed is the simplest method for calculating this factor;

however, because of significant residual backgrounds (See Section 5.4), the simplest

procedure leaves a large residual shape in the background. Instead, for the D0+D̄0 in
√

sNN Cu+Cu analysis, a region is chosen near the mass peak. The original invariant

mass spectrum, as well as the rotational background spectrum, are integrated across

101



Method Cross-Section [mb] % Difference
Rotational 1.06 ± 0.21 0.0
Rotational + Polynomial 1.04 ± 0.22 -1.7
Mixing + Polynomial 0.86 ± 0.23 -18.5
Rotation + Fixed Width 1.10 ± 0.22 +3.8
Rotation + Fixed Width + Polynomial 1.10 ± 0.29 +4.4

Table A.2: A Comparison of background subtraction methods for the D0 + D̄0 in√
SNN Cu+Cu.
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Figure A.3: The D0 + D̄0 invariant mass peaks after a mixed-event background
subtraction.

this region to find the normalization factor. To find the systematic error, integration

was done over a range of 100 MeV from 1.60 to 1.7 GeV, 1.62 to 1.72 GeV, etc. up
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Figure A.4: The D0 + D̄0 invariant mass peaks after a mixed-event background
subtraction rebinned into pt bins.
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Figure A.5: The D0 + D̄0 invariant mass peaks after a mixed-event background sub-
traction and a secondary polynomial subtraction of residuals and fit with a Gaussian
function.

to 1.7 to 1.8 GeV (the baseline case). The same procedure was done in the invariant

mass region above the D0 + D̄0 peak by taking 1.9 to 2.0 GeV, 1.92 to 2.02 GeV, etc.

up to 2.0 to 2.1 GeV. The systematic error from the choice of normalization range
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Figure A.6: The D0 + D̄0 invariant mass peaks after a mixed-event background
subtraction and a secondary polynomial subtraction of residuals, rebinned into pt

bins and fit with Gaussian functions.
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Figure A.7: The D0 + D̄0 mass peak fit with a Gaussian function whose width is
derived from simulation.

represents a random component of 1.5%.

The next few sources of systematics error come from the process of fitting the D0+

D̄0 mass peak with a Gaussian function. In simulated D0 decays, the reconstructed
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Figure A.8: The D0 + D̄0 invariant mass peak rebinned into pt bins and fit with a
Gaussian function whose width is derived from simulation.
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Figure A.9: The D0 + D̄0 invariant mass peak after a secondary polynomial subtrac-
tion fit with a Gaussian function whose width is derived from simulation.

D0 peak is not quite Gaussian. The Gaussian fit misses 7.3% of the yield (See Figure

A.12a)). In addition, if both daughters of the D0 → K−π+(D̄0 → K+π−) decay are

misidentified due to overlapping PID bands (as is the case in the Cu+Cu analysis)

a false peak which is much broader than the original, will be created under the true
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Figure A.10: The D0 +D̄0 invariant mass peak after a secondary polynomial subtrac-
tion rebinned into pt bins and fit with a Gaussian function whose width is derived
from simulation.

D0(D̄0) peak. By assuming particle misidentification based on the degree of overlap

of the Bichsel PID bands, the false peak can be generated in simulation. By fitting

the true peak atop the false peak with a Gaussian function (See Figure A.11), it was

found that the D0+D̄0 yield may be over-estimated and that the true yield may 5.4%

lower. This error was added linearly. In addition, the yield derived from the Gaussian

fit fluctuates based on the size of the invariant mass bins (See Figure A.13a)). This

error has a magnitude of 5.0% of the total and was added in quadrature because it

acts in both directions. The final source of systematic error in the determination of

dN/dy is derived from an exponential fit to the pt spectrum. The difference between

an integral of the fit function and the area of the bins is taken to be the systematic

error. The integral had 1.4% more yield than the area of the bins; therefore, this

error is also added to the total.

Putting all of this together, the yield at midrapidity with systematic errors is

dN/dy = 0.240±0.059(stat.)+0.051(sys.)−0.074(sys.). Following the procedure de-

scribed in Section 4.7, this is then extrapolated to a total inclusive open charm cross-

section. The error from each of the steps is added quadratically into the total system-

atic error to achieve the final result of 1.06± 0.26(stat.) + 0.29(sys.)− 0.38(sys.)mb.
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Figure A.11: The D0 invariant mass peak as reconstructed from embedded Monte-
Carlo tracks (red) and the residual background created from the mis-identification of
both daughters (tan).

A.2 Systematic Errors of the Ds in 200 GeV Au+Au

Analysis

The systematic error evaluation done for the Ds in the 200 GeV Au+Au analysis

followed a procedure very similar to the D0 in 200 GeV Cu+Cu analysis. Therefore,

only the differences in the systematic error evaluation will be described here. Please

see Table A.3 for the full list of systematic error contributions.

The first major difference between the two analyses is the use of a pure simulation

rather than embedding to calculate the efficiency corrections. In order to estimate the

systematic error from this source, a pure simulation technique was used to calculate
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Figure A.12: a) The D0 invariant mass peak reconstructed from embedded Monte-
Carlo tracks and fit with a Gaussian function. b) The D+

s invariant mass peak
reconstructed from Monte-Carlo tracks and fit with a Gaussian function.
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Figure A.13: a) The D0 + D̄0 invariant mass peak with different mass bin sizes. b)
The D+

s + D−

s invariant mass peak with different mass bin sizes.
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Source + Value - Value Addition
Use of Pure Simulation 1.4% 4.1% Linear
Background Subtraction Method 6.5% 0% Linear
Use of Gaussian Fit 5.7% 0% Linear
dE/dx Calibration Negligible (<< 1%) Negligible (<< 1%) Linear
Effective Temperature Assumption 22.4% 8.4% Linear
N Sigma Cut Error 19.9% 19.9% Quardratic
Geometric Cut Error 14.5% 14.5% Quadratic
Mass Bin Size 16.3% 16.3% Quadratic
N Hits in Fit Cut 5.3% 5.3% Quadratic
Normalization Range 8.8% 8.8% Quadratic
Error in dN/dy (%) 47.7% 33.7%
Error in dN/dy 0.27 0.19

Table A.3: Systematic error sources of the Ds in Au+Au Analysis

pt range Embedding Result Pure Simulation Result Difference
0.1 ≤ pt < 0.7 GeV/c: 0.1701 ± 0.0021 0.1725 ± 0.0018 1.40%
0.7 ≤ pt < 1.3 GeV/c: 0.1944 ± 0.0016 0.1865 ± 0.0020 -4.03%
1.3 ≤ pt < 1.9 GeV/c: 0.2267 ± 0.0022 0.2173 ± 0.0022 -4.13%

Table A.4: A comparison of embedding vs. pure simulation for calculating the
efficiency×acceptance of the D0 in Cu+Cu analysis.

the efficiency corrections for the D0 in Cu+Cu collisions. The results are tabulated in

Table A.4. Relative to other sources of systematic error, the use of a pure simulation

for efficiency corrections is a minor contribution.

As is described in chapter 6, there were not enough statistics in the D0 peak to

divide it into separate pt bins. Therefore, the D0 effective temperature is assumed for

the Ds in order to extrapolate the Ds yields to the full pt range as well as to weight

the efficiencies as a function of pt across the Ds reconstruction window. In order to

estimate the systematic error contribution from the D0 temperature assumption, the

range of dN/dy is calculated for temperatures ranging from −1σ to +1σ of the D0

effective temperature as measured in 200 GeV Cu+Cu collisions. Because 20% of the
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Figure A.14: The D+
s +D−

s invariant mass peak after (a) mass offset and (b) rotational
background subtractions.
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Ds yield falls into the reconstructed range, the temperature assumption is a serious

source of systematic error, contributing +21.8% in the positive direction and −9.6%

in the negative.

Another systematic error source unique to the Ds analysis are the geometric cuts

used on the reconstructed decays. These contribute 14.5% to the systematic error,

added in quadrature. A source of systematic error for the D0s which does not appear

in the Ds analysis is a double counting error because the Ds is charged.

Putting all of the error sources on Table A.2 together, the midrapidity yield of

the Ds meson in 200 GeV Au+Au collisions is calculated to be dN/dy = 0.56 ±
0.15(stat.) + 0.27(sys.) − 0.19(sys.) with the systematic errors included.
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