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Motivation

Constraining Sea Quark Distributions  
Through W and Z Cross Section and Cross Section Ratios  

Measured at STAR 

W/Z Boson Production 

Backgrounds and Efficiencies

Results: Cross Section Ratios

Summary and Projections

o W/Z bosons are directly sensitive to quark/anti-quark distributions. They can be measured through the W 

and Z lepton decay channels in proton + proton collisions 

o W(Z) production probes high  (  )Q2 = M2
W± (M2

Z)

o The W cross section ratio at leading order takes the form:

DOE NP contract: DE-SC0013405

o The STAR W cross section ratio measurements covers an interesting kinematic range 
( ) 

o Fits to the STAR W and Z cross section data will help to constrain the sea quark 
PDFs and could help better understand the sea quark distributions  

o Published W and Z cross sections using combined 2011, 2012, and 2013 data sets have 
been measured as a function of electron pseudo-rapidity. This accounts for about 345 
pb-1 

o The 2017 (2022) data have delivered 350 (400) pb-1 and will further improve the W 
and Z cross section measurements 

0.06 ≲ 𝑥 ≲ 0.4

arXiv:1412.3989

o The  distribution has been measured by several 

experiments.  
o More data are needed at higher x to help constrain the 

sea quark distributions.  
o New measurements from different experiments can 

provide more data at different  values and scattering 

processes. 

d̄ /ū

Q2

o Parton distribution functions (PDFs) probe the internal structure of the proton. The x-dependence of these 

PDFs allows one to map the intrinsic and dynamic properties of the proton.  
o Various global analyses (CT14, MMHT14, BS15, etc.) extract PDFs from data using various data sets and 

functional fit forms.  

x (proton)  

The STAR Detector and Data

➢ The TPC and solenoid magnet were used for particle tracking 

➢ Particle energy was measured using the BEMC / EEMC / QCD background 

estimates and corrections made use of the BEMC / EEMC

o  The W and Z cross sections were measured in the mid-rapidity region making use of three major sub detectors:

Sub Detectors

Barrel Electro-Magnetic Calorimeter 
(BEMC)

Endcap Electro-Magnetic 
Calorimeter 

(EEMC)

Time Projection Chamber 
(TPC)

Data Sets
o W and Z cross sections were measured during STAR p+p 2011, 2012, and 2013 running 

o Protons were collided at center of mass energies of 500 and 510 GeV    

o Data totaling about 345 pb-1 from years 2011, 2012, and 2013 have now been published 

o Proton-proton data at 510 GeV was also taken in 2017. This data set is in the later analysis stages, and will 

contribute an additional 350 pb-1 / Publication is in preparation 

o Additional data set in 2022 at 510 GeV will contribute an additional 400 pb-1

Results: Cross Sections

Results: Total Cross Sections

o The W and Z fiducial cross sections can be measured experimentally as:

o Data-driven QCD background satisfies  isolation cuts 

o Missing EEMC background results from backward jet at non-existing 

calorimeter coverage for  and is estimated from 

instrumented EEMC located at  

o Electroweak background from Z decay is estimated from PYTHIA/MC 

simulations 

o The reconstruction of two oppositely charged, isolated, high ET tracks from 

Z decay candidates results in much cleaner distribution where background 

correction is negligible 

o W and Z efficiencies are computed using PYTHIA and MC

𝒆±

−𝟐 < 𝜼 < − 𝟏 . 𝟏

𝟏 . 𝟏 < 𝜼 < 𝟐

Efficiencies

o STAR kinematic acceptance needs to be accounted for 

to compute total W and Z cross section 

o Kinematic acceptance factor, , was computed using 

FEWZ cross section code 

o Total cross sections are then given as: 

A

o W+/W- and W/Z cross section ratios can be included into global PDF analyses to reduce current PDF uncertainties 
o The different cross section ratios have different quark and anti-quark sensitivities

o Differential W and Z cross sections can also help to constrain PDFs, as they are also sensitive to quark and anti-quark 

distributions

taken as the uncertainty. The second contribution, δAαs ,
assessed the effect of changing the αs used in the PDF sets.
This was estimated by computing the kinematic correction
factor using the NNPDF3.1 [59] PDF set with three different
αs values (0.116, 0.118, and 0.120). The average difference
from αs ¼ 0.118 was used as an uncertainty. Table VII
summarizes the two uncertainty contributions and the final
uncertainty associated with AW";Z, which was propagated
to the total cross section as a systematic uncertainty.
The total W" and Z cross sections were computed from

the measured fiducial cross sections following Eqs. (3) and
(4), and are shown in Fig. 9. The top panel displays theWþ

and W− total cross sections, while the bottom panel shows
the Z total cross section. Included for comparison are
curves produced with FEWZ using the CT14MC2nlo

[56] PDF set, as well as PHENIX [29,30] and previous
STAR [31] results at

ffiffiffi
s

p
¼ 500 and 510 GeV, and LHC

data [22,23,28,61] at larger
ffiffiffi
s

p
¼ 7 and 13 TeV. There is

good agreement between this W" cross section measure-
ment and those from previous STAR [31] and PHENIX
[29,30] analyses, which makes it difficult to distiguish them
in the figure. As a result we have included in the figure a
panel highlighting this region. Table VIII lists the values of
the combined 2011, 2012, and 2013 total cross sections
and their associated uncertainties. Figure 10 compares the
new STAR total cross section results to CT14MC2nlo
by plotting the ratio of STAR cross sections to the
CT14MC2nlo cross sections for each boson. The error
bars in the figure represent the total STAR measurement
uncertainties and the CT14MC2nlo PDF uncertainties
added in quadrature. The CT14MC2nlo PDF uncertainties
used for Wþ, W−, and Z cross sections were 5.9%, 7.4%,
and 7.0%, respectively.

TABLE VII. Kinematic correction factors needed to compute
the total cross sections and their uncertainties.

Contrib. δAWþ (%) δAW− (%) δAZ (%)

δAPDF 0.9 1.5 1.6
δAαs 0.8 0.3 0.6

Total Uncertainty 1.2 1.5 1.7

AWþ AW− AZ
0.45" 0.01 0.42" 0.01 0.35" 0.01

FIG. 9. The measured total W" and Z cross sections for the
combined STAR datasets (2011–2013). For clarity the PHENIX
measurements are plotted at -5 GeV from

ffiffiffi
s

p
¼ 510 GeV

(W → μ) and 500 GeV (W → e), respectively. The inset plot
in the upper panel highlights the STAR and PHENIX results
(

ffiffiffi
s

p
∼ 500 GeV). For the Z cross section, the STAR data uses a

mass window of 70 GeV < meþe− < 110 GeV, CT14MC2nlo
and CMS use 60 GeV < meþe− < 120 GeV, and ATLAS uses
66 GeV < meþe− < 116 GeV. The dashed lines in the figure
show the respective W" and Z cross section curves computed
using FEWZ and the CT14MC2nlo [56] PDF.
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FIG. 10. Ratio of the STAR calculated total cross sections to the
total cross sections found using the CT14MC2nlo PDF set [48]
versus the decay boson’s charge. These comparisons place a
mass window of 70 GeV < meþe− < 110 GeV on the Z cross
section. The error bars shown here are the total uncertainties
including contributions from the efficiency, luminosity, and PDF
uncertainties.

TABLE VIII. STAR total cross sections calculated from the
combined 2011, 2012, and 2013 datasets. The columns labeled
“Stat.” and “Eff.” represent the statistical uncertainty and the
systematic uncertainty estimated from the efficiencies, respec-
tively. The column “Sys.” includes all remaining systematic
uncertainties, with the exception of the luminosity. The 9%
uncertainty associated with the luminosity measurement is not
included in the table.

Cross Section
(pb)

Stat.
(pb)

Sys.
(pb)

Eff.
(pb)

σtotWþ · BðWþ → eþνÞ 143.0 1.5 2.5 7.5
σtotW− · BðW− → e−ν̄Þ 41.2 1.0 1.4 2.3
σtotZ · BðZ → eþe−Þ 8.7 0.5 0.1 0.9
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𝒑𝒑 → 𝑾 +

𝒑𝒑 → 𝑾 −

𝒑𝒑 → 𝒁/𝜸∗

reduction in the uncertainty is seen in all of the distribu-
tions. Furthermore, all distributions show some modifica-
tion to the nominal PDF’s central values, which are
generally within the one-sigma level. The change in the
d̄=ū ratio is negative over the x range of 0.05–0.2, which
indicates the reweighted PDF prefers to have a smaller
central value of d̄=ū compared to the nominal PDF set.
While at x > 0.2, the change is slightly positive indicating
that the reweighted PDF prefers a larger d̄=ū than the
nominal PDF.

C. ðW + +W − Þ=Z cross section ratio

The σfidW =σfidZ cross section ratio was formed using
Eq. (2) and adding the Wþ and W− fiducial cross sections
in the central pseudorapidity region (jηej < 1). The sys-
tematic uncertainties for the W cross sections were
evaluated as discussed in Sec. VIII A, with the exception
of the track reconstruction uncertainty, and were propa-
gated to the ðWþ þW−Þ=Z cross section ratio measure-
ment. The systematic uncertainty associated with the track
reconstruction efficiency was estimated at 5% due to
partial cancellation.
The measured σfidW =σfidZ cross section ratio for the

combined 2011, 2012 and 2013 datasets was found to
be 25.2$ 1.6ðstatÞ $ 1.3ðsystÞ, and is shown in Fig. 15. The
ðWþ þW−Þ=Z cross section ratio is compared to NLO
evaluations using the FEWZ framework and several input
PDF sets. This measurement is consistent with the FEWZ
predictions for all PDF sets investigated and will allow us to
further constrain the sea quark PDFs. The uncertainty
associated with the W=Z cross section ratio calculated
from CT14MC2nlo replicas was estimated to be 2.5% (blue
hatched band), based on the distribution’s RMS. Also

included is the ðWþ þW−Þ=Z cross section ratio computed
from the W and Z fiducial cross sections from the 2009
STAR pþ p dataset [31]. The error bars represent the
statistical uncertainties, while the boxes represent the total
systematic uncertainties.

IX. SUMMARY

STAR has measured the W and Z total and differential
cross sections, along with the Wþ=W− and ðWþ þW−Þ=Z
cross section ratios in pþ p collisions at center of mass
energies of 500 GeV and 510 GeV at RHIC, using the
total luminosity of 350 pb−1. These measurements not
only provide additional high Q2 data to be used in future
global analyses to help constrain PDFs, but also serve as
complementary measurements to other experiments. In
particular, our total and differential W and Z cross
sections along with the ðWþ þW−Þ=Z cross section ratio,
will complement LHC’s W and Z production program
by providing data at lower

ffiffiffi
s

p
and sensitivity at larger x.

Our Wþ=W− cross section ratio measurement, which is
particularly sensitive to the d̄=ū sea quark distribution
[65] (Eq. (1), provides an alternative method to study
the d̄=ū distribution which is complementary to the
measurements performed by the NuSea and SeaQuest
experiments.
Using our pseudorapidity dependent Wþ=W− cross

section ratio results in a PDF reweighting study, we find
sensitivity to the sea quark distributions. Our study shows
modest improvement in the uncertainties of several dis-
tributions, in particular the d̄=ū and ū − d̄ distributions, as
well as a change in the central values.
Overall we find good agreement between our measure-

ments and the current PDF distributions. Inclusion of
these data into future global fits will help to constrain
the PDFs.
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FIG. 15. The measured ðWþ þW−Þ=Z (red circle marker)
for the combined datasets (2011–2013). Compared to this
measurement is the ðWþ þW−Þ=Z computed from the STAR
2009 dataset [31](black square marker), and evaluations using
the FEWZ framework [47] and several input NLO PDF sets
(MMHT14 [58], CT14MC2nlo [56], NNPDF3.1 [59], CJ15 [57],
and JAM19 [60]).
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typically yields smaller values for W− compared to our
measurements. This will result in larger Wþ=W− cross
section ratios compared to our measured values. Table IV
lists the W" differential cross sections and their associated
uncertainties that are shown in Fig. 7. Figure 8 shows the
combined 2011, 2012, and 2013 measured Z differential
cross section, dσfidZ =dyZ, as a function of the rapidity. The Z
differential cross section was binned in five equally spaced Z
rapidity bins. The statistical uncertainties are represented
by the error bars, while the total systematic uncertainties are
displayed as boxes around the data points. These boxes
represent only a vertical uncertainty. The experimental
results are compared to theory calculations done using
FEWZ [47] for several different PDF sets (CT14MC2nlo
[56], CJ15 [57], MMHT14 [58], NNPDF3.1 [59], and JAM19
[60]). The cross section values, shown in Fig. 8, are provided
in Table V.

B. W and Z total cross sections

The total fiducial cross sections can be obtained by
integrating the differential cross sections. Table VI lists
the values for the measured fiducial cross sections: σfidWþ ,
σfidW− , and σfidZ . From these, the total cross sections σtotW" ·
BðW → eνÞ and σtotZ=γ% · BðZ=γ% → eþe−Þ can be calculated
according to the relations

σtotW" · BðW → eνÞ ¼
σfidW"

AW"
ð3Þ

σtotZ · BðZ → eþe−Þ ¼ σfidZ
AZ

; ð4Þ

where A is a kinematic correction factor for the respective
boson. The kinematic correction factor, which is needed to
account for the incomplete STAR kinematic acceptance,
was determined for the Wþ, W−, and Z bosons by using
FEWZ in combination with LHAPDF and an assortment
of PDF sets. FEWZ was used with the CT14MC2nlo [56]
PDF, to compute fiducial W" and Z cross sections,
ðσfidW";ZÞFEWZ, in a kinematic region that mimics the
STAR detector. Cross sections were also computed using
the full leptonic kinematic acceptance, ðσtotW";ZÞFEWZ. The
kinematic correction factor was then defined as

B · Ab ¼ ðσfidb ÞFEWZ=ðσtotb ÞFEWZ; ð5Þ

where b represents the respective boson, W" or Z, and B
is the corresponding the branching ratio, W → eν or
Z → eþe−. The kinematic correction factors calculated
using the CT14MC2nlo PDF set are listed in Table VII,
along with their evaluated uncertainties.
We considered two contributions to the kinematic

correction factor uncertainty. The first contribution,
δAPDF, was on the CT14MC2nlo PDF set itself. To
estimate this AW" and AZ were computed for each replica.
A Gaussian fit was made to each boson’s kinematic
correction factor distribution and the Gaussian width was
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FIG. 8. The measured dσfidZ =dyZ for the combined datasets
(2011–2013) is plotted against the Z rapidity, and compared to
theory calculations done using FEWZ [47] for several different
NLO PDF sets (CT14MC2nlo [56], CJ15 [57], MMHT14 [58],
NNPDF3.1 [59], and JAM19 [60]).

TABLE V. Combined (2011, 2012, and 2013) results for the
differential cross section, dσfidZ =dyZ, binned in rapidity bins,
requiring that jηej < 1, jyZj < 1, pe

T > 15 GeV, and 70 GeV <
MZ < 110 GeV. The columns labeled “Stat.” and “Eff.” re-
present the statistical uncertainty and the systematic uncertainty
estimated from the efficiencies, respectively. The later is domi-
nated by the 10% uncertainty in the tracking efficiency, which is
common to all the measurements. The 9% uncertainty associated
with the luminosity measurement is not included in the table.

hyZi dσfidZ =dyZ (pb) Stat. (pb) Eff. (pb)

−0.74 0.5 0.1 0.05
−0.41 1.4 0.2 0.14
0.02 2.7 0.3 0.27
0.37 2.3 0.2 0.23
0.71 0.6 0.1 0.06

TABLE VI. Total fiducial cross section results for combined
2011, 2012, and 2013 datasets and their corresponding uncer-
tainties. The columns labeled “Stat.” and “Eff.” represent the
statistical uncertainty and the systematic uncertainty estimated
from the efficiencies, respectively. The column “Sys.” includes all
remaining systematic uncertainties, with the exception of the
luminosity. The 9% uncertainty associated with the luminosity
measurement is not included in the table.

Value(pb) Stat.(pb) Sys.(pb) Eff.(pb)

σfidWþ 64.3 0.7 0.9 3.4
σfidW− 17.3 0.4 0.5 0.9
σfidZ 3.0 0.2 0.0 0.3
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the total transverse energy opposite the candidate electron
or positron in the BEMC (jΔϕ − πj < 0.7) was required not
to exceed 11 GeV. This further helped to remove QCD dijet
background events where a sizable fraction of the energy of
one of the jets was not observed due to detector effects. Due
to the effectiveness of the RESMD cut, the cut on the
transverse energy opposite of the candidate electron or
positron was not needed in the EEMC. The charge-sign
associated with the lepton candidates is determined based
on the curvature of their tracks measured in the TPC and
STAR’s magnetic field. The yield for a particular charge-
sign in the BEMC is determined by fitting the Qe · Ee

T=pT
distribution between !3.0, where Qe is the charge-sign of
the e! candidate determined from the curvature of its
reconstructed track. Figure 1 shows the Ee

T distributions for
the e! decay candidates from the studiedW! bosons decay
channels, measured in the BEMC. The Jacobian peak in
these distributions can clearly be seen between 30 GeVand
40 GeV. The electron and positron yields in the EEMC are
also determined by fitting the Qe · Ee

T=pT distribution.
Figure 2 shows the signed-pT balance distribution for
eþ (left panel) and e− (right panel) W! decay candidates
in the EEMC. FinalW candidates in the BEMC and EEMC
are required to fall within the range 25 GeV < Ee

T <
50 GeV. The details of the fits used to extract the e!

yields and background estimates for these distributions will
be discussed in Sec. V.

C. Z candidate event selection

Z → eþe− candidate events can be selected by finding
isolated eþe− pairs. The isolated e! candidates were found
using the isolation criteria discussed in Sec. IVA, with a
slight modification to some of the isolation requirement
values. For the e! candidates the ratio Ee

T to the energy in
the surrounding 4 × 4 cluster was required to be 95%
and Ee

T=E
ΔR>0.7
T was required to be greater than 88%. In

addition to the isolation cuts, Z decay e! candidates were
also required to have a pT > 15 GeV, jηej < 1.0, and a
charge-weighted Ee

T=pT satisfying jQe · Ee
T=pT j ≤ 3.0.

Finally, by reconstructing the invariant mass of the eþe−

pairs, a fiducial cut was placed around the Z mass covering
the range 70 GeV ≤ meþe− ≤ 110 GeV. The reconstructed
invariant mass distribution is shown in Fig. 3(a), where the
Z=γ# → eþe− MC distribution is also shown for compari-
son. One can clearly see the Z signal peak around the mass
of the Z near 91 GeV. Figure 3(b) shows the number of Z
candidates plotted against the reconstructed Z-boson rap-
idity. Good agreement is found between the data and MC
distributions.

V. SIGNAL AND BACKGROUND ESTIMATES

A. W signal and background estimation

The e! yields were determined by fitting the charge-
weighted Ee

T=pT distribution. The fits were done for
each of the eight pseudorapidity bins, separately for each
of the three datasets. Following the fit procedures used in
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FIG. 1. Signal and background Ee
T distributions for positron (a)

and electron (b) candidates in the BEMC. The background
contributions are shown as stacked histograms, where the solid
blue and brown diagonal histograms correspond to the electro-
weak residual backgrounds from Z → ee and W → τν decay
channels, respectively. The vertical cyan and diagonal green
histograms correspond to the residual QCD contributions esti-
mated from the data driven and second EEMC methods,
respectively. The red dashed histogram shows theW → eν signal
along with all estimated background contributions and is com-
pared to the data, the black markers. The vertical error bar on the
data represents the statistical uncertainty and the horizontal bar
shows the bin width.
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FIG. 2. Signal and background signed-pT balance distributions
for positron (a) and electron (b) candidates in the EEMC. The
background contributions are shown as stacked histograms,
where the solid blue and brown diagonal histograms correspond
to the electroweak residual backgrounds from Z → ee and
W → τν decay channels, respectively. The vertical cyan histo-
grams correspond to the residual QCD contributions estimated
from the data driven method. The red dashed histogram shows the
W → eν signal along with all estimated background contributions
and is compared to the data, the black markers. The vertical error
bar on the data represents the statistical uncertainty and the
horizontal bar shows the bin width.
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the total transverse energy opposite the candidate electron
or positron in the BEMC (jΔϕ − πj < 0.7) was required not
to exceed 11 GeV. This further helped to remove QCD dijet
background events where a sizable fraction of the energy of
one of the jets was not observed due to detector effects. Due
to the effectiveness of the RESMD cut, the cut on the
transverse energy opposite of the candidate electron or
positron was not needed in the EEMC. The charge-sign
associated with the lepton candidates is determined based
on the curvature of their tracks measured in the TPC and
STAR’s magnetic field. The yield for a particular charge-
sign in the BEMC is determined by fitting the Qe · Ee

T=pT
distribution between !3.0, where Qe is the charge-sign of
the e! candidate determined from the curvature of its
reconstructed track. Figure 1 shows the Ee

T distributions for
the e! decay candidates from the studiedW! bosons decay
channels, measured in the BEMC. The Jacobian peak in
these distributions can clearly be seen between 30 GeVand
40 GeV. The electron and positron yields in the EEMC are
also determined by fitting the Qe · Ee

T=pT distribution.
Figure 2 shows the signed-pT balance distribution for
eþ (left panel) and e− (right panel) W! decay candidates
in the EEMC. FinalW candidates in the BEMC and EEMC
are required to fall within the range 25 GeV < Ee

T <
50 GeV. The details of the fits used to extract the e!

yields and background estimates for these distributions will
be discussed in Sec. V.

C. Z candidate event selection

Z → eþe− candidate events can be selected by finding
isolated eþe− pairs. The isolated e! candidates were found
using the isolation criteria discussed in Sec. IVA, with a
slight modification to some of the isolation requirement
values. For the e! candidates the ratio Ee

T to the energy in
the surrounding 4 × 4 cluster was required to be 95%
and Ee

T=E
ΔR>0.7
T was required to be greater than 88%. In

addition to the isolation cuts, Z decay e! candidates were
also required to have a pT > 15 GeV, jηej < 1.0, and a
charge-weighted Ee

T=pT satisfying jQe · Ee
T=pT j ≤ 3.0.

Finally, by reconstructing the invariant mass of the eþe−

pairs, a fiducial cut was placed around the Z mass covering
the range 70 GeV ≤ meþe− ≤ 110 GeV. The reconstructed
invariant mass distribution is shown in Fig. 3(a), where the
Z=γ# → eþe− MC distribution is also shown for compari-
son. One can clearly see the Z signal peak around the mass
of the Z near 91 GeV. Figure 3(b) shows the number of Z
candidates plotted against the reconstructed Z-boson rap-
idity. Good agreement is found between the data and MC
distributions.

V. SIGNAL AND BACKGROUND ESTIMATES

A. W signal and background estimation

The e! yields were determined by fitting the charge-
weighted Ee

T=pT distribution. The fits were done for
each of the eight pseudorapidity bins, separately for each
of the three datasets. Following the fit procedures used in
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FIG. 1. Signal and background Ee
T distributions for positron (a)

and electron (b) candidates in the BEMC. The background
contributions are shown as stacked histograms, where the solid
blue and brown diagonal histograms correspond to the electro-
weak residual backgrounds from Z → ee and W → τν decay
channels, respectively. The vertical cyan and diagonal green
histograms correspond to the residual QCD contributions esti-
mated from the data driven and second EEMC methods,
respectively. The red dashed histogram shows theW → eν signal
along with all estimated background contributions and is com-
pared to the data, the black markers. The vertical error bar on the
data represents the statistical uncertainty and the horizontal bar
shows the bin width.
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FIG. 2. Signal and background signed-pT balance distributions
for positron (a) and electron (b) candidates in the EEMC. The
background contributions are shown as stacked histograms,
where the solid blue and brown diagonal histograms correspond
to the electroweak residual backgrounds from Z → ee and
W → τν decay channels, respectively. The vertical cyan histo-
grams correspond to the residual QCD contributions estimated
from the data driven method. The red dashed histogram shows the
W → eν signal along with all estimated background contributions
and is compared to the data, the black markers. The vertical error
bar on the data represents the statistical uncertainty and the
horizontal bar shows the bin width.
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Ref. [36], the distributions were fitted using two double-
Gaussian template shapes, determined from MC. To
adequately describe the data, one Gaussian function was
used to determine the Ee

T=pT distribution from theW → eν
signal, while the other Gaussian function was used to
describe the tails. The former resulted in a narrower
distribution than the latter. The amplitudes were fitted to
the data, using the log-likelihood method, along with the
width and peak position of the narrower Gaussian in each
of the templates. The remaining parameters were fixed
based on the MC fit. Figure 4 shows the fit result for the
0.0 ≤ ηe ≤ 0.25 pseudorapidity bin from the 2013 dataset.
The red dashed line represents the fit to the positron
distribution, while the blue solid line shows the fit to the
electron distribution. This fit result is representative of the
fits performed in the other pseudorapidity bins and other
datasets. The positron and electron yields were determined
by integrating the respective double-Gaussian function
derived from the four-Gaussian function total fit.
Two main sources which lead to misidentified W

candidates in W → eν decays are from electroweak and
partonic processes [31,33–36]. A combination of MC
samples and data was used to estimate these backgrounds.
The background estimation procedure we used follows the
same procedure detailed in Ref. [36]. We then applied the
estimated background fractions to the yields found from
the fits discussed above.
Two sources of electroweak backgrounds in W decay

are from W → τν and Z → eþe−, where one of the
Z decay particles goes undetected due to either detector

inefficiencies or acceptance effects. The contribution of
these processes to the W → eν yield was estimated using
MC samples described in Sec. III.
The residual QCD dijet background is mainly due to

one of the jets pointing to a region outside of the STAR
acceptance. For the midpseudorapidity region (BEMC) this
background had two contributions [31,34,36]. The first
contribution, referred to as the “second EEMC” back-
ground, uses the instrumented EEMC in the pseudorapidity
region 1.1 < η < 2 to estimate the background associated
with e" candidates that have an opposite-side jet fragment
outside the detector region −2 < η < −1.1. The second
contribution, referred to as the “data-driven QCD” back-
ground, estimates the QCD background where one of the
dijet fragments escapes through the uninstrumented regions
at jηj > 2. This procedure looks at events that pass all W
selection criteria, but fail the signed-pT balance require-
ment. The background distribution was determined by
normalizing the ET distribution to the W candidate Ee

T
distribution between 16 GeV and 20 GeV after all other
background contributions and the W MC signal were
removed. Both of these procedures are detailed in
Ref. [31]. Figure 1 shows the measuredWþ and W− yields
as a function of Ee

T over the integrated BEMC pseudor-
apidity range (jηej < 1) along with the various estimated
background contributions and the MC signal distribution
for the combined 2011, 2012, and 2013 datasets. The
systematic uncertainty associated with the data-driven
QCD method was estimated by varying the signed-pT
balance cut value and the ET window used to normalize the
QCD background. The signed-pT balance cut was varied
between 5 GeV and 25 GeV, while the ET normalization
window was varied between 16 GeVand 23.5 GeV. Events
which fail the signed-pT balance cut, which are dominated
by dijet events, are used to estimate the QCD background
where dijets escape detection at jηj > 2. However, dijet
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FIG. 3. Panel (a) shows the distribution of the reconstructed
invariant mass from Z decay candidates compared to Z=γ# →
eþe− MC distribution. Panel (b) shows the number of Z candidate
events plotted against the reconstructed rapidity and compared
to the MC distribution. The red dashed histogram shows the
Z → eþe− MC signal and is compared to the data, the black
markers. The vertical error bar on the data represents the
statistical uncertainty and the horizontal bar shows the bin width.
The asymmetry in the MC between negative and positive yZ in
(b) can be attributed to the rapidity asymmetry in the efficiencies,
seen in Fig. 6(d), since these events have not yet been corrected
for detector and cut efficiencies.
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T=pT distribution using the log-likelihood
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where Nobs
W is the number of observed W candidates within

the defined kinematic acceptance that meet the selection
criteria specified in Sec. IV. Nbkgd

W is the total number of
background events within the defined kinematic acceptance,
as described in Sec. V. L is the total integrated luminosity,
and εW is the efficiency that needs to be applied to correct for
detector and cut effects. Equation (2) also describes the Z
fiducial cross section, σfidZ , with the replacement ofW related
quantities with the Z related quantities.
The W and Z efficiencies were computed in the same

manner as in Ref. [31]. The efficiencies were defined as the
ratios between the number ofWðZÞ boson decay candidates
satisfying selection criteria to all thoseWðZÞ bosons falling
within the STAR fiducial acceptance.
The W candidate efficiencies for each of the three

datasets are plotted in Fig. 6(a) for positron and (b) electron
candidates as a function of pseudorapidity. Comparing the
W efficiencies between the three datasets, one can clearly
see a larger efficiency for the 2011 dataset. This is due
primarily to a lower instantaneous luminosity relative to the
2012 and 2013 datasets. The higher instantaneous lumi-
nosity leads to larger pile-up in the TPC, resulting in less
efficient track reconstruction. The 2013 dataset used a new
track reconstruction algorithm which resulted in a more
efficient track reconstruction. This counteracted much of

the efficiency loss that would come with increasing the
instantaneous luminosity, allowing for efficiencies that are
comparable to those found in the 2012 dataset. The positron
and electron efficiencies among each dataset are compa-
rable as can be seen in Fig. 6(c), which plots the ratio
εW−=εWþ as a function of pseudorapidity. The relatively
small offset from one shows that the efficiency corrections
will have a small effect to the σfidWþ=σfidW− measurement.
Figure 6(d) shows the Z efficiencies computed for the three
datasets as a function of rapidity. The Z efficiencies are
overall lower than theW efficiencies, since for Z candidates
we required two reconstructed tracks.
There were two sources of systematic uncertainties

associated with the efficiencies, the estimation of which
was based on a previous STAR analysis [31]. The first is
associated with TPC track reconstruction efficiency for W
or Z candidates. Based on past analyses, the uncertainty of
5% and 10% was used for the W and Z tracking efficiency,
respectively. The second systematic uncertainty is related to
how well the BEMC and EEMC energy scales are known.
This systematic uncertainty was propagated to the effi-
ciencies by varying the BEMC and EEMC energy scale by
its gain uncertainty of 5%. However, when evaluating the
cross section ratios (Sec. VIII) many of these systematic
uncertainties either partially or completely cancel.

TABLE III. Combined 2012 and 2013 background to signal ratio for Wþ and W− for 25 GeV < Ee
T < 50 GeV,

RESMD > 0.7, and signed-pT balance >20 GeV in 1.0 < ηe < 1.5. Not shown in the table is the 3% uncertainty
associated with the fit to the charge-weighted W yields.

Background W → τν (%) Z → eþe− (%) Data-driven QCD (%)

B=S (Wþ) 3.9$ 0.5 (stat.) 2.3$ 0.4 (stat.) 11.3$ 2.6 (stat.) $2.0 (sys.)
B=S (W−) 2.1$ 0.3 (stat.) 3.7$ 0.5 (stat.) 7.7$ 1.8 (stat.) $1.5 (sys.)
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FIG. 6. Individual dataset efficiencies for: positron (a) and electron (b) W$ decay candidates plotted as a function of pseudorapidity.
Panel (c) shows the e−=eþ efficiency ratio vs pseudorapidity. Panel (d) shows the efficiency for Z decay candidates vs rapidity.
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VII. W AND Z CROSS SECTIONS

A. W and Z differential cross sections

Using the selected W and Z candidates discussed in
Sec. IV, correcting them for background contamination
following Sec. V, and finally applying the efficiency
corrections computed in Sec. VI, Eq. (2) can be used to
compute the differential cross sections dσfidW!=dηe! and
dσfidZ =dyZ. The measured differential cross sections
dσfidWþ=dηeþ and dσfidW−=dηe− were obtained in nine pseudor-
apidity bins, that cover the range −1.0 < ηe < 1.5. Figure 7
shows the results for the combined datasets, where the
statistical uncertainty is given by the error bars and the total
systematic uncertainties are represented by the boxes sur-
rounding the respective data points. These boxes do not
represent a horizontal uncertainty. The bottom panel of
Fig. 7 modifies the range of the vertical scale to see better
the trend of the W− differential cross section. Using FEWZ
[47] in combination with LHAPDF [55], the differential
cross sections were evaluated using several PDF sets:
CT14MC2nlo [56], CJ15 [57], MMHT2014 [58], NNPDF

3.1 [59], and JAM19 [60]. The CT14MC2nlo PDF set
contains 1000 replicas and the uncertainty used in the
PDF band represents the RMS value in the quantity
evaluated from the 1000 replicas. The JAM19 PDF set
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FIG. 7. The measured dσfidWþ=dηeþ (closed circle markers) and
dσfidW−=dηe− (closed triangle markers) for the combined datasets
(2011–2013) are plotted as a function of ηe. The bottom panel
shows dσfidW−=dηe− when zooming in on the vertical axis. FEWZ
[47] was used to compare various NLO PDF sets (CT14MC2nlo
[56], CJ15 [57], MMHT14 [58], NNPDF3.1 [59], and JAM19 [60])
to the measured differential cross sections.

TABLE IV. Combined (2011,2012, and 2013) results for differential cross sections, dσfidW!=dηe, binned in e!

pseudorapidity bins, requiring that −1 < ηe < 1.5 and 25 GeV < Ee
T < 50 GeV. The columns labeled “Stat.” and

“Eff.” represent the statistical uncertainty and the systematic uncertainty estimated from the efficiencies,
respectively. The later is dominated by the 5% uncertainty in the tracking efficiency, which is common to all
the measurements. The column “Sys.” includes all remaining systematic uncertainties, with the exception of the
luminosity. The 9% uncertainty associated with the luminosity measurement is not included in the table.

ηe Range hηeþi dσfidWþ=dηeþ (pb) Stat. (pb) Sys. (pb) Eff. (pb)

−1.00, −0.80 −0.88 16.5 0.9 0.3 0.8
−0.80, −0.50 −0.64 29.0 0.8 0.4 1.5
−0.50, −0.25 −0.37 35.5 1.0 0.6 1.8
−0.25, 0.00 −0.12 40.3 1.0 0.3 2.1
0.00, 0.25 0.13 41.4 1.0 0.4 2.1
0.25, 0.50 0.37 37.8 1.0 0.4 1.9
0.50, 0.80 0.64 26.1 0.7 0.4 1.3
0.80, 1.00 0.89 17.1 0.9 0.2 0.9
1.00, 1.50 1.20 4.5 0.5 0.2 0.4

ηe Range hηe−i dσfidW−=dηe− (pb) Stat. (pb) Sys. (pb) Eff. (pb)

−1.00, −0.80 −0.89 8.6 0.6 0.1 0.4
−0.80, −0.50 −0.65 7.6 0.5 0.2 0.4
−0.50, −0.25 −0.38 7.6 0.5 0.2 0.4
−0.25, 0.00 −0.12 6.4 0.5 0.3 0.3
0.00, 0.25 0.12 6.1 0.5 0.3 0.3
0.25, 0.50 0.38 6.7 0.5 0.4 0.3
0.50, 0.80 0.65 8.0 0.4 0.2 0.4
0.80, 1.00 0.88 8.4 0.6 0.1 0.4
1.00, 1.50 1.25 5.0 0.5 0.2 0.4
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The Drell–Yan process in hadron–hadron collisions is a reaction in 
which a quark and an antiquark annihilate into a virtual photon, and that 
virtual photon decays into a lepton–antilepton pair10. One can isolate 
the antiquark distributions from the Drell–Yan cross-section by mak-
ing use of this property. At lowest order, the Drell–Yan cross-section 
σ is given by

∑σ
x x

α
s x x

e q x q x q x q x
d

d d
=

4 π
9

[ ( ) ( ) + ( ) ( )], (3)
q

q

2

b t

2

b t

2
b t b t

where xb and xt are the momentum fractions of the beam and target 
partons participating in the reaction, respectively, eq is the electrical 
charge of quark flavour q, q(x) and q x( ) are the probability distributions 
for quarks and antiquarks of flavour q in the proton, α is the 
fine-structure constant, and s is the square of the centre of mass energy 
of the beam and target. In a Drell–Yan measurement at CERN, the NA51 
collaboration confirmed11 that d x( ) is larger than u x( ) at an average x 
value of 0.18.

When a Drell–Yan experiment is performed with a proton beam and 
kinematic acceptance that selects events with xb in the valence-quark- 
dominated region and with Feynman momentum fraction xF = xb − xt ≫ 0, 
the first term in equation (3) dominates. The charge-squared weighting 
and the fact that uv(x) is approximately 2dv(x) for the valence quark 
distributions of the proton beam mean that the measurement is, by a 
factor of approximately eight, more sensitive to u quarks in the target 
than d . The renormalization and factorization scales for the extraction 
of parton distributions are usually chosen as the mass of the virtual 
photon squared times the speed of light squared, M c x x s c P= ( / ) −2 2

b t
2

T
2, 

where PT
2 is the square of the transverse momentum of the virtual  

photon and is usually small compared to M2c2. Using charge symmetry12 
to relate the proton and neutron parton distributions (up(x) = dn(x), 
dp(x) = un(x), u x d x( ) = ( )p n , d x u x( ) = ( )p n ), as is assumed by almost all the 
global parton distribution fits, and assuming that the nuclear correc-
tions in the deuteron are small, as supported by calculations13,14,  
the ratio of the Drell–Yan cross-section on a deuterium target to that 
on a hydrogen target, σ σ σ σ σ d x u x/ ≈ ( + )/ ≈ 1 + [ ( )/ ( )]p n p p pD H t t , almost 
directly measures d x u x( )/ ( )t t .

The Fermilab NuSea/E866 collaboration4 (whose results are displayed 
in Figs. 1, 2) was able to measure the xt dependence of the σD/(2σH) ratio 

with an 800-GeV proton beam in the kinematic range 0.015 < xt < 0.35, 
and by extrapolating the results to xt = 0 and xt = 1 obtained a value of 
∫ x d x u xd [ ( ) − ( )] = 0.118 ± 0.012

0

1
 at an average scale of 54 GeV2/c2). The 

HERMES collaboration also measured part of this integral and obtained 
results15 consistent with those of NMC and NuSea. One feature of the 
NuSea results, with admittedly limited statistics, is the suggestion that 
the ratio of d x u x( )/ ( ) begis to decrease for x > 0.2, reaching a value of 
d x u x( )/ ( ) = 0.35 ± 0.40 at x = 0.31, as seen in Fig. 2.

There are various mechanisms that may account for the antiquark 
flavour asymmetry of the proton; recent reviews include refs. 16,17. Pauli 
blocking18 may lead to a flavour asymmetry as the extra u valence quark 
Pauli blocks some u–u pairs from forming, but the x dependence and 
even the sign of this mechanism are debated in the literature3,19. A 
related approach involves statistical models20,21. Another class that 
includes chiral soliton models22 and meson–baryon models emphasizes 
mesonic degrees of freedom in the proton structure23–25. These latter 
models (statistical, chiral soliton and meson–baryon) attempt to 
describe the entire non-perturbative composition of the proton, and 
a common feature of these models is a rise in the d u/  flavour asym-
metry with x. Although at low x this behaviour reproduces the NuSea 
data, none of these models is able to reproduce the fall-off at higher x 
observed by NuSea. The only ab initio technique with which to calculate 
the parton distributions of the proton is lattice QCD (recently reviewed 
by Lin et al.26). At this time, the lattice results for both quarks and anti-
quarks are still not in quantitative agreement with global fits of parton 
distributions to experimental data, and the systematic errors are still 
being evaluated.

The SeaQuest experiment (E906) at Fermi National Accelerator Labo-
ratory (Fermilab) was designed to investigate the flavour asymmetry at  
higher xt values than NuSea with the newly constructed experimental  
apparatus that is described in detail in ref. 27. With a proton beam at an  
energy of 120 GeV, liquid hydrogen and deuterium targets and a focusing 
magnet of 10 T m after the target region, the experiment was optimized 
for the study of target antiquarks in the intermediate region, with xt 
around 0.3, by detecting muon (µ+µ−) pairs from decays of the virtual pho-
tons produced in the Drell–Yan process. The proton beam was extracted 
from the Fermilab Main Injector using slow-spill extraction for 4 s every 
60 s. The microstructure of the beam consisted of 1-ns-long bunches of 
approximately 0 to 80,000 protons at 53 MHz repetition rate. About 
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Fig. 2 | Ratios ( )/ ( )d− x u− x . Ratios d x u x( )/ ( ) in the proton (red filled circles) with 
their statistical (vertical bars) and systematic (yellow boxes) uncertainties 
extracted from the present data based on NLO calculations of the Drell–Yan 
cross-sections. Also shown are the results obtained by the NuSea experiment 
(open black squares) with statistical and systematic uncertainties added in 
quadrature4. The cyan band shows the predictions of the meson–baryon model 

of Alberg & Miller25 and the green band shows the predictions of the statistical 
parton distributions of Basso et al.21. The red solid (blue dashed) curves show 
the ratios d x u x( )/ ( ) calculated with CT1829 (CTEQ635) parton distributions at 
the scales of the SeaQuest results. The horizontal bars on the data points 
indicate the width of the bins.
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q + q̄ → Z /γ* → e+ + e−

u + d̄ → W+ → e+ + νe

d + ū → W− → e− + ν̄e

σW+

σW−
≈

d̄(x2)u(x1) + d̄(x1)u(x2)
ū(x2)d(x1) + ū(x1)d(x2)

σ fid
W±, Z =

NW±, Z
O − NW±, Z

B

ℒ ⋅ ϵW±, Z

o +/- is positron/electron from W leptonic decay

o  is number of observed W (Z) eventsNO

o  is number of background eventsNB
o  is the measured W (Z) efficiencyϵ
o  is the total luminosityℒ
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