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Introduction: QCD Phase Diagram & BES

CPOD2021- Ashish Pandav

Goal: Study the phase diagram of QCD.
BES: Varying beam energy varies Temperature (T) and Baryon Chemical Potential (µB).
Fluctuations in various observables are sensitive to phase transition and critical point. 

https://drupal.star.bnl.gov/STAR/starnotes/public/sn0493 
https://drupal.star.bnl.gov/STAR/files/BES_WPII_ver6 .9_C over.pdf
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Results from Au+Au collisions at all BES-I energies



Observables

𝐶$ =	< 𝑁 >
𝐶* =	< 𝛿𝑁 * > Here, 𝛿𝑁 = 𝑁−< 𝑁 >
𝐶- =	< 𝛿𝑁 - >
𝐶. =	< 𝛿𝑁 . > −3 < 𝛿𝑁 * >*
𝐶" = < 𝛿𝑁 " > −5 < 𝛿𝑁 - >	< 𝛿𝑁 * >
𝐶# = < 𝛿𝑁 # > −15 < 𝛿𝑁 . >	< 𝛿𝑁 * > −10 < 𝛿𝑁 - >* +30 < 𝛿𝑁 *>-

q Higher order cumulants of net-proton distributions (proxy for net-baryon).

5 10 20 50 100 200

0.0

0.2

0.4

0.6

0.8

1.0 (1) σS

Au+Au CollisionsAu+Au Collisions
Net-proton

< 2.0 (GeV/c)
T

|y| < 0.5,  0.4 < p

UrQMD 0-5%
HRG GCE
HRG CE
HRG EV (r=0.5fm)

STAR
0 - 5%
70 - 80%
Stat. uncertainty
Syst. uncertainty
Projected BES-II
stat. uncertainty

H
AD

ES

2 5 10 20 50 100 200

0.0

1.0

2.0

3.0

4.0 2σκ(2) 

N
et

-p
ro

to
n 

H
ig

h 
M

om
en

ts

 (GeV)NNsCollision Energy 
CPOD2021- Ashish Pandav

Key aspect: Sign change of 
higher order cumulants.

	
𝐶-
𝐶*
= 𝑆𝜎	

	
𝐶.
𝐶*
= 𝜅𝜎*

𝐶*,	𝐶-,	𝐶.: positive for data(7.7-
200 GeV) and model(LQCD, 
FRG, HRG, UrQMD, JAM) −
more distinct signatures needed 3

q Higher order cumulants probe 
the nature of phase transition. 
Crossover (small 𝜇8)
First order (large 𝜇8)

STAR: PRL 126, 092301 (2021),  STAR: arXiv : 2101.12413



Crossover
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HotQCD, PHYS. REV. D101,074502 (2020)
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Wei-jie Fu et. Al, arXiv:2101.06035

√$%%('())

+,, +-, +.: positive for data and model
(LQCD, FRG, HRG, UrQMD, JAM)

+/, +0: negative for LQCD and FRG−crossover

+/, +0: positive for HRG and UrQMD(No QCD 
transition)

STAR: arXiv: 2001.02852

HotQCD, Phys. Rev. D101,074502 (2020)
Wei-jie Fu  et. Al, arXiv:2101.06035
B. Friman et al, Eur.Phys.J. C71 1694 (2011) 

CPOD2021- Ashish Pandav

Goal:  Identification of O(4) chiral criticality on the phase boundary.

𝐶",	𝐶#: negative for LQCD, FRG, PQM− crossover
𝐶",	𝐶#: positive for HRG and UrQMD (No QCD transition)

FRG

PQM

Lattice QCD



1st order Phase Transition
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Multiplicity distribution bi-modal (contribution from two phases)
Ratio of proton factorial cumulant 𝜅9:$/𝜅9 is negative for higher orders

𝜅$ = 	 𝐶$
𝜅* = 	−𝐶$ + 𝐶*
𝜅- = 2𝐶$ − 3𝐶* + 𝐶-
𝜅. = −6𝐶$ + 11𝐶* − 6𝐶- + 𝐶.
𝜅" = 24𝐶$ − 50𝐶* + 35𝐶- − 10𝐶. + 𝐶"
𝜅# = −120𝐶$ + 274𝐶* − 225𝐶- +
										85𝐶.−15𝐶" + 𝐶#

BZDAK, KOCH, OLIINYCHENKO, AND STEINHEIMER PHYSICAL REVIEW C 98, 054901 (2018)

FIG. 1. The multiplicity distribution P (N ) at
√

sNN = 7.7 GeV in the two component model given by Eq. (1) constructed with (a)
efficiency unfolded values for ⟨N⟩, C3 and C4 and (b) with imposed efficiency of 0.65.

P(a)(N ) and P(b)(N ), provided C (a)
n and C (b)

n are much smaller
then the measured Cn, see Eqs. (8) and (9). The simplest
choice is to take Poisson distributions for both P(a) and P(b).
The next refinement is to use a binomial distribution for
P(a) in order to capture the effect of baryon number conser-
vation [64]. This actually results in C2 < 0, as seen in the
data.

Consequently, we take Pa(N ) as binomial,

Pa(N ) = B!
N !(B − N )!

pN (1 − p)B− N (12)

with B = 350, which properly captures baryon number con-
servation, and Pb(N ) as Poisson.5 In this case the relevant
factorial cumulants are given by

C
(a)
2 = − p2B, C

(a)
3 = 2p3B, C

(a)
4 = − 6p4B,

C
(a)
5 = 24p5B, C

(a)
6 = − 120p6B (13)

with ⟨N(a)⟩ = pB. Obviously C (b)
n = 0 and Cn = C (a)

n .
Using Eqs. (7) we fit the mean number of protons as well

as the third and the fourth order factorial cumulants resulting
in

α ≈ 0.0033, N ≈ 14.7, p ≈ 0.114, (14)

which also gives ⟨N(a)⟩ ≈ 40 and ⟨N(b)⟩ ≈ 25.3. We note that
indeed α ≪ 1 as assumed in Eqs. (9), (10), and (11).

5We could also chose binomial here but this is rather irrelevant for
our results. For example, C2 depends on C

(b)
2 through αC2 which

is expected to be much smaller than C
(a)
2 . An actual fit to two

binomials results in C2 = − 4.03 which, given the uncertainty of the
contribution due to participant fluctuations [64], is in equally good
agreement with the STAR data. At the same time the predictions for
C5 and C6 are within 3% of those using just one binomial.

Given the fit, we can also predict the factorial cumulants,
C2, C5, C6 and we obtain6

C2 ≈ − 3.85, C5 ≈ − 2645, C6 ≈ 40900, (15)

which corresponds to the following values for the cumulant
ratios7:

K5/K2 ≈ − 34, K6/K2 ≈ 312. (16)

It is worth pointing out that C6/C5 ≈ C5/C4 ≈ C4/C3 is
in agreement with the discussion presented in the previous
section. We note that the resulting C2 ≈ − 3.85 is slightly
more negative than the data. However, as shown, e.g., in
[64], the second order factorial cumulant receives a sizable
positive contribution from participant fluctuations !C2 ≃2–3
whereas the correction to C3 and C4 are small. In any case cor-
recting data for the fluctuations of Npart should be done very
carefully to avoid model dependencies. In view of the sizable
errors in the preliminary STAR data we consider the present
fit as satisfactory.

The resulting probability distribution for the proton num-
ber, P (N ), Eq. (1), is shown in the left panel of Fig. 1.8

Even though the component centered at N ∼25 has a very
small probability α ∼0.3% it gives rise to a shoulder at low
N which should be visible in the multiplicity distribution.
However, this would require an unfolding of the measured dis-
tribution [43] in order to remove the effect of a finite detection
efficiency. Assuming a binomial model for the efficiency with

6Taking C4 = 130 (210), being consistent with the prelim-
inary STAR data [62], we obtain α ≈ 0.0078 (0.0017), N ≈
10.92 (18.43), p ≈ 0.115 (0.114), and C2 ≈ − 3.64 (− 3.99), C5 ≈
− 1546 (− 4030), C6 ≈ 17970 (77229). Also K5/K2 = − 14 (− 61)
and K6/K2 = 62 (818). For larger C4, the value of α gets smaller
but N gets larger, which is more effective in increasing the value of
C4, see Eq. (8).

7K2 = ⟨N⟩ + C2, K5 = ⟨N⟩ + 15C2 + 25C3 + 10C4 + C5, and
K6 = ⟨N⟩ + 31C2 + 90C3 + 65C4 + 15C5 + C6.

8Since we extract the multiplicity distribution from bin width
corrected cumulants, our result corresponds to an appropriately bin
width corrected multiplicity distribution.
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𝑃 𝑁 = (1 − 𝛼)𝑃E 𝑁 +𝛼𝑃F(𝑁):	Two Component Model

𝜅9 ≈ −1 9𝛼𝑁H9 for 𝛼 ≪ 1, 𝑛 > 1
where 𝑁H =< 𝑁E >−< 𝑁F >

STAR proton cumulants 𝐶$, 𝐶-, 𝐶.(0-5% centrality) at 7.7 GeV
used as input to fix parameters of bimodal distribution.

𝜅9:$
𝜅9

≈ −𝑁H ≈ −25



K. H. Ackermann et al. Nucl. Instrum. Meth. A 499, 624 (2003)

6

Main Detectors: Time Projection Chamber and Time-of-Flight. 
Full azimuthal angle coverage. |𝜼|<1 coverage.

The STAR Detector

CPOD2021- Ashish Pandav



√sNN (GeV) Events (106) Year µB 
(MeV)

200 900 2010, 2011 25

62.4 43 2010 73

54.4 550 2017 83

39 92 2010 112

27 31 2011 156

19.6 14 2011 206

14.5 14 2014 264

11.5 7 2010 315

7.7 2.2 2010 420

2010 - 2017: BES-I at RHIC
Data Set Details

CPOD2021- Ashish Pandav

Goal: to map the QCD phase diagram  25 < µB < 420MeV

7



Data Set Details
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PID Detector Transverse 
Momentum Range (𝑝N )

Rapidity
(y)

TPC 0.4 to 0.8 GeV/c |y| < 0.5 
TPC+TOF 0.8 to 2.0 GeV/c |y| < 0.5

1− 0.5− 0 0.5 1
Proton Rapidity
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TPC
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Phase Space Coverage

Collision system and energy Au+Au at √𝑠QQ = 7.7 – 200 GeV
Collision centrality 0-40%, 70-80%

Centrality selection Using charged particle multiplicity excluding protons

Charged Particle Selection Protons and antiprotons to construct net-protons

Detectors for PID Time Projection Chamber (TPC) and Time-of Flight (TOF)

Proton rapidity

Uniform acceptance in pT vs. rapidity at 
midrapidity for all particles.



Centrality Selection

9
Refmult3 Corrected

q Use charged particle multiplicity within 
𝜂 < 1, excluding particles of interest to 

avoid self correlation effects.

q Corrected for luminosity and 
Z-vertex effects, compared to the MC 
Glauber model.

CPOD2021- Ashish Pandav
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FIG. 2. (Color online) The uncorrected reference charged particle multiplicity (Nch) within pseudo-rapidity |⌘| < 1 by ex-
cluding protons and anti-protons in Au+Au collisions at

p
sNN = 7.7 - 200 GeV. These distributions are used for centrality

determination. The shaded region at each
p

sNN, corresponds to 0-5% central collisions. The dashed line corresponds to Monte
Carlo Glauber model simulations [74].

tiplicities fluctuate even if the impact parameter is fixed.308

Through a model simulation it is seen that larger is the309

⌘ acceptance used for centrality selection, closer are the310

values of the cumulants to the actual values [77]. This is311

because the centrality resolution is improved by increas-312

ing the number of particles for the centrality definition313

with wider acceptance. Therefore, to suppress the ef-314

fect of centrality resolution, one should use the maximum315

available acceptance of charged particles for centrality se-316

lection. In addition, it may be mentioned that the choice317

of centrality definition also a↵ects the way volume fluctu-318

ations (discussed later) contribute to the measurements.319

These are the driving considerations for the centrality320

selection for net-proton studies presented in this paper321

and are discussed below. The basic idea is to maximize322

the acceptance window for centrality determination as323

allowed by the detectors and to not use proton and anti-324

protons for centrality selection. In addition, the central-325

ity determination method given below has been arrived at326

after several optimization studies using data and models.327

These studies were carried out by varying the acceptances328

in ⌘ and charged particle types in order to understand the329

e↵ect of the choice of centrality determination method on330

the analysis [76].331

In order to suppress the self correlation, centrality res-332

olution and volume fluctuation e↵ects with the available333

STAR detectors, a new centrality measure is defined com-334

pared to other analysis reported by STAR [8]. The cen-335

trality is determined from the uncorrected charge parti-336

cle multiplicity within pseudo-rapidity |⌘| < 1 (Nch) by337

excluding the protons and anti-protons. A strict par-338

ticle identification criteria is used to remove the pro-339

TABLE III. The uncorrected number of charged particles
other than protons and anti-protons (Nch) within the pseudo-
rapidity |⌘| < 1.0 used for centrality selection for various colli-
sion centralities expressed in % centrality in Au+Au collisions
at

p
sNN = 7.7 – 200 GeV.

% centrality
Nch values at di↵erent

p
sNN (GeV)

200 62.4 54.4 39 27 19.6 14.5 11.5 7.7
0-5 725 571 621 522 490 448 393 343 270
5-10 618 482 516 439 412 376 330 287 225
10-20 440 338 354 308 289 263 231 199 155
20-30 301 230 237 209 196 178 157 134 105
30-40 196 149 151 136 127 116 103 87 68
40-50 120 91 90 83 78 71 63 53 41
50-60 67 51 50 47 44 40 36 30 23
60-70 34 26 24 24 22 20 19 15 11
70-80 16 12 10 11 10 9 13 7 5

ton and anti-proton contributions. Charged tracks with340

N�,p < �3 are used and for those tracks which have TOF341

information an additional criteria, m2 < 0.4 is applied.342

The resultant distribution of charged particles are cor-343

rected for luminosity and Vz dependence at each
p

sNN.344

The corrected charged particle distribution is then fit-345

ted to a Monte Carlo Glauber Model [25, 74] to define346

the centrality classes in the experiment (the percentage347

cross section and the associated cuts on the charged par-348

ticle multiplicity). In the fitting process, a multiplicity349

dependent e�ciency has been applied [25].350

Figure 2 shows the reference charged particle multiplic-351

ity distributions by excluding protons and anti-protons352

STAR: arXiv : 2101.12413



X. Luo , Phys. Rev. C 91, (2015) 034907 
T. Nonaka et al, Phys. Rev. C 95, (2017) 064912 
X. Luo et al, J.Phys. G 40, 105104 (2013)
X. Luo, J. Phys. G 39, 025008 (2012) 
X.Luo et al, Phys.Rev. C99 (2019) no.4, 044917
A.Pandav et al, Nucl. Phys. A 991, (2019)121608
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Analysis Techniques (Corrections And Uncertainties)

q Statistical uncertainties:
Ø Bootstrap method

q Sources of systematic uncertainties:
Ø Particle identification
Ø Background estimates (DCA)
Ø Track quality cuts
Ø Efficiency variation

CPOD2021- Ashish Pandav
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FIG. 7. (Color online) E�ciencies of proton and anti-proton as a function of hNparti in Au+Au collisions for various
p

sNN.
For the lower pT range ( 0.4 < pT (GeV/c) < 0.8), only the TPC is used. For the higher pT range (0.8 < pT (GeV/c) < 2.0),
both the TPC and TOF are used.

than the TPC at higher pT range (0.8 < pT (GeV/c) <531

2). However, not all TPC tracks have valid TOF infor-532

mation due to the limited TOF acceptance and the mis-533

matching of the TPC tracks to TOF hits, this extra e�-534

ciency is called the TOF matching e�ciency ("tof (pT )).535

The TOF matching e�ciency is particle species depen-536

dent and can be obtained using a data driven technique,537

which is defined as the ratio of the number of (anti-538

)proton tracks detected in the TOF to the number of the539

total (anti-)proton tracks in the TPC within the same540

acceptance [8]. Thus, the final average (anti-) proton ef-541

ficiency within a certain pT range can be calculated as542

543

h"i =

pT2R
pT1

"(pT )f(pT )dpT

pT2R
pT1

f(pT )dpT

(27)

where the pT dependent e�ciency "(pT ) is defined as544

"(pT ) = "tpc(pT ) for 0.4 < pT (GeV/c) < 0.8 and545

"(pT ) = "tpc(pT ) ⇥ "tof (pT ) for 0.8 < pT (GeV/c) < 2.0.546

The function f(pT ) is the e�ciency corrected pT spectra547

for (anti-)proton [8].548

Figure 7 shows the average e�ciency (h"i) for pro-549

tons and anti-protons at mid-rapidity (|y| < 0.5) as a550

function of collision centrality (hNparti). For the 0.4 <551

pT (GeV/c) < 0.8 the e�ciency is only from TPC and552

for the 0.8 < pT (GeV/c) < 2.0 it is the product of e�-553

ciencies from TPC and TOF.554

2. Unfolding method555

In this section we study the e↵ect of e�ciency cor-556

rection on the Cn measurement if the assumption of557

binomial response of detector e�ciencies breaks down558

due to some of the reasons as given in Refs. [92, 93].559

The technique is based on unfolding of the detector re-560

sponse [89, 90]. The response function is obtained by561

MC simulations carried out in the STAR-detector envi-562

ronment [91]. MC tracks are simulated through GEANT563

and embedded in the real data, track reconstruction is564

performed as is done in the real experiment. Many ef-565

fects can lead to the non-binomial detector response in566

real heavy-ion experiments. One of the those e↵ects could567

be the track merging due to extreme environment of high568

particle multiplicity densities in the detector. Hence we569

have performed the embedding simulations using the real570

data for Au+Au collisions
p

sNN = 200 GeV at 0-5% col-571

lision centrality. The number of embedded tracks of Np572

and Np̄ are varied within 5  Np(p̄)  40. Since we573

are measuring the net-proton multiplicity distributions,574

protons and antiprotons are embedded simultaneously.575

𝐶9 = ∑ 𝑤U𝐶9,UU where 𝑤U = 𝑛U/∑ 𝑛UU ,		𝑛=1,2,3,4…
Here, 𝑛U is no. of events in 𝑟WX multiplicity bin 

q Centrality bin width correction
STAR: arXiv : 2101.12413

q Reconstruction efficiency correction - binomial model



1) Net-proton distributions, top 5% central collisions, efficiency uncorrected.
2) Values of the mean increase as energy decreases, effect of baryon 

stopping. Larger width à larger stat. errors:  err(	C\	) 	 ∝
^_

`abcd
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FIG. 1. Event-by-event net-proton number distributions for head-on
(0-5% central) Au+Au collisions for nine

p
sNN values measured by

the STAR. The distributions are normalized to the total number of
events at each

p
sNN. The statistical uncertainties are smaller than

the symbol sizes and the lines are shown to guide the eye. The dis-
tributions in this figure are not corrected for proton and anti-proton
detection efficiency. The deviation of the distribution for

p
sNN =

54.4 GeV from the general energy dependence trend is understood
to be due to the reconstruction efficiency of protons and anti-protons
being different compared to other energies.

momenta, by reconstructing their tracks in the Time Projec-232

tion Chamber (TPC) placed within a solenoidal magnetic field233

of 0.5 Tesla, and by measuring their ionization energy loss234

(dE/dx) in the sensitive gas-filled volume of the chamber.235

The selected kinematic region for protons covers all azimuthal236

angles for the rapidity range |y|< 0.5, where rapidity y is the237

inverse hyperbolic tangent of the component of speed parallel238

to the beam direction in units of the speed of light. The pre-239

cise measurement of dE/dx with a resolution of 7% in Au+Au240

collisions allows for a clear identification of protons up to 800241

MeV/c in transverse momentum (pT). The identification for242

larger pT (up to 2 GeV/c, with purity above 97%) is made243

by a Time Of Flight detector (TOF) [34] having a timing res-244

olution of better than 100 ps. A minimum pT threshold of245

400 MeV/c and a maximum distance of closest approach to246

the collision vertex of 1 cm for each p( p̄) candidate track is247

used to suppress contamination from secondaries and other248

backgrounds (for example protons from interactions of ener-249

getic particles produced in the collisions with detector materi-250

als and the beam pipe) [15, 35]. This pT acceptance accounts251

for approximately 80% of the total p + p̄ multiplicity at mid-252

rapidity. This is a significant improvement from the results253

previously reported [35] which only had the p + p̄ measured254

using the TPC. The observation of non-monotonic variation255

of the kurtosis times variance (ks2) with energy is much more256

significant with the increased acceptance. The increased fluc-257

tuations are found to have contributions from protons and anti-258

protons in the entire pT range studied. For the rapidity depen-259

dence of the observable see Supplemental Material [34].260

Figure 1 shows the event-by-event net-proton (Np �Np̄ =261

DNp) distributions obtained by measuring the number of pro-262

tons (Np) and anti-protons (Np̄) at mid-rapidity (|y| < 0.5) in263

the transverse momentum range 0.4 < pT (GeV/c)< 2.0 for264

Au+Au collisions at various
p

sNN. To study the shape of265

the event-by-event net-proton distribution in detail, cumulants266

(Cn) of various orders are calculated, where C1 = M, C2 = s2,267

C3 = Ss3 and C4 = ks4.268

Figure 2 shows the net-proton cumulants (Cn) as a func-269
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FIG. 2. Cumulants (Cn) of the net-proton distributions for central
(0-5%) and peripheral (70-80%) Au+Au collisions as a function of
collision energy. The transverse momentum (pT) range for the mea-
surements is from 0.4 to 2 GeV/c and the rapidity (y) range is -0.5 <
y < 0.5. The vertical narrow and wide bars represent the statistical
uncertainties and systematic uncertainties, respectively.

tion of
p

sNN for central and peripheral Au+Au collisions.270

The cumulants are corrected for the multiplicity variations271

arising due to finite impact parameter range for the measure-272

ments [32]. These corrections suppress the volume fluctua-273

tions considerably [32, 36]. A different volume fluctuation274

correction method [37] has been applied to the 0-5% central275

Au+Au collision data and the results were found to be consis-276

tent with those shown in Fig 2 . The cumulants are also cor-277

rected for finite track reconstruction efficiencies of the TPC278

and TOF detectors. This is done by assuming binomial re-279

sponse of the two detectors [35, 38]. A cross-check using a280

different method based on unfolding [34] of the distributions281

for central Au+Au collisions at
p

sNN = 200 GeV has been282

found to give values consistent with the cumulants shown in283

Fig. 2. Further, the efficiency correction method used has been284

verified in a Monte Carlo. Typical values for the efficiencies285

in the TPC (TOF) for the momentum range studied in 0-5%286

central Au+Au collisions at
p

sNN = 7.7 GeV are 83%(72%)287

and 81%(70%) for the protons and anti-protons, respectively.288

The corresponding efficiencies for
p

sNN = 200 GeV colli-289

sions are 62%(69%) and 60%(68%) for the protons and anti-290

protons, respectively. The statistical uncertainties are obtained291

using both a bootstrap approach [28, 38] and the Delta theo-292

rem [28, 38, 39] method. The systematic uncertainties are293

estimated by varying the experimental requirements to recon-294

struct p ( p̄) in the TPC and TOF. These requirements include295

the distance of the proton and anti-proton tracks from the pri-296

mary vertex position, track quality reflected by the number of297

TPC space points used in the track reconstruction, the parti-298

cle identification criteria passing certain selection criteria, and299

the uncertainties in estimating the reconstruction efficiencies.300

The systematic uncertainties at different collision energies are301

uncorrelated.302

The large values of C3 and C4 for central Au+Au collisions303

show that the distributions have non-Gaussian shapes, a possi-304

ble indication of enhanced fluctuations arising from a possible305

critical point [11, 22]. The corresponding values for periph-306

Energy dependence of net-proton distributions

STAR: Phys. Rev. Lett. 126, 092301 (2021)

11



12

Weak collision energy dependence 
observed for most central(0-40%) 𝐶"/𝐶$.

𝐶"/𝐶$(0-40%) deviates from zero at a level 
of ≲ 2𝜎.

𝐶"/𝐶$(70-80%) >0 for all energies. 

Beam Energy Dependence of Net-Proton 𝐶"/𝐶$

Blue bars: statistical uncertainties
Grey shaded bands: systematic uncertainties
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Beam Energy Dependence of Net-Proton 𝐶#/𝐶*

Deviations from zero at a level of ≲ 2𝜎
observed for most central(0-40%) 𝐶#/𝐶*.

𝐶#/𝐶*(70-80%) >0 for all energies. 
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𝜅" (0-5%) consistent with two component model expectation within uncertainties while 
𝜅# (0-5%) remains 1.8𝜎 away. The ratios 𝜅"/𝜅. and 𝜅#/𝜅" (0-5%) consistent with zero.

Proton Factorial Cumulant 𝜅" and 𝜅# at 7.7 GeV

CPOD2021- Ashish Pandav
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Summary

qBeam energy dependence of net-proton 𝐶"/𝐶$ and 𝐶#/𝐶* are presented for all BES-I 
energies. Centrality dependence of proton factorial cumulants (𝜅", 𝜅#) at 7.7 GeV are 
also shown.

qSome intriguing trends were observed, most central (0-40%) net-proton 𝐶"/𝐶$ and 
𝐶#/𝐶* show deviations from zero at a level of ≲2𝜎. 

qLQCD predicts negative 𝐶"/𝐶$ and 𝐶#/𝐶* for QCD matter. Positive values for peripheral 
collisions (70-80%) and (tentatively) negative values for central collisions (0-40%) 
observed in measurements.

qThe proton factorial cumulant 𝜅" at 7.7 GeV (0-5%) agrees with the expectation from 
a two component model within uncertainties while 𝜅# (0-5%) remains 1.8𝜎 away from 
expectation from such a model.

q High order fluctuations are crucial for determining the QCD phase structure. 
Precision measurements are necessary in order to confirm the observed trend in the 
fifth and sixth order cumulants.

See next talk by Risa: Multiplicity dependence of net-proton 𝐶" and 𝐶# at STAR  
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