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 All truth passes through three stages.  
     First, it is ridiculed.  
    Second, it is violently opposed.  
    Third, it is accepted as being self-evident. 
!
     - Arthur Schopenhauer (1788-1860)
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Figure 1.9: Jet virtuality evolution at RHIC (left) and LHC (right). Vacuum contributions
to virtuality (blue dashed lines) decrease with time and medium induced contributions
(red dashed lines) increase as the parton scatters in the medium. The total virtuality (blue
solid lines) is the quadrature sum of the two contributions. At RHIC the medium induced
virtuality dominates by 2.5 fm/c while at the LHC the medium term does not dominate until
4.5 fm/c. From Ref. [41].
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FIG. 2: (Color online) Left panels show �0 RAA for 0-5% Au+Au collisions at
�

sNN=200 GeV and predictions from PQM [4], GLV [12],
WHDG [6], and ZOWW [7] models with (from top to bottom) �q̂� values of 0.3, 0.9, 1.2, 1.5, 2.1, 2.9, 4.4, 5.9, 7.4, 10.3, 13.2, 17.7, 25.0, 40.5,
101.4 GeV2/fm; dNg/dy values of 600, 800, 900, 1050, 1175, 1300, 1400, 1500, 1800, 2100, 3000, 4000; dNg/dy values of 500, 800, 1100, 1400,

1700, 2000, 2300, 2600, 2900, 3200, 3500, 3800; and �0 values of 1.08, 1.28, 1.48, 1.68, 1.88, 2.08, 2.28, 2.68, 3.08 GeV/fm. Red lines indicate the
best fit cases of (top) �q̂�= 13.2, (upper middle) dNg/dy = 1400, (lower middle) dNg/dy = 1400, and (bottom) �0 = 1.88 GeV/fm. Right panels

show RAA at pT = 20 GeV/c.

Figure 1.10: p0 RAA for central Au+Au collisions compared to PQM Model calculations [43,
44] for various values of hq̂i [45]. The red line corresponds to hq̂i = 13.2 GeV2/fm and is the
best fit to the data.

Jet quenching (i.e., the significant loss of energy for partons traversing the QGP) was
discovered via measurements at RHIC of the suppression of single hadron yields compared
to expectations from p+p collisions [46, 47]. Figure 1.10 [45] shows a comparison between
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RHIC/LHC complimentarity 
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Why should I care about  RHIC now there’s LHC?

Different initial conditions and 
evolutionary paths: 

11

peratures reached in the most central Au+Au collisions
at RHIC, and 2.2±0.5 GeV2/fm at temperatures reached
in the most central Pb+Pb collisions at LHC. Values of q̂
in the hadronic phase are assumed to be proportional to
the hadron density in a hadron resonance gas model with
the normalization in a cold nuclear matter determined by
DIS data [81]. Values of q̂ in the QGP phase are consid-
ered proportional to T 3 and the coe�cient is determined
by fitting to the experimental data on R

AA

at RHIC and
LHC separately. In the HT-M model the procedure is
similar except that q̂ is assumed to be proportional to the
local entropy density and its initial value is q̂ = 0.89±0.11
GeV2/fm in the center of the most central Au+Au colli-
sions at RHIC, and q̂ = 1.29±0.27 GeV2/fm in the most
central Pb+Pb collisions at LHC (note that the values
of q̂ extracted in Sec IV are for gluon jets and therefore
9/4 times the corresponding values for quark jets). For
temperatures close to and below the QCD phase tran-
sition, q̂ is assumed to follow the entropy density, and
q̂/T 3 shown in Fig. 10 is calculated according to the pa-
rameterized EOS [96] that is used in the hydrodynamic
evolution of the bulk medium. In both HT approaches,
no jet energy dependence of q̂ is considered.

Considering the variation of the q̂ values between the
five di↵erent models studied here as theoretical uncer-
tainties, one can extract its range of values as constrained
by the measured suppression factors of single hadron
spectra at RHIC and LHC as follows:

q̂

T 3
⇡

⇢
4.6± 1.2 at RHIC,
3.7± 1.4 at LHC,

at the highest temperatures reached in the most central
Au+Au collisions at RHIC and Pb+Pb collisions at LHC.
The corresponding absolute values for q̂ for a 10 GeV
quark jet are,

q̂ ⇡
⇢

1.2± 0.3
1.9± 0.7

GeV2/fm at
T=370 MeV,
T=470 MeV,

at an initial time ⌧0 = 0.6 fm/c. These values are very
close to an early estimate [6] and are consistent with LO
pQCD estimates, albeit with a somewhat surprisingly
small value of the strong coupling constant as obtained
in CUJET, MARTINI and McGill-AMY model. The HT
models assume that q̂ is independent of jet energy in this
study. CUJET, MARTINI and McGill-AMY model, on
the other hand, should have a logarithmic energy depen-
dence on the calculated q̂ from the kinematic limit on the
transverse momentum transfer in each elastic scattering,
which also gives the logarithmic temperature dependence
as seen in Fig. 10.

As a comparison, we also show in Fig. 10 the value
of q̂

N

/T 3
eft in cold nuclei as extracted from jet quenching

in DIS [81] . The value of q̂
N

= 0.02 GeV2/fm and an
e↵ective temperature of an ideal quark gas with 3 quarks
within each nucleon at the nucleon density in a large
nucleus are used. It is an order of magnitude smaller
than that in A+A collisions at RHIC and LHC.
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FIG. 10. (Color online) The assumed temperature depen-
dence of the scaled jet transport parameter q̂/T 3 in di↵er-
ent jet quenching models for an initial quark jet with energy
E = 10 GeV. Values of q̂ at the center of the most central
A+A collisions at an initial time ⌧0 = 0.6 fm/c in HT-BW
and HT-M models are extracted from fitting to experimental
data on hadron suppression factor RAA at both RHIC and
LHC. In GLV-CUJET, MARTINI and McGill-AMY model, it
is calculated within the corresponding model with parameters
constrained by experimental data at RHIC and LHC. Errors
from the fits are indicated by filled boxes at three separate
temperatures at RHIC and LHC, respectively. The arrows
indicate the range of temperatures at the center of the most
central A+A collisions. The triangle indicates the value of
q̂N/T 3

e↵ in cold nuclei from DIS experiments.

There are recent attempts [92, 97] to calculate the jet
transport parameter in lattice gauge theories. A recent
lattice calculation [97] found that the non-perturbative
contribution from soft modes in the collision kernel can
double the value of the NLO pQCD result for the jet
transport parameter [98]. In the HT models such non-
perturbative contributions could be included directly in
the overall value of q̂. They can also be included in the
CUJET, MARTINI and McGill-AMY models by replac-
ing the HTL thermal theory or screened potential model
for parton scattering with parameterized collision kernels
that include both perturbative and non-perturbative con-
tributions.

One can also compare the above extracted values of q̂
to other nonperturbative estimates. Using the AdS/CFT
correspondence, the jet quenching parameter in a N = 4
supersymmetric Yang-Mills (SYM) plasma at the strong
coupling limit can be calculated in leading order (LO) as

q ~ 

Different virtuality 
evolutions: 
!
How/when does 
parton become  
“aware” of medium

^ 1.2 ± 0.3
1.9 ± 0.7 GeV2/fm T=370 MeV

T=470 MeV
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Figure 1.9: Jet virtuality evolution at RHIC (left) and LHC (right). Vacuum contributions
to virtuality (blue dashed lines) decrease with time and medium induced contributions
(red dashed lines) increase as the parton scatters in the medium. The total virtuality (blue
solid lines) is the quadrature sum of the two contributions. At RHIC the medium induced
virtuality dominates by 2.5 fm/c while at the LHC the medium term does not dominate until
4.5 fm/c. From Ref. [41].
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FIG. 2: (Color online) Left panels show �0 RAA for 0-5% Au+Au collisions at
�

sNN=200 GeV and predictions from PQM [4], GLV [12],
WHDG [6], and ZOWW [7] models with (from top to bottom) �q̂� values of 0.3, 0.9, 1.2, 1.5, 2.1, 2.9, 4.4, 5.9, 7.4, 10.3, 13.2, 17.7, 25.0, 40.5,
101.4 GeV2/fm; dNg/dy values of 600, 800, 900, 1050, 1175, 1300, 1400, 1500, 1800, 2100, 3000, 4000; dNg/dy values of 500, 800, 1100, 1400,

1700, 2000, 2300, 2600, 2900, 3200, 3500, 3800; and �0 values of 1.08, 1.28, 1.48, 1.68, 1.88, 2.08, 2.28, 2.68, 3.08 GeV/fm. Red lines indicate the
best fit cases of (top) �q̂�= 13.2, (upper middle) dNg/dy = 1400, (lower middle) dNg/dy = 1400, and (bottom) �0 = 1.88 GeV/fm. Right panels

show RAA at pT = 20 GeV/c.

Figure 1.10: p0 RAA for central Au+Au collisions compared to PQM Model calculations [43,
44] for various values of hq̂i [45]. The red line corresponds to hq̂i = 13.2 GeV2/fm and is the
best fit to the data.

Jet quenching (i.e., the significant loss of energy for partons traversing the QGP) was
discovered via measurements at RHIC of the suppression of single hadron yields compared
to expectations from p+p collisions [46, 47]. Figure 1.10 [45] shows a comparison between
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RHIC probes may behave 
differently to LHC probes 
and be in “different” medium
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Di-jet imbalance AJ Au+Au 0-20% R=0.4 

3

Anti-kT R=0.4, pT,1>20 GeV & pT,2>10 GeV with pTcut>2 GeV/c

|AJ|

Preliminary

Sys. Uncertainties: 
- tracking eff. 6%  
- tower energy 
  scale 2% 

Au+Au di-jets more imbalanced than p+p for pTcut>2 GeV/c
Au+Au AJ ~ p+p AJ for matched di-jets 
R=0.4 (Not true when R = 0.2)

Ev
en

t F
ra

ct
io

n

p-value<10-5  

(stat. error only)

p-value~0.8  
(stat. error only)

Different behavior to LHC?   
 but different jet pT and biases
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Initial conditions via vn and HBT
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Details of initial configuration 
large source of uncertainty

only on the value of !=s for the QGP but not on any details

of the model from which " and S ¼ "
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hx2ihy2i

p
are com-

puted. To good approximation, switching between initial
state models shifts points for a given collision centrality
along these universal curves, but not off the lines. For
example, reducing the final multiplicity by renormalizing
the initial entropy density shifts the points towards the left
but also downward because less elliptic flow is created, due
to earlier hadronization. The significantly larger h"parti from
the KLN model generates more v2 than for the Glauber
model, but the ratio v2=" is almost unchanged. Slightly
larger overlap areas S for the KLN sources decrease
ð1=SÞðdNch=dyÞ, but this also decreases the initial entropy
density and thus the QGP lifetime, reducing the ratio v2=";
the result is a simultaneous shift left and downward. Early
flow [34] (#0 ¼ 0:4 fm=c for !=s ¼ 0:08) increases v2="
by$5%, but the separation between curves corresponding
to !=s differing by integer multiples of 1=ð4"Þ is much
larger. Only in very peripheral collisions is the universality
of v2=" vs ð1=SÞðdNch=dyÞ slightly broken [36].

The clear separation and approximate model independence
of the curves in Fig. 1(b) corresponding to different
ð!=sÞQGP values suggests that one should be able to extract
this parameter from experimental data. However, only v2

and dNch=dy are experimentally measured whereas the
normalization factors " and Smust be taken from a model.
Figure 2 shows a comparison of the theoretical curves from
Fig. 1(b) with STAR data normalized by eccentricities and
overlap areas taken from different initial state models that
were all tuned to correctly reproduce the centrality depen-
dence of dNch=dy shown in Fig. 1(a) [37]. Since, for the
same model, the eccentricities and overlap areas depend
somewhat on whether they are calculated from the initial
energy or entropy density, the same definitionsmust be used
in theory and when normalizing the experimental data.

Both panels of Fig. 2 show the same data, in panel (a)
normalized by ", S from the MC-KLN model and in (b)

with the corresponding values from the MC-Glauber
model. The theoretical curves are from the same models
as used to normalize the data. The figure shows that
comparing apples to apples matters: when comparing the

data for v2f2g=h"2parti1=2 with those for hv2i=h"parti, the
former are seen to lie above the latter, showing that non-
flow contributions (which cannot be simulated hydrody-
namically) either make a significant contribution to v2f2g
or were overcorrected in hv2i [28], especially in peripheral
collisions. The extraction of !=s from a comparison with
hydrodynamics thus requires careful treatment of both
fluctuation and nonflow effects.
The main insight provided by Fig. 2 is that the theoreti-

cal curves successfully describe the measured centrality
dependence of v2=", i.e., its slope as a function of
dNch=dy, irrespective of whether the measured elliptic
flow is generated by an initial MC-KLN or MC-Glauber
distribution. To the best of our knowledge, the hybrid
model used here to describe the dynamical evolution of
the collision fireball is the first model to achieve this. The
magnitude of the source eccentricity (and, to a lesser
extent, of the overlap area) disagrees between these two
models, and this is the main source of uncertainty for the
value for ð!=sÞQGP extracted from Fig. 2. Both the Glauber
and KLN models come in different flavors, depending on
whether the models are used to generate the initial entropy
or energy density. We have checked that the versions
studied here produce the largest difference in source ec-
centricity between the models. In this sense we are con-
fident that Figs. 2(a) and 2(b) span the realistic range of
model uncertainties for " and S.
We conclude that the QGP shear viscosity for Tc < T &

2Tc lies within the range 1< 4"ð!=sÞQGP < 2:5, with the
remaining uncertainty dominated by insufficient theoreti-
cal control over the initial source eccentricity ". While this
range roughly agrees with the one extracted in [7], the
width of the uncertainty band has been solidified by using a
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FIG. 2 (color online). Comparison of the universal v2ð!=sÞ=" vs ð1=SÞðdNch=dyÞ curves from Fig. 1(b) with experimental data for
hv2i [28], v2f2g [39], and dNch=dy [33] from the STAR Collaboration. The experimental data used in (a) and (b) are identical, but the
normalization factors h"parti and S used on the vertical and horizontal axes, as well as the factor h"2parti1=2 used to normalize the v2f2g
data, are taken from the MC-KLN model in (a) and from the MC-Glauber model in (b). Theoretical curves are from simulations with
MC-KLN initial conditions in (a) and with MC-Glauber initial conditions in (b).
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STAR)BES)results)[prelim])

Cri'cal)Point)and)the)Onset)of)Deconfinement)(CPOD)))&)March)2013)&)Napa,)California)&)Mike)Lisa)&)STAR) 23)

STAR)preliminary)

•  shallow)monotonic)decrease...)
...)including)at)CERES)rapidi'es)

•  sensi'vity)to)EoS)and.....)

Cri'cal)Point)and)the)Onset)of)Deconfinement)(CPOD)))&)March)2013)&)Napa,)California)&)Mike)Lisa)&)STAR) 26)

Sensi'vity)to)fundamental)transport)coefficients)

•  Two)ini'al&state/viscosity)combina'ons)that)give)degenerate)results)in)azimuthal)
momentum)space,)are)non-degenerate*in*azimuthal*coordinate*space*
•  an)important)handle)on)a)fundamental)QCD)coefficient)

STAR)preliminary)
MC&KLN)η/s)=)0.2)

MC&Glauber)η/s)=)0.08)

Shen)and)Heinz)(PRC85)054902)(2012)))

Azimuthal coordinate space 
measurement breaks 

degeneracy from azimuthal 
momentum space  

Reveals spatial anisotropy 
after expansion
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Ultra-central geometry fluctuations 
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v2: 
Au+Au:  
Slope zero or slightly positive 
 Fluctuations dominate 
U+U: 
Slope negative 
 Geometry also matters 
 Select tip-tip in high mult. events 

Probe correlation of multiplicity and vn   
in very central ZDC selected data

U+U very sensitive to Initial State 
IP-Glasma better match to the data

Triangular Flow 

9/29/2014 Hui Wang, BNL  12 

Mult͗�ͮɻͮфϭ • Test the impact of Uranium’s prolate 
shape on initial state fluctuations 

 

• The slope of v3 vs. multiplicity is small 
and negative in both systems 

 

• We observe no differences between 
U+U and Au+Au in slope parameter 

v3: 
Au+Au and U+U:  
Slope zero or slightly positive 
 Fluctuations dominate 

Fri: H. Wang
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Cronin at lower energies/smaller systems
Species dependent effect 
seen as in original Cronin 
data 
!
Rcpp > RcpK > Rcpπ 

Compare: 
d+Au √s=200      Au+Au √s=27

6

d+Au 200

Au+Au 

Flow in both systems?

     RdAu        ~      Rcp  
     <pT>     ~    <pT> 
       µB         <      µB    
   dN/dy     <   dN/dy 
dN/dy/Npart > dN/dypart
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Centrality in d+Au

7
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Full$TPC$mult.$ Full$TPC$mult.$
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e)
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Different rapidity 
ranges to define 
centrality → different 
event samples 
!
!

STAR TPC -1<η<1, FTPC 2.8<η<3.7, ZDC η>6
Different fluctuations/
jet contamination

STAR Prelim STAR PrelimSTAR Prelim

If η>3 for centrality 
trigger di-jet partner 
not at mid-rapidity 
Fluctuations different
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High vs Low multiplicity d+Au
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4

underlying event. Such genuine dependences of midra-1

pidity jetlike correlations on forward event activity could2

be driven by such mechanisms as initial-state kT e↵ects3

or even final-state jet modifications by possible medium4

formation in the small d+Au collision system [3, 4].5

The PHENIX experiment reported a double-ridge dif-6

ference in the dihadron �� correlations between high-7

and low-multiplicity events in the acceptance range8

0.48 < |�⌘| < 0.7 [13]. Figure 3(a) shows the STAR9

data analyzed in a similar acceptance of 0.5 < |�⌘| < 0.710

for high and low FTPC-Au multiplicity events. The sys-11

tematic uncertainties shown by the histograms are the12

quadratic sum of those due to e�ciency and ZYAM, as13

well as the ZYAM statistical error, because it is com-14

mon for all �� bins. The correlated yields are larger in15

high- than that in low-activity collisions on both the near16

and away side, as previously discussed. The di↵erence of17

the raw associated yield in high-activity events minus the18

ZYAM-subtracted, jetlike correlated yield in low-activity19

events is shown in Fig. 3(b) by the open points. The sys-20

tematic uncertainties are the quadratic sum of the statis-21

tical and systematic uncertainties on ZYAM of the low-22

activity data. The additional 5% e�ciency uncertainty is23

not shown because it is an overall scale, not a↵ecting the24

shape of the dihadron correlation, therefore not a↵ect-25

ing the physics conclusions. Back-to-back double ridges26

are apparent, qualitatively consistent with the PHENIX27

observation [13]. However, this di↵erence, as previously28

demonstrated, is largely due to the residual jetlike corre-29

lation di↵erence. Interpreting this di↵erence as solely due30

to non-jet contribution in high-activity data is therefore31

premature.32

Again, to account for the jetlike correlation di↵erence,33

one may multiply the ZYAM-subtracted low-activity34

data by the jetlike ratio ↵ parameter before subtraction.35

Figure 3(b) shows, as the solid points, the raw associated36

particle yield in the high FTPC-Au multiplicity data af-37

ter subtracting the ↵ scaled jetlike correlated yield in38

the low-multiplicity data. The systematic uncertainties39

include, in addition to the propagated total error from40

ZYAM, the fit error on ↵. The near-side di↵erence is41

finite for the ⌘ range used. This is because, in part, al-42

though the jetlike yield di↵erence has been taken care of,43

this simple ↵ scaling does not account for the observed44

broadening of the near-side jetlike peak from low- to high-45

activity collisions. This causes a significantly larger dif-46

ference in the intermediate range of 0.5 < |�⌘| < 0.7.47

When �⌘ range closer to zero is used, e.g. |�⌘| < 0.3,48

the jetlike di↵erence is negative on the near side after ↵49

scaling. This is shown by the negative solid data points50

at �⌘ ⇠ 0 in Fig. 1(d). Baring from the di↵erence caused51

by the broadening, there is a finite pedestal value from52

the near-side Gaussian+pedestal fit, as aforementioned,53

that increases with event activity. This pedestal di↵er-54

ence remains in the near-side peak in Fig. 3(b).55

After the jetlike contribution is removed by the scaled56
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FIG. 3: (a) The dihadron correlated yield normalized per ra-
dian per unit of pseudorapidity as a function of �� in d+Au
collisions at low (40-100%, open circles) and high (0-20%,
closed circles) FTPC-Au multiplicities. Trigger and associ-
ated particles are 1 < pT < 3 GeV/c within 0.5 < |�⌘| < 0.7.
ZYAM positions are indicated with arrows. (b) The raw
associated yield at high FTPC-Au multiplicities minus the
unscaled (open circles) and scaled (closed circles) ZYAM-
subtracted correlated yields at low FTPC-Au multiplicities
versus ��. Error bars are statistical and boxes indicate the
systematic uncertainties.

subtraction, the away-side di↵erence is significantly di-57

minished. This suggests that any possible contribution58

from non-jetlike long-range correlations, the back-to-back59

ridge, is small. Although it does a better job of removing60

jetlike contributions than a simple subtraction of low-61

activity from high-activity data, the scaled subtraction62

may not completely remove the jet-like contributions.63

This is so for two reasons. One, the away-side jetlike64

yield in a given pT range may not strictly scale with the65

near-side one between high- and low-activity collisions,66

depending on the details of dijet production and frag-67

mentation. Two, the jetlike correlation shapes, being68

di↵erent on the near side, can also be di↵erent on the69

away side due to increasing kT broadening with event70

activity.71

In summary, dihadron correlations are measured at72

midrapidity using the STAR TPC as function of the73

forward rapidity event activity in d+Au collisions at74 p
sNN = 200 GeV. The event activity is classified by the75
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FIG. 1: The dihadron correlated yield normalized per radian
per unit of pseudorapidity as function of �⌘ in d+Au colli-
sions on the near (|��| < ⇡/3, filled circles) and away side
(|�� � ⇡| < ⇡/3, open circles). Shown are the (a) low- and
(b) high- multiplicity data, and the high- minus the (c) un-
scaled and (d) scaled low-multiplicity data. Trigger and as-
sociated particles are 1 < pT < 3 GeV/c and |⌘| < 1. The
Gaussian+pedestal fit to the near side is superimposed as the
solid line. Error bars are statistical and boxes indicate the
systematic uncertainties.

To investigate further the influence of event selection1

on jetlike correlations, Fig. 2(a) shows Y
jetlike

as a func-2

tion of the event activity, represented by the midrapidity3

uncorrected charged hadron dN/d⌘, in events selected4

according to the FTPC-Au multiplicity (solid squares)5

and ZDC-Au neutral energy (open squares), respectively.6

Five event samples are selected by each measure, corre-7

sponding to 60-100%, 40-60%, 20-40%, 10-20%, and 0-8

10% events. The systematic uncertainties are obtained9

by Gaussian fits to the �⌘ correlations in Fig. 1 varied10

by the ZYAM systematic uncertainties. Figure 2 shows11

that the near-side jetlike correlated yield continues to in-12

crease with increasing event activity. Such an increase is13

not observed in the HIJING model as illustrated by the14

curve in Fig. 2(a). The HIJING calculations are scaled15

down such that the lowest multiplicity bin matches the16

real data. The multiplicity dependence of the jetlike yield17

is clearly di↵erent for the HIJING simulations.18

The jetlike ratio ↵ parameter can quantify the e↵ect of19

event selection on jetlike correlations. Figure 2(b) shows20

the pT dependence of the ↵ parameter. The system-21

atic uncertainties are given by ZYAM uncertainties as in22

Fig. 2(a). Two sets of data points are shown: one (solid23

circles) has the trigger pT fixed to 0.5 < p(t)T < 1 GeV/c24

and shows the ↵ parameter as a function of the asso-25

ciated particle p(a)T . This trigger pT range is similar to26
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FIG. 2: (a) The near-side jetlike correlated yield, obtained
from Gaussian fit in Fig. 1, as function of the uncorrected
midrapidity dN/d⌘ measured in the TPC. Two event selec-
tions are used: FTPC-Au multiplicity (filled squares) and
ZDC-Au energy (open squares). The curve is the result from
a HIJING calculation. (b) The ratio of the correlated yields
in high over low FTPC-Au multiplicity events as function of
p(a)T (p(t)T ) where p(t)T (p(a)T ) is fixed. Error bars are statistical
and caps show the systematic uncertainties.

0.5 < p(t)T < 0.75 GeV/c used by PHENIX [13]. The ↵27

parameter is larger than unity and relatively insensitive28

to p(a)T for this particular p(t)T choice. The other set of29

points (solid triangles) shows ↵ as function of p(t)T with30

a fixed p(a)T of 1 < p(a)T < 3 GeV/c. In this case the ↵31

parameter decreases with p(t)T .32

There could be multiple reasons for the event-selection33

e↵ects on jetlike correlations. One could be a simple34

selection bias due to self-correlation: if the away-side35

jet contributes to the total FTPC-Au multiplicity, high36

FTPC-Au multiplicity event would preferentially select37

jets either of larger energy or happening to fragment38

into more particles. However, such an auto-correlation39

bias is not present in the HIJING model implementation,40

as clearly shown in Fig. 2(a). Event-activity dependent41

sampling of jet energies could also be caused by genuine42

physics; for example, there could be positive correlations43

between particle production from the jet and from the44

“Jet”-like yield increases with multiplicity 
Increase not observed in Hijing
At RHIC high-low may not 
work to remove jet signals

Fri: L. Yi
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J/Ψ in p+p and d+Au

9

J/\� in d+Au 200 GeV  

jaroslav.bielcik@fjfi.cvut.cz 
9 

E.Eskola, H.Paukkunenea and C.Salgo, Nucl. Phys. A 830, 599 (2009) R.Vogt, Phys. Rev. C 81, 044903 (2010) 

• Cold nuclear effects are important to interpret the heavy ion results. 
• Good agreement with model predictions using EPS09 nPDF parametrization 
     for the  shadowing,  and  J/ψ  nuclear  absorption  cross  section. 
• σabs

J/ψ =                                                                           fit to the data. mbEPSsyststat )09(.)(.)(8.2 8.1
1.1

0.4
8.2

5.3
6.2

�
�

�
�

�
�

STAR Preliminary STAR Preliminary 

J/Ψ in p+p exhibits xT scaling  
 for pT>4 GeV/c, n=5.6 
 Including new 500 GeV data 
!
At 200 GeV: 
  prompt NLO CS+CO describes data 
  prompt CEM describes data at high pT 

   direct NNLO CS under-predicts high pT

STAR Preliminary 

RdAu consistent with model calculations 
   shadowing from EPS09 nPDF 
   nuclear absorption σabsJ/Ψ ~ 3mb

Eskola et al. Nucl. Phys A 830, 599 (2009)
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Υ in p+p and d+Au

10

p+p 
Consistent with NLO pQCD CEM 
across all rapidity

d+Au 
Consistent with models including 
 Gluon nPDF (anti-shadowing) 
 Initial parton energy loss 
!
!
!
 RdAu = 0.48  ± 0.14 (stat) ± 0.07 
(sys) ± 0.02 (pp stat) ± 0.06 (pp sys) 
!
Data consistent with E772 p+A collision at 
√s = 42 GeV   
!

d"
Au"

PLB735 (2014) 127

CNM effects need more study →p+A run

Indication of suppression at mid-rapidity 
beyond that of current models
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Di-electrons & Direct Virtual Photons

11

Au+Au 200GeV results from Run10

Enhancement at ρ-like region(0.30-0.76 GeV/c2 )
1.77 ± 0.11(stat.) ± 0.24 (sys.) ± 0.33 (cocktail)
in Min.Bias

Comparison with models based on a ρ-broadening 
scenario :

1) Model I : effective many-body model 
[R. Rapp, PoS CPOD2013, 008 (2013)]

2) Model II : Parton-Hadron String Dynamics (PHSD)
[O. Linnyk et al., Phys. Rev. C 85, 024910 (2012)]

Phys. Rev. Lett. 113 (2014) 22301

2014/12/05 Chi Yang, IS2014@Napa, CA 7

Models show good agreement with data within uncertainty.

Enhancement in ρ-like region 
      1.77 ± 0.11 (stat) ± 0.24 (sys) ± 0.33 (cocktail)

!
Rapp1: Effective many-body model 
PHSD2: Parton-Hadron string dynamics 

1:R.Rapp PoS CPOD2013, 008 (2013) 
2: O.Linnyk et al. Phys. Rev. C 85, 024910 (2012)  
3: Van Hees,Gale and Rapp, Phys. Rev. C 84, 054906

Low pT range

Rapp’s  model prediction1 including QGP,  ρ, meson gas, and 
primordial production contributions is consistent with the 
invariant yield at 1<pT<5 GeV/c within our uncertainty.

1 :  from private communication with Ralf Rapp for Min.Bias.  
0-20%: initial temperature ~320MeV at 0.36fm/c, fireball life time ~10fm/c.   
[Van Hees, Gale, and Rapp, Phys. Rev. C 84, 054906]

2014/12/05 Chi Yang, IS2014@Napa, CA 14

Rapp model prediction3 including 
QGP, ρ, primordial and meson 
gas in good agreement with data  
T = 320 MeV at 0.36 fm/c fireball 
lifetime ~10 fm/c

Broadened  ρ models can explain data

Fri: C. Yang
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Muonic atoms

12

hadron-µ Coulomb bound state 
 - Formed in early dense part of collision from low pT thermal µ 
!

kaons and protons which fall into the momentum ranges 0.70-1.17 GeV/c and 1.33-2.22 GeV/c33

can also be cleanly identified.34

2.1. Invariant Mass35

With the proper particle identification, the atom invariant mass distributions can be studied.36

Three combinatorial methods were used, the unlike-sign, the like-sign, and the mixed-event. The37

like-sign pair mass was corrected from the acceptance di↵erence between positive and negative38

charged particles:39

LS+�(corrected) =
p
LS++LS��

ME+�p
ME++ME��

, (1)

where LS stands for like-sign, ME for mixed-event, and the indices of each term stand for the40

electric charges for hadrons and leptons. The origin of the correction is the di↵erent bending41

direction of particles with di↵erent charges in the magnetic field in the detector. The consequence42

is that pairs with certain opening angles are lost at the TPC sector boundaries or dead TPC43

readout units. The opening angles are di↵erent between same-charged and di↵eretly-charged44

pairs, and lead to lost pairs in di↵erent mass regions. More discussion of this correction can be45

found in [8].
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Figure 1: The pair invariant mass distributions of UL⇥ LS/ME

2 � 1 show peaks at the atom
masses.

46

The unlike-sign method, which pairs a hadron and a muon with opposite electric charges,47

contains the atom signal, a combinatorial background, and the attractive Coulomb e↵ect.48

The like-sign method, which pairs a hadron and a muon with the same change, contains a49

combinatorial background and repulsive Coulomb e↵ect. The mixed-event method, which pairs50

a hadron and a muon with opposite charges from di↵erent events, contains only a combinatorial51

background. Note that the attractive Coulomb force in the unlike-sign method will enhance52

the distributions; and the repulsive Coulomb force in the like-sign method will suppress the53

distributions. The following variable was used to cancel the Coulomb e↵ect in like-sign and54

unlike-sign and get the correct signal:55

UL⇥ LS/ME

2 � 1, (2)

where UL ⇥ LS stands for unlike-sign ⇥ like-sign, which cancels the Coulomb e↵ect, and ME56

stands for mixed-event for normalization. Figure 1 shows sharp peaks at zero net mass in57

UL⇥LS/ME

2�1 distributions after the Coulomb e↵ect was rejected. Here the net mass is the58

atom mass subtracted from hadron and muon mass.59

First observation of anti-matter and strange µ atoms

 µ  “Perfect” early time probe 
- colorless no interaction with QGP 
- little background from later stages 

Au-Au 200 GeV

p-µ K-µ
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<8 GeV/c, arXiv:1404.6185 (submitted to PRL)
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>6 GeV/c, PLB655, 104 (2007)
T
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STAR Preliminary

0-80% 

10-40% 40-80% 0-10% 

Quark Matter 2014, Zhenyu Ye 

Suppression of open charm at high pT in U+U collisions is similar to and 
extends the trend as that of open charm and pions in Au+Au collisions.  
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Direct charm suppression

13

High pT suppression 
 Similar to light quarks 
 U+U and Au+Au follow same trend 

!
Low pT enhancement  
!
!
!
!
flow and/or shadowing?  
         
CNM effects could be important

Nuclear Modification Factor 

17 

TAMU SUBATECH Torino Duke LANL 

HQ prod. LO FNOLL NLO LO LO 

QGP-Hydro ideal ideal viscous viscous ideal 

HQ eLoss coll. coll. 
+rad. 

coll.
+rad. 

coll.
+rad. 

diss.
+rad. 

Coalescence Yes Yes No Yes No 

Cronin effect Yes Yes No No Yes 

Shadowing No No Yes Yes/No Yes 

•  Large suppression at high pT points to 
strong charm-medium interaction; 

•  Indication of enhancement pT~0.7-2GeV/c, 
described by models with charm quarks 
coalescence with light quarks; 

•  CNM effects could be important 
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R
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Described by models including 
coalescence of charm quarks
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 uncertaintycollN
p+p uncertainty 62.4 GeV
p+p uncertainty 39 GeV
p+p 200 GeV(statistics)

Au+Au 200 GeV

Au+Au 62.4 GeV

Au+Au 39 GeV

U+U 193 GeV

!  Suppression increases with collision centrality 
!  Similar suppression in U+U and Au+Au collisions 
!  Weak beam energy dependence of J/ψ RAA 
            X.B. Zhao et al., PRC82, 064905(2010) 
            L. Yan et al., PRL97, 232301(2006) 

J/ψ 
STAR Preliminary 

Quarkonia 

Barbara Trzeciak: August 2 [parallel 4] 
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Quarkonia suppression in A+A

14

Similar suppression in U+U and Au+Au 
!
Weak beam energy dependence 
Some centrality dependence

PRL$111$52301$(2013)$

Au+Au$200$GeV$0280%$v2$

v2 consistent with no flow 

 Disfavors production from 
thermalized charm 
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Vector meson photo-production (UPC)

15

 t = -pT2 distribution  
(only preliminary corrections applied) 
!
Diffraction pattern visible to “3rd dip” 
!
Data consistent with coherent interactions 
with a nuclear size ~6.38 fm 

Details of diffraction pattern constrain 
dipole cross section models 

June 2-4, 2014 Seger - Photon Collisions Workshop 13 
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Data normalized using preliminary 
efficiencies & luminosity   

PhysRevC.87.024913 

J/Ψ cross-section as function of rapidity can provide insight into 
gluon distribution in the nucleus. dσ/dy ~ [g(x,Q2)]2

J/Ψ production observed over 2 rapidity units  
3<Mee<3.2 GeV/c2 

Only preliminary acceptance applied  
 - dip at zero due to cuts

Model more consistent with 
data when saturation applied

ρ
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Much to digest and more coming soon!

16

BES-II 
  detailed exploration of systems close to CP and smaller systems 
p+Au, d+Au, and 3He+Au collisions  
 test when and how “more” becomes “different” 
Polarized p+Au  
  unique RHIC capability single spin asymmetries probe saturation scale

MTD and HFT - detailed heavy flavor measurements coming soon 

iTPC Upgrade: 
 Rebuilds the inner 
sectors of the TPC 

EPD Upgrade: 
Allows a better and 

independent reaction 
plane measurement  

critical to BES 
physics 

EndCap TOF Upgrade: 
Rapidity coverage is critical for 
several proposed BES Phase II 

measurements 

Ultimately onto eSTAR
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A polarized p+p and p+A program for the next years 
 

The STAR Collaboration 
 

 
 

May 2014 
 

Forward calorimetry 
and tracking upgrade: 
 New forward coverage
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