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Motivation:	  Proton	  Spin	  Puzzle	  
Polarized	  DIS	  experiments	  
determined	  the	  quark	  
contribution	  to	  the	  spin	  of	  
the	  proton	  is	  ~30%.	  
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parabola and the 1σ uncertainty in any observable would correspond to ∆χ2 = 1. In order to account for unexpected
sources of uncertainty, in modern unpolarized global analysis it is customary to consider instead of ∆χ2 = 1 between
a 2% and a 5% variation in χ2 as conservative estimates of the range of uncertainty.

As expected in the ideal framework, the dependence of χ2 on the first moments of u and d resemble a parabola
(Figures 3a and 3b). The KKP curves are shifted upward almost six units relative to those from KRE, due to the
difference in χ2 of their respective best fits. Although this means that the overall goodness of KKP fit is poorer than
KRE, δd and δu seem to be more tightly constrained. The estimates for δd computed with the respective best fits
are close and within the ∆χ2 = 1 range, suggesting something close to the ideal situation. However for δu, they only
overlap allowing a variation in ∆χ2 of the order of a 2%. This is a very good example of how the ∆χ2 = 1 does not
seem to apply due to an unaccounted source of uncertainty: the differences between the available sets of fragmentation
functions.
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FIG. 4: Parton densities at Q2 = 10 GeV2, and the uncertainty bands corresponding to ∆χ2 = 1 and ∆χ2 = 2%

An interesting thing to notice is that almost all the variation in χ2 comes from the comparison to pSIDIS data.
The partial χ2 value computed only with inclusive data, χ2

pDIS , is almost flat reflecting the fact the pDIS data are

not sensitive to u and d distributions. In Figure 3, we plot χ2
pDIS with an offset of 206 units as a dashed-dotted line.

The situation however changes dramatically when considering δs or δg as shown in Figures 3c and 3f, respectively.
In the case of the variation with respect to δs, the profile of χ2 is not at all quadratic, and the distribution is much
more tightly constrained (notice that the scale used for δs is almost four times smaller than the one used for light
sea quarks moments). The χ2

pDIS corresponding to inclusive data is more or less indifferent within an interval around
the best fit value and increases rapidly on the boundaries. This steep increase is related to a positivity constraints on
∆s and ∆g. pSIDIS data have a similar effect but also helps to define a minimum within the interval. The preferred
values for δs obtained from both NLO fits are very close, and in the case of KRE fits, it is also very close to those
obtained for δu and δd suggesting SU(3) symmetry.

Rather than imposing the standard SU(2) and SU(3)
symmetry constraints on the first moments of the quark
and antiquark distributions, we allow for deviations

 !U!!D " #F$D%&1$ "SU#2%'; (6)

 !U$ !D! 2!S " #3F!D%&1$ "SU#3%'; (7)

where !F ( &!f1j $ ! "f1j '#Q2
0%, F$D " 1:269) 0:003,

3F!D " 0:586) 0:031 [2], and "SU#2;3% are free parame-
ters. In total we have fitted 26 parameters [16], setting
! "u; "d;"s;g " 0 in Eq. (4). Positivity relative to the unpolarized
PDFs of Ref. [14] is enforced at Q0. In Fig. 1 we compare
the results of our fit using Q " pT to RHIC data from
polarized p-p collisions at 200 GeV [4], included for the
first time in a NLO global fit. The bands are obtained with
the LM method applied to each data point and correspond
to the maximum variations for ALL computed with alter-
native fits consistent with an increase of !"2 " 1 or
!"2="2 " 2% in the total "2 of the fit.

Our newly obtained antiquark and gluon PDFs are
shown in Fig. 2 and compared to previous analyses [6,8].
For brevity, the total !u$!"u and !d$! "d densities are
not shown as they are very close to those in all other fits [6–
8]. Here, the bands correspond to fits which maximize the
variations of the truncated first moments,

 !f1;&xmin!xmax'
j #Q2% (

Z xmax

xmin

!fj#x;Q2%dx; (8)

at Q2 " 10 GeV2 and for [0:001 ! 1]. As in Ref. [8] they
can be taken as faithful estimates of the typical uncertain-
ties for the antiquark densities. For the elusive polarized
gluon distribution, however, we perform a more detailed
estimate, now discriminating three regions in x: [0:001 !

0:05], [0:05 ! 0:2] (roughly corresponding to the range
probed by RHIC data), and [0:2 ! 1:0]. Within each re-
gion, we scan again for alternative fits that maximize the
variations of the truncated moments !g1;&xmin!xmax'. These
sets are allowed to produce a third of the increase in "2 for
each region. In this way we can produce a larger variety of
fits than for a single [0:001 ! 1] moment, and, therefore, a
more conservative estimate. Such a procedure is not nec-
essary for antiquarks whose x shape is already much better
determined by DIS and SIDIS data.

One can first of all see in Fig. 2 that !g#x;Q2% comes out
rather small, even when compared to fits with a ‘‘moder-
ate’’ gluon polarization [6,8], with a possible node in the
distribution. This is driven mainly by the RHIC data, which
put a strong constraint on the size of !g for 0:05 & x &
0:2 but cannot determine its sign as they mainly probe !g
squared. To explore this further, Fig. 3 shows the "2 profile
and partial contributions !"2

i of the individual data sets for
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FIG. 1 (color online). Comparison of RHIC data [4] and our
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2% (see text).
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parabola and the 1σ uncertainty in any observable would correspond to ∆χ2 = 1. In order to account for unexpected
sources of uncertainty, in modern unpolarized global analysis it is customary to consider instead of ∆χ2 = 1 between
a 2% and a 5% variation in χ2 as conservative estimates of the range of uncertainty.

As expected in the ideal framework, the dependence of χ2 on the first moments of u and d resemble a parabola
(Figures 3a and 3b). The KKP curves are shifted upward almost six units relative to those from KRE, due to the
difference in χ2 of their respective best fits. Although this means that the overall goodness of KKP fit is poorer than
KRE, δd and δu seem to be more tightly constrained. The estimates for δd computed with the respective best fits
are close and within the ∆χ2 = 1 range, suggesting something close to the ideal situation. However for δu, they only
overlap allowing a variation in ∆χ2 of the order of a 2%. This is a very good example of how the ∆χ2 = 1 does not
seem to apply due to an unaccounted source of uncertainty: the differences between the available sets of fragmentation
functions.
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An interesting thing to notice is that almost all the variation in χ2 comes from the comparison to pSIDIS data.
The partial χ2 value computed only with inclusive data, χ2

pDIS , is almost flat reflecting the fact the pDIS data are

not sensitive to u and d distributions. In Figure 3, we plot χ2
pDIS with an offset of 206 units as a dashed-dotted line.

The situation however changes dramatically when considering δs or δg as shown in Figures 3c and 3f, respectively.
In the case of the variation with respect to δs, the profile of χ2 is not at all quadratic, and the distribution is much
more tightly constrained (notice that the scale used for δs is almost four times smaller than the one used for light
sea quarks moments). The χ2

pDIS corresponding to inclusive data is more or less indifferent within an interval around
the best fit value and increases rapidly on the boundaries. This steep increase is related to a positivity constraints on
∆s and ∆g. pSIDIS data have a similar effect but also helps to define a minimum within the interval. The preferred
values for δs obtained from both NLO fits are very close, and in the case of KRE fits, it is also very close to those
obtained for δu and δd suggesting SU(3) symmetry.

Rather than imposing the standard SU(2) and SU(3)
symmetry constraints on the first moments of the quark
and antiquark distributions, we allow for deviations

 !U!!D " #F$D%&1$ "SU#2%'; (6)

 !U$ !D! 2!S " #3F!D%&1$ "SU#3%'; (7)

where !F ( &!f1j $ ! "f1j '#Q2
0%, F$D " 1:269) 0:003,

3F!D " 0:586) 0:031 [2], and "SU#2;3% are free parame-
ters. In total we have fitted 26 parameters [16], setting
! "u; "d;"s;g " 0 in Eq. (4). Positivity relative to the unpolarized
PDFs of Ref. [14] is enforced at Q0. In Fig. 1 we compare
the results of our fit using Q " pT to RHIC data from
polarized p-p collisions at 200 GeV [4], included for the
first time in a NLO global fit. The bands are obtained with
the LM method applied to each data point and correspond
to the maximum variations for ALL computed with alter-
native fits consistent with an increase of !"2 " 1 or
!"2="2 " 2% in the total "2 of the fit.

Our newly obtained antiquark and gluon PDFs are
shown in Fig. 2 and compared to previous analyses [6,8].
For brevity, the total !u$!"u and !d$! "d densities are
not shown as they are very close to those in all other fits [6–
8]. Here, the bands correspond to fits which maximize the
variations of the truncated first moments,

 !f1;&xmin!xmax'
j #Q2% (

Z xmax

xmin

!fj#x;Q2%dx; (8)

at Q2 " 10 GeV2 and for [0:001 ! 1]. As in Ref. [8] they
can be taken as faithful estimates of the typical uncertain-
ties for the antiquark densities. For the elusive polarized
gluon distribution, however, we perform a more detailed
estimate, now discriminating three regions in x: [0:001 !

0:05], [0:05 ! 0:2] (roughly corresponding to the range
probed by RHIC data), and [0:2 ! 1:0]. Within each re-
gion, we scan again for alternative fits that maximize the
variations of the truncated moments !g1;&xmin!xmax'. These
sets are allowed to produce a third of the increase in "2 for
each region. In this way we can produce a larger variety of
fits than for a single [0:001 ! 1] moment, and, therefore, a
more conservative estimate. Such a procedure is not nec-
essary for antiquarks whose x shape is already much better
determined by DIS and SIDIS data.

One can first of all see in Fig. 2 that !g#x;Q2% comes out
rather small, even when compared to fits with a ‘‘moder-
ate’’ gluon polarization [6,8], with a possible node in the
distribution. This is driven mainly by the RHIC data, which
put a strong constraint on the size of !g for 0:05 & x &
0:2 but cannot determine its sign as they mainly probe !g
squared. To explore this further, Fig. 3 shows the "2 profile
and partial contributions !"2

i of the individual data sets for
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Inclusive	  jet	  
and	  pion	  data	  
from	  RHIC	  
allowed	  for	  
signi\icant	  
improvement	  
but	  large	  
uncertainties	  at	  
low	  X	  remain	  

de Florian et al., PRL 101 (2008) 072001 de Florian et al., Phys. Rev. D71, 094018 (2005).  2	  



Polarized	  pp	  collisions	  at	  RHIC	  
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Reconstructing	  Di-‐jets	  provide	  access	  
to	  the	  initial	  partonic	  kinematics	  at	  LO	  

x1 =
1
s
pT 3e

!3 + pT 4e
!4( )

x2 =
1
s
pT 3e

!!3 + pT 4e
!!4( )

cos! * = tanh "3 +"4
2

!

"
#

$

%
&

M = x1x2s
The	  Dijet	  ALL	  at	  500	  GeV	  is	  sensitive	  to	  lower	  	  
x	  values	  and	  therefore	  provides	  information	  
on	  ΔG	  in	  a	  new	  kinematic	  regime	  
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Dijet	  Cross	  Section	  at	  √s	  =	  500	  GeV	  

Tai	  Sakuma,	  Thesis,	  MIT	  (2010)	  

•  The	  di-‐jet	  cross	  section	  provides	  an	  essential	  
check	  for	  the	  experiment.	  	  	  

•  The	  Dijet	  cross-‐section	  was	  found	  to	  be	  in	  
good	  agreement	  with	  NLO	  pQCD	  theory	  at	  	  	  
√s	  	  =	  200	  GeV	  
	  

•  Measuring	  the	  cross-‐section	  at	  500	  GeV	  will	  
allow	  STAR	  to:	  

•  Test	  the	  behavior	  of	  a	  new	  Jet	  Algorithm	  
(anti-‐Kt	  versus	  midpoint	  cone)	  

•  	  Study	  the	  effects	  of	  increased	  
backgrounds	  and	  pileup	  

•  Understand	  trigger	  inef\iciencies	  

•  	  Study	  detector	  response	  and	  calibration	  

•  Verify	  that	  we	  understand	  our	  
observables	  and	  can	  use	  them	  in	  	  
asymmetry	  measurements	  
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The STAR Detector 
Tai	  Sakuma,	  Thesis,	  MIT	  (2010)	  
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Run	  9	  pp500	  MC	  Sample	  

•  Two	  Filters	  used:	  	  
•  Di-‐jet	  Pythia-‐level	  Filter	  	  

•  Improves	  signal	  extraction	  
•  Trigger	  Reconstruction	  level	  Filter	  

•  Reduced	  CPU	  time	  	  

•  The	  goal	  of	  this	  MC	  sample	  is	  to	  properly	  
account	  for	  

•  Inef\iciencies	  
•  Trigger	  
•  Vertex	  
•  Fiducial	  

•  Resolutions	  
	  
•  An	  Embedding	  Simulation	  Sample	  of	  83M	  
thrown	  events	  

•  Embed	  pythia	  MC	  particles/tracks	  into	  
zero	  bias	  triggered	  events	  from	  data	  

•  Perugia	  0	  TUNE	  320	  
	  	  

•  Detector	  backgrounds	  (pile-‐up)	  are	  not	  
capable	  of	  being	  properly	  simulated.	  	  

Pile-‐up	  Tracks	  

z	  

TPC	  
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Event	  Selection	  
•  2009	  Data	  collect	  
~10pb-‐1	  	  with	  an	  
average	  polarization	  of	  
~40%	  

•  Jet	  Patch	  (JP): 	  Division	  
of	  the	  BEMC	  into	  18	  
regions	  (1x1	  in	  ηxϕ	  
space)	  each	  containing	  
400	  towers	  	  

	  
•  Require	  #	  jets	  ≥	  2	  	  
	  
•  Require	  |	  Z	  vertex	  |	  ≤	  50	  cm	  
	  

•  Triggers	  
•  Three	  Triggers	  examined:	  

•  JP1:	  ET	  ≥	  ~8.3GeV	  	  
•  JP2:	  ET	  ≥	  ~13.0GeV	  
•  AJP:	  ET	  ≥	  ~	  6.4	  GeV	  for	  two	  
adjacent	  jet	  patches	  

•  Geometric	  Trigger:	  
•  Requiring	  a	  jet	  to	  be	  located	  
near	  a	  JP	  

•  Same	  side	  jet	  
demonstrates	  trigger	  
bias	  

10	  



Selecting	  Di-‐jet	  Events	  
•  Select	  the	  highest	  two	  pT	  jets	  
	  
•  Apply	  the	  asymmetric	  jet	  pT	  cut:	  

max(pT1,	  pT2)	  >	  13	  (GeV/c)	  and	  
min(pT1,	  pT2)	  >	  10	  (GeV/c)	  	  

	  
•  Require	  |jet	  η|	  <	  0.8	  
	  
•  Require	  |det	  jet	  η|	  <	  0.7	  
	  
•  Require	  one	  jet	  to	  have	  RT	  <	  0.95	  

•  Δϕ	  	  ≥	  2.0	  for	  back	  to	  back	  jets	  
	  
•  Calculate	  the	  invariant	  mass	  of	  

the	  two	  jets	  	  

11	  



Run	  9	  500GeV	  Jet	  Data/Simulation	  Comparison	  

Nice	  agreement	  between	  data	  
and	  simulation	  in	  Run	  9	  	  
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Minv = 2pT 3pT 4 cosh(!!)" cos(!")( )
*ignoring	  jet	  mass	  

preliminary	  
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Summary	  	  
•  Constraint	  of	  	  the	  parton	  kinematics	  and	  the	  shape	  of	  Δg(x)	  

at	  lower	  x	  is	  provided	  by	  examining	  correlation	  
measurements	  at	  √s	  =	  500	  GeV	  

•  The	  Di-‐jet	  cross-‐section	  analysis	  motivates	  STAR’s	  abilities	  
to	  measure	  asymmetries	  at	  this	  higher	  energy.	  

•  The	  data/MC	  comparisons	  are	  well	  matched	  and	  can	  be	  
used	  for	  data	  inef\iciencies	  and	  resolutions	  corrections.	  	  	  	  

	  
•  Calculate	  the	  Dijet	  cross-‐section	  and	  evaluate	  the	  full	  

systematics.	  
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Back-‐up	  
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Outline	  

² 	  Concise	  Motivation	  	  

² 	  BNL	  and	  the	  STAR	  experiment	  

² 	  Di-‐Jet	  Cross-‐section	  Analysis	  

² 	  Data/Simulation	  Comparisons	  
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Relativistic	  Heavy	  Ion	  Collider	  
(RHIC)	  

BRAHMS	  

PHENIX	  

AGS	  

BOOSTER	  

Spin Rotators 
(longitudinal polarization)	  

Solenoid Partial Siberian Snake	  

Siberian Snakes	  

200 MeV Polarimeter	  
AGS Internal Polarimeter	  

Rf Dipole	  

RHIC pC Polarimeters	  Absolute Polarimeter (H↑ jet)	  

AGS pC Polarimeters	  
Strong Helical AGS Snake	  

Helical Partial Siberian Snake	  

Spin Rotators 
(longitudinal polarization)	  

Spin flipper	  

Siberian Snakes	  

STAR	  

PHOBOS	  

Pol. H- Source	  
LINAC	  
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Anti-‐Kt	  Algorithm	  	  
PA
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π-	


Κ0	


π0	
π+	


e-‐	  

e+	  

Two	  Distances:	  	  
	  dij	  	  =distance	  between	  entities	  i	  and	  j	  
	  diB	  =	  distance	  between	  i	  and	  the	  	  	   	  	  	  	  	  
	   	  	  beam	  

Then	  cluster	  proceeds	  by	  identifying	  the	  
smallest	  of	  the	  distances.	  I	  
	  
If	  it	  is	  a	  dij	  recombine	  entities	  i	  and	  j	  
	  
If	  it	  is	  diB	  call	  i	  a	  jet	  and	  removing	  it	  from	  
the	  list	  of	  entities.	  	  
	  
The	  distances	  are	  recalculated	  and	  the	  
procedure	  repeated	  until	  no	  entities	  are	  
left.	  

dij =min
1
kti
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1
ktj
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1
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'ij
2 = yi ( yj( )

2
+ !i (! j( )

2

R = 0.6
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