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Summary

According to the theory of strong interactions, Quantum Chromodynamics (QCD),

quarks are almost non-interacting at short distances and the interactions become

stronger as the distance increases between them. This leads to the confinement of

quarks within colorless objects (hadrons) containing either qqq (baryons) or quark-

antiquark (mesons). Lattice QCD calculations show that at high temperature and

high density, quarks and gluons behave qualitatively different from that at normal

nuclear matter. According to LQCD, at temperatures (T ∼ 200 MeV) and/or

baryon density (∼ 5 to 10 times normal nuclear matter density), the quarks and

gluons are no longer confined inside hadrons but are free to roam over distance

nuclear sizes; this new phase of matter is called Quark Gluon Plasma (QGP). The

necessary conditions for phase transition of normal nuclear matter to QGP can be

produced on earth by colliding two heavy nuclei at relativistic energies.

One of the primary goals of the heavy-ion experiments at Relativistic Heavy Ion

Collider (RHIC) at Brookhaven National Laboratory (BNL), New York was to

study the nuclear matter under extreme condition of temperature and density.

The RHIC accelerated heavy-ions up to 100 AGeV, and based upon results in the

first few years, RHIC later planned a Beam Energy Scan programme to accelerate

heavy-ions at various energies ( from 7.7 A GeV to 39 A GeV) to search for the

critical point of the QCD phase diagram. The analysis in this pursuit is still

continuing.

The present work is based on the data collected in one of the four experiments

that were commissioned at RHIC, the Solenoidal Tracker at RHIC, more popu-

larly known as the STAR experiment. Before discussing the data analysis and

results, the STAR detector and its subsystems have been discussed in Chapter 2.

In addition to various other measurements, the STAR experiment also probes the

phenomena of multiparticle production by investigating a possible scaling with

the number of participating nucleons or the number of nucleon-nucleon collisions

in a heavy-ion collision. The evolution of the system is probed by measuring the

coefficients of expansion in the azimuthally anisotropic distribution of the final



state particles. STAR has earlier reported results on observation of number of in-

clusive photons scaling with the number of participating nucleons and a centrality

independent limiting fragmentation behaviour in pseudorapidity density measure-

ments of photons. STAR has also reported results on elliptic flow measurements

of identified particles, primarily in the midrapidity region.

The totally indigenous preshower Photon Multiplicity Detector (PMD) was de-

signed to study the number and spatial distribution of inclusive photons produced

at forward rapidities in heavy ion collisions in the STAR experiment. In addition

to recording data at 62.4 and 200 A GeV, PMD took data during Beam Energy

Scan at RHIC in the year 2010 and 2011 for Au+Au collisions at 39, 27 and 19.6

GeV. In the present work, the scaling of multiplicity and the limiting fragmentation

is explored at the BES energies by measuring photons in the pseudorapidity region

-3.7 ≤ η ≤ −2.3 of the PMD. The results presented in this thesis are preliminary

results of STAR Collaboration.

The various procedures adopted for cleaning the raw data and for gain normal-

ization have been discussed in Chapter 3. The more than 40 K channel in the

PMD have varying response to the minimum ionising particles, requiring a proper

gain normalisation of all the channels. Detailed procedures have been evolved to

remove the malfunctioning channels and eventual normalisation to produce data

in the form that is amenable to analysis. The actual photon yield and the pseudo-

rapidity distributions are obtained from the raw measurements using corrections

due to detector acceptance as well as photon reconstruction efficiency and purity

of photon like sample. Detailed procedures for the same were carried out, and are

discussed in Chapter 3, along with the final results on rapidity distributions and

the systematic errors.

In Chapter 4, the photon multiplicity and rapidity density distributions for Au+Au

collisions at 39, 27 and 19.6 GeV have been compared with data from HIJING and

AMPT event generators. Earlier studies have shown that the number of photon

produced per average number of participating nucleon pairs increases with the

beam energy and is independent of the collision centrality. Earlier studies have

also shown that the photon pesudorapidity distributions normalized by average

number of participating nucleon pairs, plotted as a function of η−ybeam, are found



to follow a longitudinal scaling which is independent of centrality, collision energy

and colliding ion species. At BES energies, the same investigation revealed that

the scaled multiplicity is observed to increase with decreasing centrality. The

cause for this excess is not currently not understood. The present work makes an

attempt to understand this using a model independent parametrisation, using two

free parameters which are determined from data. By using the same parametrised

form, the photon production per unit rapidity, scaled by the proposed factor as a

function of η−ybeam also shows longitudinal scaling even beyond the beam rapidity.

In Chapter 5, the results on elliptic and triangular flow have been obtained using

AMPT with string melting and default calculations. The primary purpose of

these calculations is to provide a reference for measurements of the beam energy

dependence of v2 and v3. The study showed that the data on multiplicity, v2
and v3 at RHIC and at LHC could be explained by turning off initial and final

state radiation in HIJING (reducing the initial entropy) but keeping relatively

large cross-sections in the QGP phase. In Chapter 6, the results of elliptic flow

of photons using PMD for Au+Au collision at 39 GeV have been reported. The

pseudorapidity dependence of v2 have been studied for different centralities. The

rapidity integrated v2 results have been compared to the predictions from AMPT

(string melting) and found to be in satisfactory agreement, while incorporating

the systematic errors on v2.

The thesis ends with conclusions and a short outlook for future.
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Chapter 1

Introduction

The behaviour of matter under extreme conditions is governed by its equation of

state. Equivalently, probing the matter in extreme conditions enables the deter-

mination of the equation of state. There is evidence of dense nuclear matter in

the core of neutron star with density many times the density of normal nuclear

matter [1]. The Big Bang Model of the creation of the Universe also assumes an

evolution that includes a phase of dense nuclear matter of unconfined quarks and

gluons. Thus, it is of interest to study nuclear matter under extreme conditions in

controlled experiments. Such experiments can be done by colliding nuclear mat-

ter, heavy-ions, at extremely high energies in laboratories [2]. Measuring the final

state particles and their distribution in the phase space can provide information

about the different evolutionary stages of the collision, including the possible for-

mation of dense nuclear matter. Quarks and gluons may be deconfined in this

dense state of matter, producing a new phase of matter called the Quark-Gluon

Plasma [3].

Earlier experiments on heavy-ion collisions were limited to exposing photographic

emulsions to cosmic rays, and measuring the final state particles [4]. With the

advent of technology to accelerate heavy ions at high energies, experiments could

be conducted under controlled conditions. A systematic study of heavy-ion colli-

sions started more than three decades ago. Such systematic study was conducted

in fixed target experiments by accelerating heavy-ions at the Alternating Gradient

Synchrotron at Brookhaven National Laboratory in New York [2, 5] and at the

1
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Super Proton Synchrotron at the European Organisation for Nuclear Research in

Geneva [6]. A wealth of data and results were obtained in fixed target experiments

for collisions up to nucleon-nucleon centre of mass energies of about 19 GeV with

nuclei as large as Lead (Pb) [7, 8].

The Relativistic Heavy Ion Collider (RHIC) at Brookhaven National Laboratory

is the first heavy-ion collider, and has been in use since the year 2000 [9–11].

RHIC has provided nucleon-nucleon centre of mass energies of up to 200 GeV for

nuclei as large as Gold (Au). Two beams of Au nuclei accelerated to 100 GeV

per nucleon, are made to collide with each other, giving the total centre of mass

energy of 200 GeV per nucleon. During the collisions, the nuclei may compress,

pass through each other, create a violent collision converting the incident energy

into particles of mass, form dense nuclear matter, or a combination of all of the

above. Study of matter created in these collisions helps to understand the phase

diagram [12, 13].

1.1 The Phase Diagram of Hadronic Matter

Quarks and leptons are the basic building blocks of matter. The quarks carry a

colour charge, and their interactions with each other, and with the gluons, are

described by the currently accepted theory of strong interactions, Quantum Chro-

modynamics (QCD). Due to colour confinement, free quarks and gluons can not

be observed in nuclear matter under normal conditions. Lattice QCD predicts

that quarks will be deconfined and a new state of matter called Quark-Gluon

Plasma(QGP) will be created if the temperature is extremely high.

The QCD phase diagram is shown in Figure 1.1 [14]. The horizontal axis is

the net baryon density, which is closely related to the baryochemical potential

µb. Baryochemical potential is the amount of energy needed to add an additional

baryon to the existing matter. Three different forms of nuclear matter are shown

in this diagram.

• normal nuclear matter at low temperatures and density.

• quark-gluon plasma at high temperatures ,
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Figure 1.1: The QCD phase diagram

• color superconductor at low temperatures and high baryon density (e.g. neu-

tron stars) [15].

Heavy-ion collisions lead to production of dense system which can reach energy

densities and temperatures high enough for a phase transition to occur [16–18].

If µB is relatively small and temperature is high, a cross over to deconfined quark-

gluon plasma phase is expected [19–21]. At higher µB, the phase transition is

expected to be a first order transition. On the boundary of the hadronic and QGP

phase, there is expected a critical point [22–24] where the phase transition would

change from cross over to first order. However, due to the difficulty of lattice QCD

calculations at finite µB, accurate predictions of the location of critical point in

the phase diagram are still lacking.

The heavy-ion collisions at different colliding energies probe different regions of

the QCD phase diagram. The main interest in theory and in experiments in high

energy heavy-ion collision is to search for the QCD critical point and the effort

to locate the QCD phase boundary in the phase diagram. At present, the experi-

mental collaborations that are focusing on these exciting physics issues are STAR
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(Solenoidal Tracker At RHIC) [12] and PHENIX (Pioneering High Energy Nuclear

Interaction experiment) [25] at RHIC, and SHINE (SPS Heavy Ion and Neutrino

Experiment) at SPS (the Super Proton Synchrotron) at CERN in Switzerland

[26, 27]. The near future experiments which aim to search for a possible critical

point are CBM (Compressed Baryonic Matter) [28] at FAIR (Facility for Antipro-

ton and Ion Research) at Darmstadt in Germany, and NICA (Nuclotron-based Ion

Collider facility) at Dubna in Russia [29]. All these experiments cover different

regions of the phase diagram and hence complement each other. During the ini-

tial operation of the RHIC and at the Large Hadron Collider at CERN, the high

temperature region is probed. To see the nature of the transition, and obtain the

threshold conditions for the transition, it is important to study the collisions at

varying energies. To meet this goal, the RHIC studied the collisions at a scan of

beam energies from 39 A GeV to 7.7 A GeV, known as the Beam Energy Scan

(BES) program.

1.2 High Energy Heavy-Ion Collisions

When two heavy nuclei approach each other at ultra-relativistic energies, they

appear to be Lorentz contracted. The overlap region of the two nuclei depends

upon impact parameter. The nucleons in the overlap region are called participants

and those which are not participating are called spectators as shown in Figure 1.2.

Figure 1.2: Schematic diagram showing collision of two nuclei with non zero
impact parameter. The participants and the spectators are also shown.
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Figure 1.3: Space time diagram and different evolution stages of a relativistic
heavy-ion collision.

When the impact parameter is small, the overlap is large, the collision is called

a ’central’ collisions. When the impact parameter is large, the overlap is small,

the collision is called a ’peripheral’ collision. For intermediate range of impact

parameters, these are generally termed as semi-central collisions. The number of

participating nucleons decreases as the impact parameter increases.

The dynamics of nucleus-nucleus collision can be viewed by space time diagram

[30] with the longitudinal coordinate z (marked as space) and the time coordinate

t as shown in Figure 1.3. The projectile and target nucleus both meet at z = 0 and

t = 0. At very high energy, when a collision occurs, the large amount of energy is

deposited in a small region of space for a short time, called the fireball. The energy

deposited can produce a large number of quarks and gluons which, at sufficiently

high temperature and particle density, can move freely over nuclear instead of

nucleonic volumes. The quarks and gluons can interact strongly and may lead to

a locally equilibrated state, quark gluon plasma,which is shown by the red band in

Figure 1.3. The matter expands under its own strong internal pressure and cools

down. When its temperature comes down to around Tc (critical temperature),

the phase transition from QGP to hadronic matter occurs (hadronization). When

the system cools further, below a certain temperature, there are no more elastic
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or inelastic interactions. After this final freezeout, the particles stream through

freely to the detector.

1.3 Evolution of Heavy-Ion Collisions

The heavy ions being extended objects, the geometry plays an important role in

the evolution dynamics of the collision. Different stages of the collision can be

probed using different measurements. The results of measurements reflect the ini-

tial geometry of the collision. The entire evolution of the collision can be described

by an initial state governed by geometry, an expansion of matter depending upon

its equation of state and the subsequent interactions, and the freezeout.

1.3.1 Initial Geometry and Characterisation

When two nuclei collide, the overlap region is decided by the impact parameter of

the collision. The number of participating nucleons, Npart, in the collision affect

the total energy deposited in the overlap region, and hence also the total number

of particles produced. The measurement of the number of particles produced, to

the first order, is a good estimate of the impact parameter of the collision, and of

the energy density obtained in the system.

Various model calculations describe that with increasing collision energy, the pro-

duced particle multiplicity also increases. Measurments by PHENIX experiment at
√
sNN = 130 GeV, reveal that collisions at RHIC generates ∼0.8 GeV of transverse

energy per produced charge particle near midrapidity and independent of collision

centrality. Under certain assumptions, suggested by Bjorken, the estimate of the

initial spatial energy density [30] of the bulk matter is given by :

εBj =
dET
dy

1

τ0πR2
(1.1)
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where τ0 is the formation time and R is the initial radius of the expanding system.

With reasonable estimates for these parameter values (τ0 ≈ 1fm/c,R ≈ 1.2A1/3),

the energy density in Au+Au collisions at RHIC is ∼ 5 GeV/fm3, which is well

above the critical energy density ∼ 1 GeV/fm3 expected from LQCD for the

transition to the QGP phase.

The number of participating nucleons can be estimated on an average in a Glauber

model approach [31]. Assuming a uniform density of the nuclei, the number of

protons and neutrons can be estimated within a certain overlap region by using

the nuclear thickness function. However, this approach provides only the mean

number of participating nucleons. The distribution of the number of participat-

ing nucleons and the total (identified) particle multiplicity show a very similar

characteristic behaviour, indicating a possible correspondence between multiplic-

ity and impact parameter in minimum bias collisions. While the above may be

correct on an average, fluctuations in particle production processes, and in the

number of participating nucleons at a given impact parameter, inhibit a unique

correspondence between the measured multiplicity and the impact parameter.

As a first approximation, it is tempting to consider nuclear collsions to be a super-

position of nucleon nucleon collisions. Considering that there are two participants

in a pp collision, it is interesting to study the multiplicity in a nucleus - nucleus col-

lision, scaled by the number of participants, or scaled by the number of collisions.

If the observed multiplicity demonstrates scaling with the number of participants,

then the dominant process for particle production is ’soft’, where the momentum

transfer is small. However, if the multiplicity is seen to scale with the number of

collisions, then the dominant process for particle production is ’hard’, where the

momentum transfer is large. Multiplicities and rapidity densities are characterised

by estimates of Npart and Ncoll. The initial shape of the colliding zone is decided

by the positions of the nucleons. Both multiplicity and the initial shape are closely

related to the expansion and subsequent freezeout of the nuclear matter.

PHOBOS experiment searched for a possible scaling of pseudorapidity density

with Npart over a large pseudorapidity window [32]. The centrality dependence of

charged particle density from PHOBOS experiment is shown in Figure 1.4. Panel

(a) of Figure 1.4 shows the total charge particle multiplicity measured within the
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Figure 1.4: PHOBOS result on centrality dependence of dNch/dη for different
eta ranges in Au+Au collisions at

√
sNN = 200 GeV [32].

range |η| < 5.4 for Au+Au collision a
√
sNN = 200 GeV. Panel (b)-(f) shows

the < Npart > dependence of dNch/dη per participant nucleon pair, plotted for

five different eta bins. In all figures, PHOBOS has also shown predictions from

an event generator HIJING as a solid line. Considering that the data shows

behaviour that changes with the η region, the dependence on Npart is not the

same everywhere. Further studies have attempted to explain the pseudorapidity

density by considering a contribution that depends upon Npart and another that

depends on Ncoll.

Even in the case of symmetric nuclei, the overlap region is asymmetric because

of density fluctuations inside nuclei. Many event generators that use the Glauber

approach, generate positions of the nucleons in the nuclei using Monte Carlo meth-

ods, and assume a straight line trajectory for the nucleons. When two nucleons

from different nuclei approach a distance less than the corresponding radius of a

geometrical cross section of interaction, then the nucleons are considered to be
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interacting, or participating. Such a simulation of nuclear positions and their ap-

proach towards each other is considered as one event in simulated data. Different

event generators model the dynamics of collisions differently. By simulating a large

number of events, the event generators can provide a distribution of the number of

participants in a given impact parameter range. For each event, the information

on the number of nucleons participating Npart, and the number of nucleon-nucleon

collisions Ncoll can be recorded. The same Monte Carlo event generators can pro-

vide an event-by-event position (spatial) map of the nucleons in the overlap region.

The fluctuations in the number of nucleons, and in their positions, both contribute

to the final state observables as will be discussed in the next section(s).

Further, features of particle production at different rapidities in collision of dif-

ferent beam energies may demonstrate the phenomena of ’limiting fragmentation’

[33], and will be discussed in the next section(s).

1.3.2 Expansion of Matter and Freezeout

After the initial collision, the large energy deposited in the fireball materialises in

thousands of partons interacting strongly. These interactions may lead to a ther-

mal equilibrium. The expansion can be modeled using hydrodynamical evolution

[34–36]. Any solution of hydrodynamical evolution requires an equation of state

of the system, which along with the initial conditions, define the starting point

of the system. Due to high parton density, the mean free path λ between the

interactions is much smaller than the size of the fireball . This allows to assume

that the system is in local thermodynamic equilibrium.

In addition to the radial flow of matter during the expansion, there is also an

anisotropic flow caused due to the azimuthally anisotropic collision zone. The

spatial anisotropy causes different pressure gradients in the direction along the

impact parameter and perpendicular to it. Re-scattering processes amongst the

produced particles transform this spatial deformation into momentum space with

more matter flowing out along the reaction plane ( i.e. in the plane defined by

impact parameter and beam direction) than perpendicular to it. This causes

the azimuthal distribution of particles to be anisotropic and correlated with the
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reaction plane. This is termed as anisotropic flow [37–39]. As more particles push

out along the event plane, the initial asymmetry of the fireball vanishes. This is

called the self-quenching behaviour of flow. The anisotropic flow predominantly

develops in the intitial stages, can be measured in the final state particles, and

serves as a probe to study the initial stages of expansion in the evolution of heavy-

ion collision.

Once the system expands, the hydrodynamic fluid is transformed to particles, a

process modeled by the Cooper-Frye freezeout mechanism. These particles con-

tinue to interact inelastically until they cool down such that inelastic collisions

do not occur. At this point, the hadron composition of the matter is frozen, the

relative ratio of different hadron species are fixed, and this is referred to as the

chemical freezeout. Subsequently, the particles continue to interact elastically un-

til kinetic freezeout, beyond which the particles stream away freely. Since the

particle ratios are fixed at the chemical freezeout, the measurement of their yields

can provide information about the system during this stage [9].

Figure 1.5: STAR results on ratios of pT integrated mid-rapidity yields for
different hadron species for central Au+Au collisions at

√
sNN = 200 GeV. The

horizontal bars represent statistical model fits to the measured yield ratios. The
fit parameters are Tch = 163 ± 4 MeV, µB = 24 ± 4 MeV, γs = 0.99 ± 0.07.

The variation of γs with centrality is shown in the inset [9].
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At chemical freezeout, the measured ratio can be used to constrain the system

temperature and the baryonic chemical potential µB. The statistical model as-

sumes that the system is in chemical and thermal equilibrium [40]. A comparison

of the experimental pT integrated hadron yield ratios measured by STAR experi-

ment for central Au+Au collisions, with statistical model fits is given in Figure 1.5.

The good fit obtained in describing the ratios by model calculations indicates that

the light flavors have reached chemical equilibrium for central and semi-central

collisions at temperature Tch = 163.5 MeV [9].

Statistical model is able to explain the ratios of a large number of particle species

using few parameters like baryon chemical potential, chemical freezeout temper-

ature, and strangeness chemical potential. The strange particle ratios do not fit

well, suggesting that these might freezeout at a different temperature. By in-

cluding an additional factor, termed as the strangeness suppression factor γs, the

statistical model is able to fit the strange particle ratios also. The variation of

γs with centrality is shown in Figure 1.5. The value of γs reaches ∼ 1 for most

central collisions.

Figure 1.6: STAR results on the χ2 contours for temperature Tfo and radial
flow velocity βT extracted from thermal and radial flow fits for hadrons produced
in Au+Au collisions at 200 GeV. The centrality selection are indicated on the

top of the plot [9].
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Particles which are formed as a result of chemical freezeout, interact with each

other and their space time evolution is modeled using hydrodynamics. The char-

acteristics of the system at kinetic freezeout can be explored by studying the

transverse momentum distributions for various hadron species [9]. The transverse

momentum distribution of hadrons reflects the later conditions in the evolution as

well as the integrated effect of expansion from the beginning of the collision. The

result on spectra have shown that the details of the spectra are a combined effect

of collective radial flow and a thermalised system yielding a temperature termed

as the kinetic freezeout temperature Tfo. For each event centrality, the spectra of

π, K, p were fit to a blast wave model using a single value of radial flow velocity

<βT> and temperature Tfo, as can be seen in Figure 1.6 for Au+Au collisions

at 200 GeV. It has been observed that the bulk of the system which consists of

kaons, pions and protons become cooler at kinetic freezeout and develop a stronger

collective flow.

1.4 Experimental Observables to Study Heavy-Ion

Collisions

Systematic experimental studies and theoretical advances have provided a large

number of experimental observables to discern the mechanism of heavy-ion colli-

sions. Depending upon the various stages of collisions and evolution process, these

signatures reveal insights about the collision processes and its different stages. The

signals which are produced in the first stages of the collision are known as hard

probes. There is a high momentum transfer between the colliding partons. This

includes the signatures such as jet quenching and nuclear modification factor, di-

rect photons and dileptons. The signals which are produced in the later stage of

the collision are known as soft probes. These signals are affected primarily by the

hadronization stage and may contain information about the properties of phase

transition and the QGP. Results on particle multiplicities and their rapidity distri-

butions provide information about particle production mechanism through scaling

and limiting fragmentation. Initial state anisotropies determine the measurements

of flow. Participant scaling and limiting fragmentation, and azimuthal anisotropy
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are the two topics that are addressed in the present thesis using measurements of

photons in the completely indigenous Photon Multiplicity Detector (PMD), and

using data from event generators. These are discussed in greater detail in the

following sub-sections. Some observables due to hard probes are also mentioned

briefly.

1.4.1 Participant Scaling and Limiting Fragmentation

If the particle multiplicity scales with < Npart >, it shows that the particle pro-

duction is due to soft processes whereas the scaling with < Ncoll > indicates that

the particle production is due to hard processes. The results of PHENIX exper-

iment showed that the charged particle production scales with a combination of

< Npart > and < Ncoll > at mid-rapidity, which indicates a significant contribu-

tion of hard processes in the particle production as shown in Figure 1.7 [41]. The

data is fitted by a function dNch/dη = A ×Npart + B ×Ncoll and the details of

obtaining the values of Npart and Ncoll can be seen in [41] .

Figure 1.7: PHENIX results on charged-particle pseudorapidity density per
participant pair vs. the number of participants. Predictions from model cal-
culations are also shown. The shaded area represents the systematic errors on

dNch/dη and Np. [41]



14

Figure 1.8: STAR results on the number of photons divided by < Npart/2 > as
a function of average number of participating nucleons for Au+Au and Cu+Cu
at
√
sNN = 200 and 62.4 GeV. Results from HIJING are shown by solid line for

Au+Au and dashed line for Cu+Cu [42, 43].

Figure 1.8 shows the variation of photon multiplicity per average number of partic-

ipating nucleon pairs with < Npart > for Au+Au and Cu+Cu at 200 and 62.4 GeV

within eta range -3.7 ≤ η ≤ -2.3 [42, 43]. Results from HIJING [44] are shown

by solid line for Au+Au and dashed line for Cu+Cu collisions in the same figure.

The photon multiplicity is seen to scale with < Npart > at forward rapidity, which

indicates that the photon production at forward rapidity is due to soft processes.

In relativistic heavy-ion collisions, large number of particles are produced. One

convenient way to describe heavy-ion collisions is by measuring particle density in

rapidity or pseudorapidity. The particle multiplicity contain information about the

entropy of the system and the gluon density in the heavy-ion collisions. Photon

pseudorapidity distribution are measured for Au+Au and Cu+Cu collisions at
√
sNN = 200 and 62.4 GeV [42, 43] for all centrality bins and are shown in

Figure 1.9. The photon multiplicity is found to increase from peripheral to central

collisions. The result have been compared to those obtained from HIJING event
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Figure 1.9: STAR results on photon pseudorapidity distributions for Au+Au
and Cu+Cu at

√
sNN = 62.4 and 200 GeV. The solid lines are result from

HIJING for central (0-5% for Au+Au and 0-10% for Cu+Cu) and 30-40% mid
central collisions [42, 43].

generator for central (0-5% for Au+Au and 0-10% for Cu+Cu) and 30-40% mid-

central collisions are also shown in the Figure 1.9 (solid curves). For both beam

energies and colliding ion species the HIJING results are in reasonable agreement

with the data.

With increase in the center of mass energy the rapidity distribution of all parti-

cles is expected and observed to become broader due to kinematics. To observe

more interesting physics at forward rapidity, it was proposed that the rapidity

distribution should be observed in the frame of reference of one of beam nuclei.

This can be checked by shifting the distribution by beam rapidity and study it

as a function of η − ybeam. Model predictions suggest that with increasing energy

the rapidity distributions would reach a limiting value beyond which they will not

grow any further. This behaviour is also called longitudinal scaling. This has been

observed in a number of different experiments for different particle species and the

physics phenomenon which is causing this is still being explored. In order to study
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limiting fragmentation in different colliding systems, the rapidity distribution is

scaled with the number of participant pairs. Normalizing with the number of par-

ticipant pairs also allows us to study limiting fragmentation as a function of event

centrality.

Figure 1.10: STAR results on photon pseudorapidity distributions normalized
by the average number of participating nucleon pairs for different collision cen-
tralities are plotted as a function of pseudorapidity shifted by the beam rapidity
for Au+Au and Cu+Cu collisions at

√
sNN = 62.4 and 200 GeV. The solid line

is a second order polynomial fit to the data [42, 43].

Charged particles exhibit energy independent limiting fragmentation behaviour.

This has been observed in central Au+Au collisions in BRAHMS [45, 46] and

PHOBOS experiments [32, 47]. BRAHMS experiment reported that the longitu-

dinal scaling is also independent of collision centrality, while PHOBOS observed

a centrality dependent limiting fragmentation behaviour. When photon pseudo-

rapidity density normalized by < Npart/2 > are plotted as a function of η − ybeam
for Au+Au and Cu+Cu collision at

√
sNN = 200 and 62.4 GeV and show longi-

tudinal scaling, independent of beam energy and collision centrality as shown in

Figure 1.10. The solid line is a second order polynomial fit to the data. It was
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also shown that the longitudinal scaling for produced photons is independent of

colliding ion species.

These features of photon production are to be investigated at other energies, results

of which will facilitate the complete understanding of the nuclear equation of state.

1.4.2 Azimuthal Anisotropy and Fluctuations

When two heavy nuclei collide the reaction volume is azimuthally asymmetric.

Strong interaction in this volume convert this initial spatial anisotropy to momen-

tum anisotropy as shown in Figure 1.11. As a result the distributions of particle

in the azimuthal plane become anisotropic [37–39]. The anisotropy of the particle

yield can be characterized by a Fourier expansion [48, 49]

dN

d(φ−Ψr)
∝= 1 + 2

∑
n

vncos[n(φ−ΨR)] (1.2)

where φ is the azimuthal angle of the particle, ψR is the reaction plane angle,

where the reaction plane is the plane containing the impact parameter direction

and the beam direction, vn’s are the n Fourier coefficients.

Measurement of the Fourier coefficients vn for different hadrons provides infor-

mation on the phase present in the initial stages of evolution of the collision and

degree of thermalisation. These coefficients can be determined using different

techniques, few of which are dicussed in Chapter 5. The first few coefficients are

v1 the directed flow, v2 the elliptic and v3 the triangular flow. Figure 1.12 gives

the geometric representation of the origin of these three coefficients for a realistic

positions of the nucleons.

Some of the important features of the observed elliptic flow at higher energy are:

(i) v2 values measured for each centrality were observed to be large at RHIC

energies and were found to be scale with the geometric eccentricity of the
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Figure 1.11: Schematic diagram showing event anisotropy in spatial and mo-
mentum space with respect to reaction plane

overlap volume. This established that v2 is arising from the initial anisotropic

conditions.

(ii) v2 as a function of transverse momentum (pT ) for various particle species

for pT < 1.0 GeV/c showed mass ordering in Figure 1.13. At a given pT ,the

hadron with higher mass has a lower value of v2. This observation an be

understood using hydrodynamical models [50].

(iii) For pT > 2.0 GeV/c the v2 values for all hadrons saturated, with mesons and

baryons showing a clear split and saturating at different values as shown

in Figure 1.14. This suggested a number of constituent quark (nq) scaling

(NCQ scaling) i.e when v2/nq was studied as a function of pT/nq all particles

species showed exactly the same trend as shown in Figure 1.15. This is

interpreted as a possibility that during the initial stages of evolution, when

flow was developing, the system showed partonic degrees of freedom. During

hadronization, three quarks coalesce to form baryons and a quark and anti-

quark form a meson [50].
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(a)

(b)

Figure 1.12: Schematic diagram showing (a) Directed flow negative (left )
and positive (right) (b) geometric representation of elliptic flow (left) and for

triangular flow (right).

It is expected that at lower energies, the NCQ scaling would disappear if the

matter does not pass through the partonic phase. This was also observed by

STAR Collaboration which studied elliptic flow of charged particles as well as

identified particles at all the BES energies [51–53]. At the BES energies, v2 of the

particle and antiparticle were systematically studied and were found to be different,

indicating a breakdown of NCQ scaling, providing a possibility of determining the

threshold for production of the partonic medium.
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Figure 1.13: STAR results of the pT dependence of the elliptic flow parameter
v2 in Au+Au collisions at 200 GeV. The hydrodynamic calculations are shown

in dot-dashed lines. The figure is taken from [50]
.

Figure 1.14: v2 as a function of pT for different hadrons in minimum bias
Au+Au collsions at 200 GeV. Here hydrodynamical calculations are shown by

solid and dotted curves. The figure is taken from [50]

1.4.3 Jet Quenching and Nuclear Modification Factor

In a heavy-ion colllision, hard scattering between two incoming partons can create

a pair of energetic high pT fast partons which move back to back in the centre of
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Figure 1.15: Upper panel : v2/n vs. pT /n for identified particles measured by
the STAR exeriment. Here n is the number of constituent quarks. The dashed
dotted line is the polynomial fit to the data. Lower panel : The data from the
upper panel is divided by the polynomial fit as a function of pT /n. The figure

is taken from [50]
.

momentum (CM) Frame. Fragmentation of these partons leads to production of

hadrons which are observed as a "jet" around the position of the initial parton. If

a parton pair is produced in an AA collision, it is likely that one of the resulting

jets passes through the dense medium formed in the interaction. If the medium

making up the fireball is QGP the initially produced parton undergoes multiple

interactions with the medium and looses its energy in the process. This partial

or complete "disappearance" of jet is called as "jet quenching" [54, 55]. The

degree of quenching of jet , therefore provides information on the properties of

the medium and its interactions. Jet quenching has been studied extensively by

RHIC experiments [56, 57]. To estimate the effect of medium on observables,

the results are compared with corresponding results in pp collisions. The ratio of

the two, normalised to the number of collisions in A+A, is termed as the nuclear

modification factor RAA. For cold nuclear matter, RAA is expected to yield a value

of 1. Smaller than 1 values of RAA indicate the effect of medium on the observable.
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It is now standard practice to estimate the medium effects using this method for

all observables, including those mentioned in the following.

1.4.4 Strangeness Enhancement

The colliding nuclei are normal nuclear matter, and consist of protons and neutrons

which in turn are made of up and down quarks. Strange quarks are only produced

in the collision of partons. While ss̄ pairs can be formed by collision of quarks

(up and down) the dominant mode of production is through gluon gluon collisions

(gg->ss̄) which are present if the Quark-Gluon Plasma is formed [58]. This makes

the abundance of strange quarks sensitive to the state of matter formed during

the collision. Formation of a large number of ssbar pairs leads to a larger number

of strange and multistrange hadrons. Strangeness enhancement is experimentally

measured by comparing the yield in AA collisions per participant pair to the yield

in pp collisions. Enhancement factors of 2-3 as compared to pp collisions have been

reported in AuAu collisions at 200 GeV by STAR experiment. The enhancement

is even larger 5-7 for multi-strange particles in central CuCu and AuAu collisions

at200 GeV [59].

1.4.5 J/Ψ Suppression

J/Ψ is a bound state of charm and anticharm quark [60]. Like ss̄, cc̄ are also

produced during a heavy-ion collision by gg->cc̄. Interactions of J/Ψ with other

hadrons during AA collision can cause them to breakup, leading to "normal"

supression of their yield to a small extent. In a high density environment of QGP,

the c and cbar are Debye screened from each other due to presence of other color

charges. This is similar to screening of two charged particles in a di-electric medium

due to polarization of the medium. As a result even though a large number of

hadrons with single charm ( or anticharm) are produced, the production of J/Ψ

is suppressed and is termed as anomalous suppression. Features of anomalous

suppression observed at SPS energies [61, 62] could not be explained by hadronic

models. Anomalous suppression has also been confirmed at RHIC energies [62].
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1.4.6 Fluctuations and Critical Phenomena

When a system approaches a critical point of continuous phase transformation the

correlation length ξ diverges and microscopic details become irrelevant [22–24].

Such critical states of matter are highly correlated, and particularly sensitive to

external perturbation.

Figure 1.16: Collision energy and centrality depe ndence of the net-proton Sσ
and Kσ2 from Au+Au and p+p collisions at RHIC. The width of the bands
represents statistical u ncertainties. The hadron resonance gas model (HRG)
values for Sσ and Kσ2/Skellam are unity. The error bars are sta- tistical and

caps are systematic errors [63].

Any external perturbation is likely to cause large fluctuations. Experiments mea-

sure multiplicities Nπ and Np event by event. These quantities fluctuate event by

event and their distribution is Gaussian. The fluctuations conform to a Gaussian
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distribution. At critical point the fluctuations deviate from those expected from

a Gaussian distribution. The correlation length is seen to affect the moments of

the fluctuations, the second moment < (δN)2 >∼ ξ2. The higher moments have

an even stronger dependence on ξ. Therefore study of the higher moments for

various conserved quantities as a function energy of collision is a sensitive probe

for locating the critical point on Hadron-QGP Phase transformation boundary.

Experimentally, instead of moments of distributions of conserved quantities, it is

easier to study ratios of the moments κσ2 and Sσ, since the effects due to finite

volume cancel out. One of the main goals of RHIC BES program was to search

for the critical point. STAR experiment has studied the higher moments of net

proton distributions [63] for a range of center of mass energy from 7.7 to 200 A

GeV as shown in Figure 1.16. The measurements are carried out at mid-rapidity

for various event centrality. The experimental observations are not reproduced by

models that do not include a critical point in the phase diagram. More studies

with higher statistics are underway for understanding the results. Fluctuations in

net charge and net strangeness distributions are also being studied.

1.5 Beam Energy Scan (BES) at RHIC

The main goal of the beam energy scan at RHIC is to :

(i) To locate the existence of the critical point in the QCD phase diagram

(ii) To search of the evidence of the first order phase transition in the QCD

phase diagram

(iii) To understand the properties of QGP

The BES phase-one recorded data successfully in 2010 (Run10) and in 2011 (Run11).

STAR took data for Au+Au collision at
√
sNN = 7.7, 11.5 and 39 GeV in year

2010 and at
√
sNN = 19.6 and 27 GeV in year 2011. For these energies, the corre-

sponding µB coverage is estimated from 112 to 410 MeV. This program provides

a suitable access to most interesting region in QCD phase diagram to understand

the bulk properties of the QGP. The measurements and the analyses in the present

thesis correspond to data recorded as a part of the BES programme.
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1.6 Organization of the Thesis

The work presented in the thesis deals with results of investigation of scaling and

limiting fragmentation in photons in forward rapidity region in the BES energies.

The thesis also investigates the ability of AMPT event generator to explain the

published results on v2 and v3 of charged particles from BES energies to the ener-

gies at the Large Hadron Collider (2.76 A TeV). The elliptic flow, v2, of photons

has been measured at 39 A GeV and compared with AMPT predictions. To meet

this aim, the data at BES energies from the Photon Multiplicity Detector in the

STAR experiment is used. The results presented in this thesis are preliminary

results of STAR Collaboration.

Chapter 2 contains a brief overview of the STAR detector and its subsystems which

are connected with the analyses in the present work, and provides some details of

working of PMD. Chapter 2 also contains the details of centrality selection for the

various energies, as adopted by STAR, and the parameters characterising the cen-

trality (Npart). In Chapter 3, the details of raw data, identification of bad channels

and gain nornalization process has been provided. To correct the measured val-

ues of photon yield for efficiency and purity, simulations have been performed for

different centralities, rapidity windows and the correction factors obtained for dif-

ferent occupancies in the detector. The procedure has been systematically shown

in this chapter. The chapter also includes results on photon rapidity density dis-

tributions in Au+Au collisions at 39, 27 and 19.6 A GeV. Detailed estimates of

systematic errors on rapidity densities are also included in this chapter. In Chap-

ter 4, the results on photon multiplicity and rapidity density distributions for the

three energies are compared with event generators, and the data investigated for

possible scaling and limiting fragementation. Possible explanation for the observed

deviation from limiting fragmentation at lower energies have been discussed, along

with comparison with published data at higher energies. A new parametrisation

for different contributions to the total yield of photons has been proposed, which

describes the data at five energies using two free parameters. Chapter 5 deals with

the results of AMPT model to describe the v2 and v3 of charged particles for a

wide range of energies. The model parameters were tuned to reproduce multiplic-

ity and the details are discussed here. In Chapter 6, the results on photon flow for
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Au+Au collisions at 39 GeV are presented, along with comparison with AMPT

data. The thesis ends with the conclusions in Chapter 7.



Chapter 2

The Experimental Facilities

The Relativistic Heavy Ion Collider (RHIC) complex at Brookhaven National Lab-

oratory is a world-class scientific research facility designed to accelerate and collide

the heavy-ion beams at relativistic speed to form and explore the matter which

possibly existed in the early universe [64]. RHIC ring is 3.8 km in circumference

and is at the ground level. The RHIC can accelerate a variety of heavy ions up

to 100 A GeV and can also accelerate polarized protons up to 250 GeV. The aim

of accelerating heavy ions is to conduct experiments to look for a new state of

matter, the Quark-Gluon Plasma. The aim of polarized proton proton collisions

is to study the spin structure of the nucleon.

The RHIC complex was designed to produce, accelerate and store the heavy-ion

beams [65]. A schematic drawing of this complex is shown in Figure 2.1. It is

composed of several accelerator facilities chained together to provide beams which

are collided in detectors located around the RHIC ring. Before reaching RHIC, the

particle accelerated at RHIC passes through several intermediate stages. Heavy

ions are first accelerated to 1 MeV per nucleon in Tandem Van de Graff (shown

by yellow color in Figure 2.1). Synchrotron further accelerates these partially

stripped ions to 95 MeV per nucleon (shown by cyan color in Figure 2.1) which

injects them into Alternating Gradient Synchrotron (AGS) (shown by bright green

color in Figure 2.1), where the ions are stripped of the rest of their electrons and

accelerated upto 8.9 GeV per nucleon and are then injected into RHIC at nearly 6

o’clock position on the Intersecting Storage Ring into two counter rotating rings.

27
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Figure 2.1: A picture of the Relativistic Heavy Ion Collider (RHIC) accelerator
complex at Brookhaven National Laboratory.

The bunches of ions are accelerated to a maximum energy of 100 GeV/nucleon

after the ions are injected to the two counter-rotating rings of RHIC. Clock-wise

rotating beam is referred to as the blue ring and the ring with the anti-clock-wise

rotating beam is referred to as the yellow ring.

Out of the six collision points, STAR [66] is at 6:00 o’clock, PHENIX [67] is at

8:00 o’clock, and PHOBOS [68] is at 10:00 o’clock position, respectively. Of these,

PHOBOS have completed their operation while STAR and PHENIX are still active

and will continue taking data in the coming years.

2.1 STAR Detector System

The Solenoidal Tracker at RHIC (STAR) is one of the major detector systems at

RHIC [66]. The main motivation to build the STAR detector was to investigate

the behavior of strongly interacting matter at high energy density through the

simultaneous measurement of multiple observables. In order to achieve these goals,
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STAR was constructed to measure hadron and photon production over a large

acceptance. A schematic side view of the STAR detector is shown in Figure 2.2 .

Figure 2.2: A schematic side view of STAR experiment.

The Solenoidal Tracker at RHIC (STAR) [66] is made of several sub-detectors,

each specializing in detecting different types of particles or characterizing their

motion. The main detector subsystems are: Time Projection Chamber (TPC)

[69], Forward Time Projection Chamber (FTPC) [70], Time of Flight (TOF) [71],

Photon Multiplicity Detector [72] (PMD), Barrel Electro-Magnetic Calorimeter

(BEMC) [73], Endcap Electro-Magnetic Calorimeter (EEMC) [74], Beam-Beam

Counters (BBC) [75] and Zero Degree Calorimeter (ZDC) [76]. The STARmagnet

shown in the Figure 2.2 (in blue color) generates a field of ∼ 0.5 Gauss over a large

volume that houses most of the detectors of STAR. The magnet bends the charge

particles, measuring the curvature of the tracks leads to the determination of

transverse momentum of these particles.

When bunches of accelerated ions cross each other at the center of the STAR

experiment, some of the ions collide with each other. It would be ideal to have one
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collision per bunch crossing. The actual number of collisions in each bunch crossing

depends on the bunch size, the spread, and the cross section. Each AA collision

results in prouction of a number of particles, both charged and neutral which are

detected by the various detectors of STAR. To recognise and choose the collisions

of interest, STAR has a number of trigger detectors ZDC, BBC, BEMC, EEMC.

On instructions from the trigger detectors, the other detectors save the information

of the collision. The collision vertex is determined using TPC. TPC and TOF give

information of the charge particles produced in the collision at midrapidity while

FTPC measures the charged particles at forward rapidity. BEMC and EEMC

measure the energy of the particles which are interacting through electromagnetic

interaction. PMD is a photon mulitplicity detector which measures the multiplicity

of photons at forward rapidity. The pseudorapidity range of the PMD overlaps

with that of FTPC which facilitates study of charge to neutral fluctuations.

In this chapter, we will briefly mention the trigger detectors, and the detectors

which have been used in the analysis in the present work. The analysis presented

in the thesis is based on the data collected using PMD, which is described in detail

at the end of this chapter.

2.2 Trigger Detectors

In STAR, some of the slow detector subsystems like TPC, FTPC, TOF, etc., can

only operate at rates of ∼100 Hz. The interaction rates at RHIC for the highest

luminosity beams can even approach ∼10 MHz. This requires the fast detectors

to provide a means to choose events of interest. STAR detector consists of some

fast detectors, which are employed to provide trigger for the slow detectors in

order to record the data. The main triggering detectors for STAR are: Zero

Degree Calorimeter (ZDC), Beam Beam Counter (BBC), and Electro Magnetic

Calorimeters (BEMC and EEMC) [75].



31

2.2.1 Zero Degree Calorimeter

To provide some universal characterization of heavy-ion collisions, all four exper-

iments at RHIC use a pair of Zero Degree Calorimeter (ZDC) as a common tool

for monitoring interactions at each interaction point. The STAR ZDCs are hadron

calorimeters used for detecting primarily neutrons [76]. The ZDCs are located

±18 m away, on either side of the interaction point.

Figure 2.3: Schematic layout of the ZDC detector module [76].

Each ZDC consists of three modules made from alternating layers of tungsten

absorber and Cerenkov fiber ribbons placed at an angle 45 degree relative to

the incident beam as shown in Figure 2.3. In an AA interaction, the spectator

fragments of the colliding ions move practically along the same path as the original
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beam. Magnets bend all the charged fragments as well as the non interacting ions

away from ZDC. The neutral particles, mostly neutrons, reach the ZDC.

In order to study the spatial distribution of the neutron hits on the transverse

plane of the ZDCs, a Shower Maximun Detector (SMD) was installed between the

first and second ZDC module. The ZDCs are also used to locate the interaction

vertex by using the time delay between the coincidences. This information helps

in determining the centrality of the event. In effect, ZDCs are very useful for the

beam monitoring, triggering, and locating interaction vertices.

2.2.2 Beam-Beam Counter

Figure 2.4: Schematic layout of the BBC detector tiles [75].

The Beam-Beam Counters (BBCs) are mounted around beam pipe beyond the

east and west pole-tip of the STAR magnet at about 3.7 m from the interaction

point [75]. Each BBC consists of 2 sets of 18 small and 18 large, 1 cm thick,
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hexagonal plastic scintillator tiles. Being a scintillator detector, the response is

very fast which makes it useful for providing the necessary triggers. It covers

pseudorapidity region of 3.4 < |η| < 5.0. The small tiles make up an outer radius

of 48 cm while the larger tiles make up an outer radius of 193 cm as shown in

Figure 2.4. Each scintillator tile has four wavelength shifting (WLS) optical fibers

inserted into circular groves inscribed within the hexagonal scintillator to collect

scintillation light. The primary vertex can be determined from the measured time

difference between the two BBC detector signals in a beam-collision event and

known locations of the detector planes.

2.2.3 Electromagnetic Calorimeters (EMC)

The EMC is utilized to trigger on and study rare, high pT processes like jets, lead-

ing hadrons, direct photons and heavy quarks. Other applications include general

event characterization in heavy-ion collisions including ultra peripheral collisions.

In order to achieve these physics goals STAR has installed two electromagnetic

calorimeters which are briefly discussed below.

2.2.3.1 Barrel Electromagnetic Calorimeters

The Barrel Electromagnetic Calorimeter (BEMC) is a projective lead scintillator

calorimeter positioned inside the aluminium coil of the STAR solenoid [73]. It mea-

sures the electromagnetic energy deposits associated with jets, leading hadrons,

direct photons, and electrons produced in large pT processes. It covers the pseu-

dorapidity region |η| < 1 with full azimuthal angle. This is shown schematically

in Figure 2.5.

It is 586 cm long with an inner and outer radius of 223 cm and 263 cm. It has

20 layers of lead plates and 21 layers of scintillator. The BEMC consists of 120

calorimeter modules, each covering 6 ◦ (∼0.1 radian) in ∆φ and 1.0 unit in ∆η.

Each module is further segmented into 40 towers, 2 in φ and 20 in η, with each

tower having a granularity of 0.05 in both ∆φ and ∆η. Each of the module consists

of a lead scintillator stack and a set of Shower MaximumDetector (SMD), situated
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Figure 2.5: (Left side) X-Y view of STAR Barrel electromagnetic calorimeter
(Right side) Y-Z view of STAR Barrel electromagnetic calorimeter [73].

approximately 5.6 radiation length (X0) away from the front of the stack. The

SMD is used to provide fine spatial resolution in a calorimeter.

2.2.3.2 Endcap Electromagnetic Calorimeters

The Endcap Electro-magnetic Calorimeter (EEMC) is positioned at the west pole-

tip of the STAR detector [74]. It covers the pseudorapidity region 1 ≤ η ≤ 2

with full azimuthal range, supporting the barrel EMC (BEMC). This is shown

schematically in Figure 2.6.

The construction of EEMC includes a SMD optimized to discriminate between

photons and π 0 or η mesons over the energy region 10 - 40 GeV. The triggering

capabilities and its coverage are crucial for the spin physics program in polarized

p+p collisions. It has the capability to detect photons and electromagnetically

decaying mesons (π 0, η). It consists of preshower and postshower layers used to

discriminate between electrons and hadrons.
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Figure 2.6: A schematic diagram of STAR endcap electromagnetic calorimeter
[74].

2.3 Time Projection Chamber

The main tracking detector in STAR is the Time Projection Chamber. It is a gas

detector capable of recording tracks of particles, measuring particle momentum,

and performing particle identification by measuring ionization energy loss (dE/dx)

combined with the measurement of the magnetic rigidity [69]. The TPC covers

a pseudorapidity region |η| < 1.8 with full azimuthal coverage. The TPC is the

primary tracking detector and effectively records tracks of all produced charged

particles. It can measure their momenta in the range 100 MeV/c to 30 GeV/c and

can identify particles in the range 100 MeV/c to ∼1 GeV/c by measuring their

ionization energy loss (dE/dx). Figure 2.7 shows the schematic view of STAR

TPC.

It is a 4 meter long cylinder surrounding the beam pipe with inner radius 50
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Figure 2.7: A schematic view of the Time Projection Chamber [69].

cm and outer radius 200 cm. The detector volume is filled with P10 gas (10%

methane, 90% argon) held at 2 mbar above atmospheric pressure. This slight

over-pressure is designed to ensure that air does not contaminate the P10 in the

detection volume. The P10 gas has an advantage of fast drift velocity which peaks

at a low electric field.

The TPC is essentially a large cylindrical gas filled detector with a uniform electric

field of ∼135 V/cm. As primary ionizing particles pass through the gas in the

detector, their paths are reconstructed via the secondary electrons they release.

The secondary electrons drift in the electric field (defined by the thin conductive

Control Membrane (CM) at the center of the TPC) to the readout endcaps at the

end of the chamber. At both ends of the TPC, the readout system is based on the

Multi Wire Proportional Chambers (MWPC) with readout pads.

Particle Identification using dE/dx

When a charge particle passes through TPC, it loses energy through ionization.
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Figure 2.8: The mean specific energy loss, <dE/dx>, of reconstructed tracks
within a pseudorapidity range of |η| < 1 in the TPC (a), and the mass-squared,
m2, as a function of momentum (b). The Bichsel functions used to determine
the nÏČparticle values are shown in (a) as the dashed curves. The horizontal
dashed lines in (b) correspond to the nominal particle masses of π, K and p

For a particle, which passing through a medium with density ρ, and speed β= v/c,

the mean energy loss is given by:
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Here z is the charge of particle, Z is the atomic number of absorber, A is the atomic

mass of absorber, K is the constant (0.307MeV g−1cm2) c is the speed of light, me

is the electron mass, I is the average ionization energy of absorber, Tmax is the

maximum kinetic energy that can given to a free electron in an interaction, δ is the

density correction and β, γ are relativistic variables. Figure 2.8 shows energy loss

as a function of particle momentum in TPC for Au+Au collisions at 39 A GeV.

In this figure the lines show the theoretical predictions from Bichsel function for

different particle species and the band around the lines represents measured value

of dE/dx in data. The Bichsel functions for pions and kaons are well separated upto

0.75 GeV/c and hence they can be distinguished up to momentum 0.75 GeV/c.

Similarly protons and anti-protons are well separated upto 1.1 GeV/c and can be

identified up to momentum 1.1 GeV/c.

2.4 Time-Of-Flight Detector

Figure 2.9: A side view of the short edge of a MRPC module of TOF [71].
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The STAR Time-Of-Flight (TOF) is located just outside the TPC, covering |η| < 1

in pseudorapidity and 2π in azimuth [71]. It extends the direct particle identifica-

tion (PID) capabilities of STAR to higher momenta. The intrinsic time resolution

is less than one hundred picoseconds and it has a high detection efficiency (> 95

%) for minimum ionizing particles. It identifies π, κ and p up to the momentum

∼1.8 GeV/c and can separate p from π and κ up to momentum ∼3 GeV/c. It

also identifies electrons above the transverse momentum (pT ) 0.2 GeV/c. The ac-

tive detector in the TOF system is a Multigap Resistive Plate Chamber (MRPC)

and these MRPC modules are mounted inside trays as shown in Figure 2.9. The

basic idea of the TOF detector system is to precisely measure the flight time of a

charged particle when traveling between two space points. The start time is deter-

mined by two upgraded pseudo-vertex position detectors (upVPD) and the stop

time is determined by TOF barrel itself. Each upVPD has 19 detector channels of

photomultiplier tubes (PMT) with scintillators and is mounted close to the beam

pipe.

The lower panel of Figure 2.8 shows the m2 vs momentum (measured in TPC)

for charged hadrons emerging from Au+Au collision at 39 A GeV. In this figure

the pion, kaon and proton bands are clearly visible at low momentum. At higher

values of momentum they start to merge. TOF extends the momentum range in

which the particles can be precisely identified.

2.5 Forward Time Projection Chamber

The Forward Time Projection Chambers (FTPC) were designed to extend the

phase space coverage for detecting charged particles in the STAR experiment [70].

The increased acceptance improves the event characterization at forward pseudo-

rapidity region. They cover the pseudorapidity range of 2.5 < |η| < 4.0 on both

sides of the TPC.

The two FTPCs are situated on both sides of STAR along the beam pipe. The

full two component system measures momenta and production rates of positively

and negatively charged particles as well as neutral strange particles. Each of the

FTPCs is a 120 cm cylindrical structure, 75 cm in diameter with a radial drift field.
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Figure 2.10: A schematic diagram of FTPC for the STAR experiment [70].

It has readout chambers located in five rings on the outer cylindrical surface. The

radial drift configuration was chosen to improve the two-track separation in the

region close to the beam pipe where the particle density is highest. The Front End

Electronics (FEE) boards are mounted on the back of the readout chambers. The

ionization electrons drift to the anode sensor wires. The induced signals on the

adjacent cathode surface are read-out by 9600 pads. The FTPC uses a mixture of

Ar and CO2 with a ratio of 50% : 50% by volume. The track points are calculated

from the charge distribution measured by read-out electronics. These track points

are grouped into tracks which together with magnetic field maps, can be used to

get the particle momenta.

2.6 Photon Multiplicity Detector

The Photon Multiplicity Detector (PMD) is installed on east wall of the wide

angle hall in the STAR experiment at distance of 540 cm from the center of the
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TPC [72]. PMD was completely designed and manufactured in India and was also

installed and maintained by the teams from Indian Universities and Institutes.

Figure 2.11: A picture of PMD in STAR experiment

The PMD was designed to measure photon multiplicity in the forward rapidity

region, where the calorimeters are not efficient due to high particle density. It

covers a pseudorapidity region -3.7 ≤ η ≤ -2.3 with full azimuthal angle. It can

detect photons with pT as low as 20 MeV/c. This region has been selected to

minimize the effect of upstream materials and to maximize the overlap with the

coverage of the FTPC. The PMD is a highly segmented preshower detector placed

behind a lead converter plate of 3 radiation length thickness. The detector is based

on a proportional counter design using Ar + CO2 gas mixture in ratio 70:30 by

weight. The choice of this gas mixture is due to its insensitivity to neutrons.
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Figure 2.12: (a) Schematic diagrams of a unit cell showing the cross-section
(upper) and other dimensions and the cathode extension (lower). (b) Layout
of STAR PMD. Thick lines show supermodule boundaries. The thin lines show

the unit module boundaries [72].

The PMD consists of an array of hexagonal cells. A schematic diagram of unit

cell is shown in Figure 2.12 (a). A unit module is formed by honeycomb of 24×24
cells. The schematic of a unit module is shown in Figure 2.13. The shape of unit

module is rhombus of side ∼254 mm having identical boundaries on all four sides.

The walls of cell at the boundary of module are kept half as thick as those inside so

that adjacent unit modules join seamlessly. A set of unit modules are enclosed in

a gas tight chamber called supermodules. Each plane of PMD consists of 12 super

modules arranged in the form of a hexagon and has 41,472 hexagonal honeycomb

cells as shown in Figure 2.12. Each cell of PMD is ∼1cm2 in area. The cell wall is

kept at -1350V while the readout is through the central anode wire. The extended

cathode cell wall (Figure 2.12(a))ensures a good efficiency of collection of the ions

produced by the electrons and positrons produced by the photon in the convertor

plane. The highly segmented design of PMD is to contain the delta rays produced

by the electrons and positrons , thus reducing the spread of the electro-magnetic

shower.

Two Au plated printed circuit boards (PCB) with metalized inner surfaces, having
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Figure 2.13: A schematic view of components of a unit module: (1) bottom
PCB, (2) honeycomb cathode, (3) moulded frame, (4) SAMTEC connectors, (5)

top PCB, (6) shielding PCB with (7) slot for connector [72].

Figure 2.14: A picture of unit module components with electronics board
mounted on the connector [72].

insulation circles of 4 mm diameter formed the front and the back surfaces of

the unit modules. For fixing the anode wire, each of the solder islands, at the
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center of the insulated circles, has a Au plated through hole . There are nine sets

of signal tracks on the top PCB, each set corresponding to 64 cells. These are

grouped to be connected to a 70-pin connector (TFM-135- 01-S-D SAMTEC) as

shown in Figure 2.14. For fixing the anode wire, the PCB on the bottom side

has only soldering island . Each pair of PCBs for a given UM are provided with

24 alignment holes for fixing alignment studs during assembly. A honeycomb is

sandwiched between the two PCBs, properly aligned using 24 Cu studs which

protrude only 0.5 mm above the PCB surface. The stud heads were then covered

with polyamide pads to provide insulation.

Figure 2.15: A schematic diagram showing the working principle of PMD.
(top) An x-z section of PMD showing the convertor and sensitive layers of PMD.
(bottom) An x-y schematic diagram showing the hit cells on preshower due to

a hadon and a photon [72].

Figure 2.15 shows the schematic diagram on the working principle of the PMD. A

photon passing through the converter produces an electromagnetic shower. These

shower particles produce signals in several cells of the sensitive volume of the

detector. The charged hadrons usually affect only one cell and produce a signal

which resembles that from Minimum Ionizing Particles (MIPs). The thickness of
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converter is optimized such that the conversion probability of photons is high and

transverse shower spread is small to minimize shower overlap in high multiplicity

environment.

In this thesis, we have studied the multiplicity and pseudorapidity distribution of

photons and also measured azimuthal anisotropy of photons with respect to the

event plane determined using charge particles in TPC.

2.7 STAR and PMD Software

A multi-detector experimental system like STAR requires elaborate software for

its functioning. The STAR software environment StRoot, is based on ROOT with

STAR specific libraries added to it. StRoot consists of multiple Makers which are

chained together to make an Analysis, Simulation or Reconstruction chain. The

libraries for each have been written by various STAR users and are present within

STAR environment. The libraries are modified or added to as per the requirements

of the experiment and so STAR periodically releases different versions of libraries.

For the present work we have used P10ik and P11id libraries. Each Subsystem of

STAR has its own Makers which are written by the users of that subsystem but

are available to all STAR collaborators. STAR also maintains a database to store

the constant details of each subsystem e.g. pedestal files, calibration constants

required during reconstruction of data or hardware details required for simulating

the events in STAR environments. PMD has the following utility Classes and

Makers, listed below with their main functions. StPmdHit, StPmdCluster, StP-

mdGeom are utility Classes. StPmdReadMaker, StPmdClusterMaker are part of

the STAR Reconstruction Chain. StPmdSimulator along with StPmdReadMaker

and StPmdClusterMaker are also part of STAR Simulation Chain, this ensures

that the software for simulated data reconstruction is same as that of real data.

Besides these there are a number of other Makers specific to PMD. Some of the

important STAR-PMD Library routines are briefly described below:

(1) StPmdHit: This is a utility class to contain the position and ADC of the hit

along with details about the detector plane, channel number, row, column,
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chain and SuperModule Number of the channel. The gain normalization

constants are also stored for each channel.

(2) StPmdCluster: This is a utility class to contain the following information

of a cluster on PMD: cluster position (x,y), η, φ, SuperModule and Particle

Id (for simulated events). It also contains the addresses of all the StPmdHits

that make up the cluster along with the total Cluster Size as well as Cluster

ADC.

(3) StPmdGeom: This is a utility class which contains information of the

geometry of the chains of PMD along with the working and non-working

boards on each chain. This class facilitates conversion from channel number

to channel position and vice-versa. It also contains the routines to obtain

the η, φ of a hit/cluster from the position and vice-versa.

(4) StPmdReadMaker: This is a part of the reconstruction chain of STAR. It

reads the real data from the raw data files written during the readout of the

detector after subtraction of pedestal. This can also read data from the .fzd

files produced by the STAR Simulator chain. This constructs StPmdHits

from the information which is put in StPmdCollection for further use by

other Makers of PMD.

(5) StPmdClusterMaker: This receives the StPmdHits from StPmdRead-

Maker and applies the calibration constants on them before clustering them

to make StPmdClusters. The calibration constants are received from the

STAR Database. The StPmdClusters are also stored in the StPmdCollec-

tion and are added to the STAR root files for further use.

(6) StPmdSimulator: This class is a part of STAR Simulation chain that

constructs simulated signal on PMD according to the geometry of the PMD

detector.

(7) StPmdAssociationMaker: It is used to make association between the

tracks in simulated data and the clusters detected after reconstruction. This

Maker helps to understand the PMD signal by determining the efficiency

and purity of PMD signal and understanding of the background.
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(8) StPmdMuAnalysis: It is used to reduce the full STAR root files to smaller

files by selecting the quantities of interest for specific analysis.

(9) StPmdFlowMaker: It is used in conjunction with StFlowMaker for flow

analysis. The event plane is calculated in StFlowMaker using either TPC or

FTPC and the azimuthal anisotropy in photons is studied with respect to

this event plane.

Besides the Classes mentioned above, a number of other STAR Library Classes

have been used e.g. StRefMultCor that is used to determine the centrality of

event after correcting for different efficiency of TPC for different vertex positions.

A large number of PMD Specific classes and routines have been used for cleaning

PMD data and for determination of gains of each channel. StPmdMuAnalysis

was designed to make nano-dst files to contain the necessary data for multiplicity

and flow analysis. Most of the analysis on PMD Multiplicity and flow has been

performed locally using these nano-dst files.

2.8 Details of Data

The Photon Multiplicity Detector took data during Beam Energy Scan Program

at RHIC during its operation in 2010 and 2011, referred to as Run 10 and Run 11

respectively, for Au+Au collisions at √s
NN

= 39, 27, 19.6, 11.5 and 7.7 GeV. In

this thesis, we have analysed data for √s
NN

= 39, 27 and 19.6 GeV.

The Production Id, Trigger Id and Production library which has been used to

processed the data used in our analysis is shown in Table 1.

Trigger Name Production Id Vertex Cut Trigger Id No. of Events
AuAu39_Production P10ik | V z |< 30 cm 280002 ∼ 1M
AuAu27_Production P11id | V z |< 50 cm 360002 || 2 ∼ 1M
AuAu19_Production P11id | V z |< 50 cm 340002 || 340022 || 340012 ∼ 1M

Table 2.1: Details of data sets being used for analysis in this thesis
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(a) (b)

(c)

Figure 2.16: Distribution of z position of the vertex of selected events for
Au+Au collisions at 39, 27 and 19.6 A GeV. The y axis shows the number of

events

2.8.1 Vertex Selection

For present analysis only those events are selected whose collision vertex position

is within a limited range of the center of STAR. The allowed range for vz is chosen

to be ± 30 cm for Au+ Au 39 A GeV and ± 50 cm for Au + Au 27 and 19.6 A

GeV from the center of STAR along the beam axis. vx and vy are chosen to be

within 1 cm of the center of STAR. Figure 2.16 shows the vertex distribution of

the selected events. These event selection criteria were used keeping in mind the
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ability of the central STAR detectors for determining the event vertex and event

centrality.

2.8.2 Centrality Determination

In the STAR experiment, centrality of an event was decided on the basis of uncor-

rected charged particle multiplicity measured in the TPC [69] within | η |≤ 0.5.

For present analysis we have used StRefMultCor class of STAR software library,

for deciding the centrality of the events. A small variation was observed in Ref-

Mult with the z position of the vertex (vz) which is taken care of in StRefMultCor

class. The same centrality criteria can be applied for all events irrespective of

their (vz) position. Figure 2.17 shows the reference multiplicity distribution for

the data samples used at the three energies.

These raw charge particle distributions are compared to Monte Carlo Glauber

simulations. A two-component model [77] is used to calculate the simulated

multiplicity and is given by :

dN

dη
= npp

[
(1− x)

Npart

2
+ xNcoll

]
(2.2)

where Npart is the number of participating nucleons and Ncoll is the number of

binary collisions. Npart and Ncoll are obtained in the simulations using Glauber

Model. The fitting parameter npp is the average multiplicity per unit of pseudo-

rapidity in minimum-bias pp collisions. The parameter x is determined exper-

imentally and its value is fixed at 0.12 ± 0.02 based on linear interpolation of

the PHOBOS results at
√
sNN = 19.6 and 200 GeV [78]. The inelastic nucleon-

nucleon cross section σinelNN used in the model calculations is extracted from fitting

the results of available experimental data for total and elastic pp cross sections

from the Particle Data Group. Table 2.2 shows the value of parameters in the

two-component model and σinelNN in the MC Glauber simulations. Values of other

Glauber Model parameters used are: Radius of Au nucleus= 6.38 fm, Skin depth

= 0.535 fm.
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(a) (b)

(c)

Figure 2.17: Distribution of Raw multiplicity in TPC (RefMult) of events
selected for analysis

Fit parameters Au+Au 39 GeV Au+Au 27 GeV Au+Au 19.6 GeV
npp 1.52 ± 0.08 1.385 ± 0.06 1.29 ± 0.05
σinelNN 34.0 ± 1.0 33.0 ± 1.0 32.0 ± 1.0

Table 2.2: Summary of npp and σinelNN with systematic uncertainties for Au+Au
collisions at 39, 27 and 19.6 A GeV

The event-by-event multiplicity fluctuations have been included using the negative

binomial distributions [79]. The centrality classes are defined by the fractions of

geometrical cross section from the simulated multiplicity distributions. For each

centrality bin, the average quantities are calculated in the Monte Carlo Glauber
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% cross section < NAuAu
part > 39 GeV < NAuAu

part > 27 GeV < NAuAu
part > 19.6 GeV

0 - 5 341.65 ± 2.18 343.26 ± 2.00 338.04 ± 2.29
0 - 10 293.87 ± 6.41 299.26 ± 6.19 289.21 ± 5.99
10 - 20 229.77 ± 8.72 233.64 ± 8.98 224.91 ± 8.61
20 - 30 162.37 ± 10.19 165.51 ± 10.71 158.10 ± 10.47
30 - 40 111.43 ± 10.82 114.03 ± 11.27 108.04 ± 10.64
40 - 50 73.52 ± 10.43 74.97 ± 10.33 70.84 ± 10.08
50 - 60 45.51 ± 8.92 46.67 ± 9.19 43.87 ± 8.70
60 - 70 26.32 ± 6.98 26.77 ± 7.57 25.46 ± 6.78
70 - 80 14.05 ± 5.18 13.76 ± 5.83 13.84 ± 4.98

Table 2.3: Average number of participating nucleons for various collision cen-
tralities for Au+Au collisions at 39, 27 and 19.6 GeV

simulations for <Npart> and <Ncoll>. The < Npart > values corressponding to

various percentages of the cross section for Au+Au collisions at 39, 27 and 19.6

GeV are given in Table 2.3.

2.9 Summary

This chapter contains a description of the experimental facilities which were used

to obtain data for the analysis presented in this thesis. It contains an overview of

the RHIC accelerator facility. The STAR detector system is also briefly decribed.

A short description of some of the STAR detectors which have been used in the

present analysis is also included. The present work is based on data from Photon

Multiplicity Detector. The working principle and layout of PMD has been dis-

cussed in detail. An overview of the STAR software system has been presented

with the details of PMD software packages which have been used for the present

analysis. The Photon Multiplicity Detector took data during Run 10 and in Run

11 at Au+Au collision at 39, 27, 19.6, 11.5 and 7.7 A GeV. For the analysis pre-

sented in this thesis, data from Au+Au collisions at 39, 27 and 19.6 A GeV have

been used. The libraries, triggers for each dataset have been stated. The chapter

also contains some details of the method of the centrality selection of events and

the centrality classes used for analysis. Npart, the mean number of participant

nucleons for each centrality interval is an important parameter which has been
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used at various places in this thesis. The mean Npart values, calculated for each

centrality interval, have been tabulated for each of the three energies.



Chapter 3

PMD Data Cleanup, Gain

Normalization, Efficiency and Purity

The preshower Photon Multiplicity Detector(PMD) [72] was designed to mea-

sure inclusive photon multiplicity in the STAR experiment at forward region

−3.7 ≤ η ≤ −2.3. PMD is a highly segmented preshower detector placed be-

hind a lead plate and a stainless steel (SS) converter plate of combined thickness 3

radiation length. The lead and SS plates act as a photon converter producing an

electromagnetic shower. This shower produces a signal spread over several cells of

the PMD. A charged hadron is also detected by the PMD, but most of the time it

affects only one cell. The signal of a charged particle on PMD resembles that due

to a Minimum Ionizing Particle (MIP). The converter thickness is optimized such

that

(i) the conversion probability for photons is high.

(ii) the shower spread is low so that in a high multiplicity environment, the

overlap between showers of different photons is minimum.

(iii) the interaction probability of hadrons is small.

Since both hadrons and photons give a signal on PMD, it is important to dis-

criminate between their signals in order to reject hadrons. For achieving better

hadron rejection capability, another plane of identical dimension as that of the

53
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preshower, was placed before the lead plate, which could serve as veto for charged

particles (CPV). For present analysis the CPV was not used for hadron veto. For

Au+Au collisions at 39 A GeV, the CPV data was used to identify bad events.

The discrimination between a hadron and a photon using only the preshower plane

of PMD was done by the amount and distribution of energy deposited by the par-

ticles. Since a photon passing through the converter produces an electromagnetic

shower in the preshower plane, the signal is spread over several cells. The signal

due to a charged particle is mostly confined to one cell. Therefore, for the present

analysis, photons have been discriminated from hadrons on the basis of energy

deposited (cluster ADC) and the number of cells affected (cluster size).

Figure 3.1: Flow chart for obtaining the photon multiplicity from PMD data
and from simulated data

The steps followed for the reconstruction of photon signal are shown in Figure 3.1.

The top row ( in red online) shows the procedure for reconstruction of photons in

data. The second and third rows show the simulation chain which is used to deter-

mine the efficiency and purity of the sample detected in PMD. This information

is used to obtain the number of photons from the measured photon like clusters

in data. Each step and its details are discussed in the next few sections.

3.1 Raw Data

The Photon Multiplicity Detector took data during Beam Energy Scan Program

at RHIC during its operation in 2010 and 2011, referred to as Run 10 and Run

11 respectively, for Au+Au collisions at √s
NN

= 39, 27, 19.6, 11.5 and 7.7 GeV.
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In the present work, analyses and results at √s
NN

= 39, 27 and 19.6 GeV are

presented.

In each Au + Au collision recorded in STAR, both charge particles and photons

(mostly decayed from π0) are incident on PMD. The primary charge particles as

well as the showers produced by photons in Pb+SS layer cause ionization in the

volume of the cell. The electrons thus produced in the gas are collected by the

central anode wire. When PMD recieves the trigger signal, each channel of PMD

is readout sequentially, its signal is digitized and the ADC values are recorded for

further processing. If the trigger is not recieved, the collected charge is flushed

out and the detector is reset to take the next event.

Intermittently, PMD recorded special sets of data to estimate the electronic noise

of all its channels; these are called the Pedestal Runs. These Runs are taken

without the RHIC trigger. In these Runs, the signal in the PMD is only due to

electronic noise and not due to presence of actual signal. The information of the

mean and sigma of the pedestal signal of each channel was calculated and stored.

The pedestal ADC ( mean + 3*RMS) for each channel was subtracted from the

ADC recorded by that channel in any event, to give the actual ADC count of that

channel to the signal. The pedestal subtracted signal has been called the ADC

of a channel in the text hereafter. Since each cell of PMD is readout separately,

i.e. is an independent channel, the word cell and channel are used interchangeably

here.

3.1.1 Run Selection for Analysis

During data taking, the data recorded in one continuous time interval without

any break is referred to as a data Run or just Run. Parts of PMD malfunctioned

during certain periods. Sometimes one (or more) readout chains of PMD tripped

during a Run. The next few Runs might have been taken while the tripped chain

was being recovered. As a result the data from this chain would be missing in the

next few Runs. The information of all the working chains as well their respective

high voltages (HV) for each Run was recorded in the Run log for later reference.
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Information on each Run regarding beam status, detectors taking data, magnet

conditions and other qualifiers is recorded in the STAR Online log book. The

information in the log book facilitiated the selection of good Runs which were

then included for cleanup and gain normalization. Sometimes during a Run PMD

malfunctioned causing multiple chains to trip. Such Runs were also not used for

the present analysis.

3.2 Data Cleanup

It is essential to ensure that out of multiple channels of PMD which recorded data,

only the channels which are giving good data are used for analysis. During the

whole data taking period some chains of PMD were not able to hold high voltage

up to the required value and tripped due to high leakage current. Some channels

of PMD were giving signal all the time, even in absence of any charge particle

passing through them. These channels are called hot channels. Some channels of

PMD were not giving any signal even when charged particles may be incident on

them, and are called cold channels. During tests, some channels were sparking and

causing the whole chain to trip. These channels were termed as dead channels,

and their signals were not even read out.

These problems may be caused due to presence of impurity in cells, broken or loose

anode wires or due to faults in the electronics like burning out of some boards or

chips. During the data taking, all the chains of PMD were constantly monitored.

If any chain had a problem and tripped multiple times or was unable to hold

required voltage, it was switched off.

Due to all the above mentioned features, some PMD cells were not giving reliable

signal. Further, there was lack of uniformity in the response of different cells.

For the purpose of normalization of response of all channels, roughly one Run for

every 5-6 hours of data taking was selected for pre-production. Data from these

selected Runs was used to identify and remove bad channels and normalization of

performance of different channels. For each chain, the following histograms were

drawn in order to identify bad channels as shown in Figure 3.2 :
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Figure 3.2: Quality histograms for a chain of a Run to obtain hot/bad/cold
channels (details in text).

(i) Hit frequency of each channel of the chain: The overactive(hot), un-

deractive (cold) or nonactive (dead) channels are removed by studying the

hit frequency distribution. All the cells of a chain of PMD are continous,

and nearly in the same physical location, covering approximately the same

phase space. Therefore one expects little variation in the number of times

each cell is hit. Figure 3.2(a) shows the hit frequency of all the channels

of a chain. The x-axis is the channel number assigned to the cell, and the

y-axis shows the hit frequency. A higher hit-frequency on any channel may

indicate that the channel may be tripping. To identify these channels, the
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mean and RMS of channel hit frequency is calculated for each Run ( after

removing the channel in question). If the channel hit frequency is beyond

the mean ± 5*RMS of all other channels. The procedure is repeated again

and this time only channels with hit frequency within ± 3 RMS of the mean

hit frequency are used for further analysis. This process removed outliers

and retained good channels.

(ii) ADC spectra of hit cells: The physics signal recieved by each cell may

differ from event to event. For the same physics signal, the ADC count may

be different for different cells. The distribution of ADC of all cells of all the

events for a Run has been shown in Figure 3.2(b). The figure shows some

spikes at certain values of ADC. This is due to the presence of sparking cells

which give a low ADC signal with a frequency higher than that of normal

cells. It is expected that after removal of hot channels, the spike would vanish

and the ADC spectra would show a smooth behaviour. The spectra shows

a higher frequency of occurrance (a bump) for ADC around 3000. This is

due to saturation of response of electronics due to limitation of word size for

storing data at this value. A small spread observed at 3000 ADC is due to

spread in the pedestal of each cell ( already subtracted from this data).

(iii) Distribution of total ADC of the chain in an event: The total ADC of

the chain is the total ADC deposited in an event by all the photons as well as

charge particles. This is expected to show a shape similar to the multiplicity

distribution of produced particles, and is shown for a particular chain in

Figure 3.2(c). If one or multiple boards of a chain are faulty, the shape

gets modified or shifted. This helps to identify presence of bad boards and

remove the corresponding data. (Data with chains including malfunctioning

boards are not shown here).

(iv) Distribution of total ADC of the chain per hit: Since the total ADC

is proportional to the total number of particles, the total ADC divided by

the total number of hit cells is expected to be constant with small statistical

variations. Different parts of the chain might have slightly different gains and

hence the actual distribution might be an overlap of more than one Gaussian.

Presence of bad events/ channels results in spikes in the distribution of total
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Figure 3.3: An example of hit frequency ratio plot for a bad chain

ADC per hit, as can be seen in the Figure 3.2(d). The ADC per hit is shown

on the x-axis.

(v) Distribution of hit multiplicity of the chain in an event: The mean

hit multiplicity averaged over 500 events is expected to be constant. Some

times all channels of the PMD started firing. This state was referred to as

PMD busy state, and was observed during data taking at 200 A GeV. Such

a situation would show up in this plot as a sudden increase in the mean hit

multiplicity. The actual mean multiplicity is also expected to change with

trigger used for analysis. No such state was observed for this chain, as can

be seen in Figure 3.2(e).

(vi) Mean ADC for each channel: To identify bad channels in each readout

chain, the mean value of ADC is obtained in each cell, averaged over all

events. The mean ADC is plotted in in Figure 3.2(f). The x-axis shows the

channel numbers. The vertical spread on the mean ADC are the RMS of that

channel. Such a plot helps to identify the bad channels which correspond
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to a mean ADC much lower than the remaining. As mentioned above, the

sparking contributes to the large frequency for the channel yielding a low

value of ADC. A small systematic variation in mean ADC is observed due to

topology of the chain and depends on actual multiplicity as well as occupancy

in that part of the detector.

Figure 3.4: An example of hit frequency ratio plot for a good chain

(vii) Chain Stability: After removal of hot, cold and dead channels, the sta-

bility of the response of the channels is checked. The hit-frequency of each

channel is compared from different Runs. If a channel is unstable then its

behaviour would be changing over different Runs. Different Runs correspond

to different number of events. To compare the hit frequency of a channel in

different runs, it is important to normalise with the number of events in each

Run. Out of the large number of Runs used, a good Run was selected as a

reference Run. For this Run, the hit frequency of each channel was obtained

normalised to total number of events. The same quantity is obtained for

different Runs. If the performance of a channel remains same over all Runs,
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Figure 3.5: Quality histograms after cleanup

then the ratio of normalised hit-frequency of any Run with the normalised

hit-frequency of the reference Run is expected to be distributed around 1.

Figure 3.3 shows the ratio for all channels of a bad chain in 11 different

Runs. The x-axis shows the channel numbers. If the ratio is ∼ 1 for all the

channels, the chain performance can said to be stable. The same ratio for a

good chain is shown in Figure 3.4 also for 11 Runs. The few channels which

show unstable behaviour are identified at this stage and removed from the

data. If most of the channels of the chain are unstable, the chain is dropped

from analysis. In a few Runs it was observed that many chains, that were
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normally giving good data, were showing unstable behaviour. This analysis

was carried out for each chain in each Run. A detail log of stable and un-

stable chains were prepared so that only stable and clean chains from good

Runs are used for further analysis.

Figure 3.6: XY distribution of hits on PMD for Au+Au collisions at 39 A
GeV.

The process of cleaning described above is executed for each of the selected

Runs. The bad chains, boards, channels are identified and this information

is stored in STAR database. The bad channels are not included in event

reconstruction and analysis. Figure 3.5 shows the data obtained after clean-

ing up as defined above. This should be compared with plot in Figure 3.2,

which included spikes due to bad channels before the data was cleaned up.

An XY plot showing all the live channels of PMD after clean up, is given

in Figure 3.6. This figure is for the data of Au + Au 39 A GeV collisions.

Similar figures were obtained for data at all collision energies.
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3.3 Gain Normalization of PMD

The incident charged particles and photons give signal on the various cells of the

PMD, giving a finite ADC signal above the pedestal cut off. If a cell gives a signal

above the pedestal, it is called a hit-cell or a hit. The magnitude of the signal due

to a minimum ionising particle depends on the intrinsic gain of the cell.

The hits are grouped together to make clusters to reconstruct the position of the

original photon and charge particles. Since the ADC of a group of cells ( cluster)

is used for discriminating between the clusters due to photons and the clusters

due to hadrons later, it is essential that the response of each cell be normalized

with respect to each other. This is obtained by studying the ADC spectra of each

cell, when all six neighbouring cells have zero ADC as shown in Figure 3.7. This

is referred to as isolated hit ADC spectra of that cell. This isolated hit is most

likely due to a Minimum Ionising Particle (MIP). The MIP spectra is plotted in

Figure 3.8, along with a fit to Landau distribution. Isolated hits were collected

for each channel over many events and their mean ADC, calculated in the ADC

range 10 to 500, is used for relative gain normalization.

Figure 3.7: Schematic diagram of an isolated cell in PMD

Many factors influence total gain of a channel. The differences in gains of different

channels may be due to differences in fabrication, both mechanical and electronic

hardware, high voltage, temperature and gas flow. Some factors like differences in

fabrication and electronic hardware remain constant over the whole period of data



64

Figure 3.8: MIP distribution for all the cells of PMD fitted by Landau distri-
bution (red color)

taking, unless the hardware is changed. Operating factors like voltage, gas con-

ditions and temperature are vulnerable to change within a shorter time duration.

resulting in change in gain over short periods.

Figure 3.9: Isolated cell ADC distribution for all the cells before gain normal-
ization. Each color represents a different SMChain

Each super module consists of separate gas supply and independent high voltage

supply. Each readout chain has an independent low voltage supply. Variations

in HV affects all the cells of a supermodule, while variations in LV affect all the
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cells in a particular chain. Since, a chain may span cells over more than one super

module, each super module chain combination (SMChain) is considered as a unit

for gain normalization. Figure 3.9 shows isolated cell ADC distribution before gain

normalization. Each SMChain is shown in a different color and combines the data

for all cells within that SMChain. The dispersion in the positions of the peaks of

the distribution can be seen, underlining the need for gain normalisation.

The total gain normalization factor (GNF) for a channel can be factorised as :

Total_GNF = Cell_GNF ∗ SMChain_GNF (3.1)

Here Cell_GNF is the relative gain of each cell within one SMChain with respect

to the average gain of all cells in the same SMChain. The Cell_GNF has been

obtained for each cell of each SMChain. Applying Cell_GNF normalizes gains

of all cells within an SMChain. Different SMChains have to be normalised with

respect to reach other. For each SMChain, the mean gain of all cells is obtained

by averaging over the gain of each cell. This is obtained for each SMChain. The

SMChain_GNF is obtained by normalising the mean gain of that SMChain with

respect to average of mean gain of all other SMChains, weighted with the number

of live cells in each SMChain.

Since relative conditions of the cells within a SMChain do not vary with time, the

Cell_GNF is likely to remain constant over a long period. The voltage ( HV and

LV) and gas conditions may vary over short time period and these affect different

SMChains differently. Therefore the SMChain_GNF for different chains are

likely to vary over a short time period. Due to these reasons the Cell_GNF is

determined once for a period of 4-5 days and SMChain_GNF once for every six

hours of data taking.

3.3.1 Cell_GNF

To determine the Cell_GNF , the mean of the ADC distribution of isolated cells

is used.
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Figure 3.10: MIP distribution for all the cells after cell to cell gain normaliza-
tion. Each color represents a different SMChain

Cell_GNF =
mean ADC of the isolated cell

< mean ADC of all isolated cell >
(3.2)

where the average ( denoted by angular brackets ) is over all the cells within the

SMChain to which the cell belongs. Figure 3.10 shows the MIP distribution for all

the cells of each SMChain after cell to cell gain normalization. The distributions

for different SMChains is shown in different colours (online).

3.3.2 SMChain_GNF

All the cells of an SMChain are relatively normalized by applying the Cell_GNF

obtained by methods as described in the previous subsection. The ADC distribu-

tion of isolated hits for all the cells, after cell to cell gain normalization, are then

combined to yield an isolated hit ADC distribution for each SMChain. The mean

of this distribution for an SMChain is used as a parameter to normalise gains of

different SMChains. The relative gain of each SMChain is then determined by:
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SMChain_GNF =
mean ADC of the isolated hits of a SMChain

< mean ADC of the isolated hits of SMChains >
(3.3)

The mean ADC of each SMChain is used to determine the average in the denom-

inator.

3.3.3 Gain Normalized Data

Figure 3.11: MIP distribution for all the cells after normalization. Each color
represents a different SMChain

One set of Cell_GNF are determined for each batch of data (one batch comprises

of a few days of data taking) and stored in the STAR database with appropriate

date and time stamp. One set of SMChain_GNF are determined for every 6

hours of data taking and these are also stored in a database with appropriate date

and time stamp.

When processing data of a Run, the total Gain Normalization factor is generated

for each cell by multiplying Cell_GNF of that batch with SMChain_GNF clos-

est to the date and time of that Run. The total gain normalization is then applied
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to the ADC of that cell in each event. Figure 3.11 shows the MIP distribution for

all the cells after gain normalization. The scale on the y-axis is in absolute units.

The spread of the various spectra in the y-direction is because of different number

of active cells in different SMChains.

3.4 Clustering

The main class of STAR PMD software where the cleanup and gain normalization

information is applied is StPmdReadMaker. After applying the gain normalization

factors on ADC values of hits from all good cells, all StPmdHits (the parameters of

hits as defined earlier) are sent to StPmdClusterMaker for clustering. The details

of data sets and the centrality selection criteria were discussed in Chapter 2.

A photon incident on the PMD is expected to give a signal spread over a number

of cells. The 3 radiation length of material limit the radial spread of the photon

shower. The number of cells affected by the shower depends upon this radial

spread. All continuous hits (having at least one common boundary with other

hits) are grouped together to form a cluster of hits (called cluster for brevity).

Each cluster is then characterized by the number of constituent hits (cluster- size)

and their total ADC ( sum of ADC of all its constituent hits). The (η, φ) of each

cluster can be determined from the ADC weighted centroid of its hits. The same

routine (StPmdClusterMaker) is used for clustering real data as well as simulated

data. In simulated data cluster ADC is replaced by energy deposited in KeV i.e.

Edep.

The first step for clustering is to collect all the continuous cells having non-zero

ADC. This group of cells is referred to as a supercluster. Thus the superclusters

are separated from each other by cells having zero ADC (Edep) unless part of their

boundary coincides with the SM boundary. Superclusters are constructed starting

from the cell with largest ADC (Edep) and forming a cluster of continuous cells,

all with finite ADC (Edep). For making the subsequent superclusters we search

for the next largest ADC (Edep) cell and follow the same procedure of collecting

continuous non-zero ADC (Edep) cells. This process is repeated till all the non-zero

ADC (Edep) cells in a SM are incorporated.
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In a higher multiplicity environment of Au+Au collisions at 200 A GeV, a super-

cluster might get contribution from more than one incident particle ( 2 photons or

2 charged particles or a photon and a charged particle). In such a case, a method

of resolving a supercluster having more than 2 hit cells, into its constituent clusters

was evolved. This routine was called refined clustering. But it was observed that

this procedure can sometimes cause a supercluster due to a single photon to be

broken into two clusters ( referred to as split clusters). It was observed that even

for Au + Au collisions at 200 A GeV, using refined clustering did not increase the

efficiency appreciably and increased the instances of split clusters. The analysis at

this energy was carried out using superclusters defined in the above paragraph. At

collision energy 39 A GeV and lower energies, the photon multiplicity is lower and

hence probability of overlapping clusters is also lower than at 200 and 62.4 A GeV.

Therefore, analyses at lower energies also uses superclusters, as defined above. In

simulated data, the superclusters themselves are directly associated with the in-

cident particles (photons or charged particles) falling on the detector. This helps

to obtain the efficiency and purity of the clusters identified in simulated data.

3.5 Analysis Specific QA

The gain normalisations are obtained only from a subset of data of a given period,

as described above, and then applied on the entire data sample for that period.

A Quality Assessment (QA) analysis of the data is performed before using it for

further analysis. The correlation plots of PMD Multiplicity with Time Projection

Chamber (TPC) , Forward Time Projection Chamber (FTPC) and Barrel Time of

Flight Detector (BTOF) multiplicity are shown in the three panels of Figure 3.12.

Here PMD Multiplicity refers to the number of clusters on PMD which clear

threshold conditions, also called Nγ−like. The threshold conditions are discussed

in detail in section 1.9.2. Figure 3.12 shows the event by event correlation plot of

PMD multiplicity with RefMult (The uncorrected TPC track Multiplicity within

(| η |< 0.5units). Two bands are observed in this plot. The same extra band

persists when PMD Nγ−like is plotted with FTPC (East / West) multiplicity as

well as BTOF multiplicity, confirming that the origin of the double band is due to

the PMD data.
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(a) (b)

(c)

Figure 3.12: Correlation plots between (a) Uncorrected charge particle mul-
tiplicity in TPC and PMD multiplicity (b) FTPC multiplicity and PMD mul-
tiplicity (c) BTOF multiplicity and PMD multiplicity for 39 A GeV Au+Au

collisions

After some investigations, it was found that these bands were due to the data

corresponding to few Runs in which PMD was probably not behaving well. To

remove this band without biasing the data, the following process was adopted.

(a) The mean cluster ADC in CPV plane (before the photon converter) averaged

for each event v/s Mean ADC of Nγ−like averaged for each event in Preshower

plane ( after the photon convertor) is plotted in Figure 3.13. A separate

cluster was observed for some events, which showed smaller values of mean
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Figure 3.13: Ratio of total ADC of the cluster and total number of cluster for
both CPV and pre-shower plane of PMD

ADC for CPV and PMD. Since data from CPV plane is not being used in

the analysis, a cut was applied on the mean ADC in CPV to remove bad

events without biasing the data.

(b) The mean of multiplicity in TPC for each Run, < RefMult >, is plotted

against the mean of < Nγ−like >, also obtained over events of the same

Run, and is shown in Figure 3.14. A scatter plot of < RefMult > and

< Nγ−like > for each Run is shown in Figure 3.14(a). While < Nγ−like > for

most Runs were scattered around a certain value, its values for some Runs

was much lower. When < Nγ−like > is plotted for each Run as shown in

Figure 3.14(b), the Runs corresponding to low < Nγ−like > show up clearly

and have not been used for analysis. Figure 3.14(c) is a distribution of

ratio of PMD multiplicity and TPC multiplicity. The runs in which PMD

is underperforming show up clearly outside the main Gaussian, and were

removed by using the criteria that these were more than 3 sigma away from

the mean of the Gaussian. Similarly, Figure 3.14(d) is a distribution of

mean multiplicity of PMD over all the runs. The runs where the PMD is
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Figure 3.14: (a) A scatter plot of < RefMult > and < Nγ−like > (b) <
Nγ−like > for different Runs (c) Distribution of ratio of < Nγ−like > to <

RefMult > (d) Distribution of < Nγ−like >.

underperforming are identified again by their occurring outside the main

Gaussian.

The bad Runs identified by the above two studies were most likely a few Runs in

which part of PMD was not working and hence gave a much lower PMD multi-

plicity. These Runs were not used for further analysis.

3.5.1 Correlation Between Multiplicity in PMD and Other

Detectors

After removing bad Runs, scatter plots between Nγ−like multiplicity in PMD [72]

and charged particle multiplicity in TPC [69] in Au+Au collisions are shown in
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(a) (b)

(c)

Figure 3.15: Correlation between uncorrected charge particle multiplicity in
TPC and PMD multiplicity in Au + Au collisions at 39, 27 and 19.6 A GeV

Figure 3.15. The three panels show the figure for the three different energies, 39, 27

and 19.6 A GeV. A single correlation band is observed between both multiplicities.

The correlation band is almost linear for 39 A GeV but shows a clear bending for

27 A GeV. For 19.6 A GeV the bend is much more pronounced.

The bending in these plots can be qualitatively understood by realising that with

decreasing collision energy, the beam rapidity decreases and gets closer to the

acceptance range of PMD. Possible differences between the particle production at

mid rapidity and forward rapidity may lead to other phenomena that may give an

extra yield on the PMD even for peripheral collisions. Such extra yield may result
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(a) (b)

(c)

Figure 3.16: Correlation between charge particle multiplicity (measured in
ToF) and PMD multiplicity in Au + Au collisions at 39, 27 and 19.6 A GeV

into the observed correlation plots. The increased bending of the correlation band

between RefMult (from TPC) and PMD Multiplicity observed for 19.6 A GeV

events as compared to 39 A GeV events seems to indicate a source of particles

identified on PMD, which may depend upon the spectator size. The effect becomes

more prominent with increasing overlap between PMD rapidity coverage and the

beam rapidity.

In line with this argument, one can expect a similar bending to be observed when

studying the correlation between PMD Multiplicity with the BTOF Multiplicity,

as can be seen in Figure 3.16. FTPC detector is also at forward rapidity; its
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(a) (b)

(c)

Figure 3.17: Correlation between charge particle multiplicity (measured in
FTPC) and PMD multiplicity in Au + Au collisions at 39, 27 and 19.6 A GeV

rapidity acceptance range is 2.5 to 4.0. So we expect a much smaller bending of

the correlation band between FTPC Multiplicity [70] and PMD Multiplicity. This

is seen in Figure 3.17 .

3.5.2 Nγ−like Distributions

The Photon Multiplicity Detector gets a signal both from incident charged parti-

cles and photons, forming clusters. The clusters of continuous cells are identified

with two parameters, the total ADC count (ClusterADC) and the number of cells
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(ClusterSize) in the cluster. Clusters above the threshold as defined in Chapter 2,

are referred to as γ − like. Their number is corrected for efficiency and purity to

estimate the photon multiplicities.

(a) (b)

(c)

Figure 3.18: Uncorrected photon multiplicity distributions for minimum bias
Au + Au collisions at 39, 27 and 19.6 A GeV.

After cleanup, the distributions of Nγ−like, are plotted in Figure 3.18 for each

energy. At each energy, the figure shows the Nγ−like distributions for each cen-

trality separately, where the centrality has been obtained by methods detailed in

Chapter 2. The actual number of events, for each centrality, are also mentioned
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on the figure. The min-bias distribution is also plotted for centrality 0-80% for

Au + Au collisions at each energy. These distributions have to be corrected for

acceptance, efficiency and purity in order to obtain the actual photon multiplicity.

The method used for acceptance, efficiency and purity determination is described

in the next two sections.

3.6 PMD Acceptance

The acceptance of PMD within pseudorapidity -3.7 to -2.3 is limited due to inactive

cells and dead area (e.g. boundaries of the supermodules). Therefore, to estimate

the correct Nγ−like from the measured number we need a correction due to finite

acceptance. Since PMD is planar, the acceptance of the detector is defined as the

ratio of active area of the detector with the actual area in the same region.

Figure 3.19: Acceptance of PMD in three different Vz bins.

The z position of the vertex of an accepted Au + Au collision at 39 A GeV can

vary from -30 to +30 cm of the STAR center. The radial distance (rη) of a particle

of rapidity η, on PMD plane, is given by
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rη = z ∗ tan−1[2tan−1(e−η)] (3.4)

Here z = 540 cm + vz(cm). This implies that the actual part of PMD which is

contributing to the detection of photons for a particular rapidity range changes

with the vertex position. This requires that correction factors for acceptance are

calculated for different vertex positions. The total vz range used for analysis was

divided into 5 cm. bins and acceptance of PMD was calculated with respect to

the center of each vz bin as follows:

Acceptance in an η bin =
No. of active cells within that η bin

π(r2ηmax
− r2ηmin

)
∗ cell − area

(3.5)

This acceptance was applied to all events with vz within that bin. The Figure 3.19

shows the acceptance of PMD for three different vz bin. The number of active

cells of PMD have also been marked on the Figure 3.19 for three different vertex

positions. The area of the cell, used as cell-area in the above equation, is 0.966

cm2.

3.7 Efficiency and Purity

To estimate the photon multiplicity from the Nγ−like clusters, the photon recon-

struction efficiency and purity of the sample of Nγ−like is to be estimated. This

has been achieved by simulating HIJING events [44] with STAR GEANT for Au

+ Au at 39, 27, 19.6 A GeV. These data have been produced including all the

detectors of STAR which were present during Run10 and Run11. About 200 K

simulated events for 39 A GeV, 180 K for 27 A GeV and 120 K for 19.6 A GeV

Au + Au collisions have been used to obtain efficiency and purity.

The data of simulated events is also processed using the same software chain as

was used on the actual data. The clusters are then processed in StPmdAssocia-

tionMaker class which associates all clusters to the incident particles. Using the
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Edep distribution of isolated clusters ( single cell clusters), we determine the mean

Edep of the minimum ionising particle. In addition to cluster size, the mean Edep
is used in simulated data to define the threshold for gamma-like clusters. As dis-

cussed in Chapter 2, this threshold for a cluster has been chosen as clustersize >

1 and Edep > 3 times the Edep of a MIP. The same criteria is used in experimental

data where ADC is measured instead of Edep.

While the energy deposited in most of the clusters is due to a single particle, some

are formed by more than one particle. In such cases the cluster is associated to

the particle contributing maximum energy to it. Sometimes a photon contributes

to two clusters and both clusters clear the threshold for selection of gamma-like

clusters. In such a case the clusters to which the photon has contributed higher

amount of energy is called the (primary) photon cluster while the second cluster is

called the split cluster. Thus all the clusters which clear the threshold conditions

are classified as photon clusters or hadron clusters or split clusters.

The photon counting efficiency εγ and the fractional purity fp of the photon sam-

ple [42, 43] are defined by the following relations:

εγ = Nγ,th
cls /N

γ
inc (3.6)

fp = Nγ,th
cls /Nγ−like (3.7)

where, Nγ
inc is the number of photons incident within the PMD acceptance range,

which is known from the HIJING event generator, Nγ,th
cls is number of photon clus-

ters above the hadron rejection threshold. Nγ−like is the total number of clusters

detected on PMD above the hadron rejection threshold. These include clusters

due to photons, hadrons as well as split clusters. Using the estimated values of εγ
and fp as defined above, one can estimate the number of incident photons (Nγ)

as:

Nγ = Nγ−like × fp/εγ (3.8)
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The efficiency as defined above includes detection efficiency (conversion probability

and subsequent discrimination) and effect due to acceptance. The acceptance has

been calculated in section 3.8 and can be factored out. Hereafter, for brevity, the

detection efficiency has been called as efficiency.

3.7.1 Effect of Finite Acceptance

The simulated data was produced with both ideal PMD (all cells are used) and

actual PMD (cells rejected in data are not used). Efficiency and purity was deter-

mined for each case. For both cases, efficiency (detection efficiency) is plotted as

a function of η is shown in Figure 3.20 (a) .

(a) (b)

Figure 3.20: (a) Efficiency as a function of η corrected by the acceptance for
both ideal and actual PMD (b) Purity as a function of η for both ideal and

actual PMD

Since these two efficiencies match, more detailed studies of efficiency and purity

have been conducted using simulated data for ideal PMD. To obtain the values of

Nγ, the Nγ−like is corrected for efficiency and purity and also by the acceptance of

the detector. Purity from the two cases can also be observed in Figure 3.20 (b).

The purity of the signal remains unaffected by the acceptance of the detector, as

expected.
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3.7.2 Effect of Different Event Generators

To estimate any possible effect of details of event generator, efficiency and purity

values have been obtained using both HIJING [44] and AMPT [80].

Figure 3.21: Efficiency and purity as a function of η from two different event
generators HIJING and AMPT.

Figure 3.21 shows the efficiency and purity as determined by both AMPT and

HIJING. The efficiency and purity from both event generators show agreement.

For all analyses presented here, detailed estimates of efficiency and purity for all

cases have been obtained using HIJING events.

3.7.3 Photon Hadron Discrimination

In order to discriminate between clusters due to a hadron track or due to a photon

track, we need to understand the properties of photon clusters and charged hadron

clusters [81].

A threshold condition has to be chosen to eliminate majority of clusters due to

charged hadrons, while maximising efficiency of photon detection. The variation

of photon counting efficiency and purity for various threshold cuts decides the

photon-hadron discrimination criteria. Figure 3.22 shows the efficiency of photon

counting and purity of photon sample as a function of threshold Edep (ADC in
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(a) (b)

(c)

Figure 3.22: Efficiency and purity of photon counting for different threshold
cuts in units of Edep of the MIP at 39, 27 and 19.6 A GeV. Edep of MIP obtained

in simulation is ∼ 2.5 keV.

data) given in units of Edep of MIP ( single cell clusters). With increasing threshold

ADC, the hadron contribution to the Nγ−like would decrease, though in the process

some photon clusters are also lost. So with increasing threshold ADC, the purity

of sample increases but the efficiency decreases. With decreasing collision energy

both purity and efficiency decrease by a few percent at all threshold cuts. For

selection of Nγ−like in 39 and 27 A GeV, a threshold cut of 3 times the MIP ADC

was used. For 19.6 A GeV in order to keep a higher efficiency, a threshold cut on

ADC of 2.5 times MIP ADC was used.
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3.7.4 Occupancy

Occupancy of a certain region of PMD is defined as the ratio of total number of

cells with a finite signal above noise threshold (a hit) to the total number of active

cells in that region of PMD. Figure 3.23(a) shows the occupancy as a function of η

for two different event centralities in data for Au+Au collision at √s
NN

= 39 GeV.

Figure 3.23: (a) Mean occupancy as a function of η for 0 to 5% central and
50 to 60% peripheral Au+Au collisions at √sNN= 39 GeV. (b) The occupancy

in different rapidity intervals for most central events.

Since the particle density is higher in central collisions, the occupancy is also

higher as compared to corresponding values in peripheral collisions. Figure 3.23(a),

shows the occupancy of PMD in events from top centrality bin 0-5% (central

collisions) and from centrality bin 50-60% (peripheral collisions). It is observed

from Figure 3.23(b) that the occupancy increases even though the number of

photons are expected to decrease as we move from η ∼ -2.3 to η ∼ -3.7. This is

because of the planar design of PMD and can be understood.

Different pseudorapidity intervals can be imagined on PMD as annular rings. The

rapidity intervals -3.7 to -3.5 corresponds to a much narrower ring shaped area on

PMD as compared to rapidity interval -2.5 to -2.3. Since the cell size is uniform

for all regions of PMD, the number of cells within equal size rapidity intervals

decreases rapidly towards forward pseudorapidity. The ratio of number of particles

falling on the PMD to the number of cells is higher at η equal to -3.6 region as
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Figure 3.24: (a) Mean occupancy as a function of number of incident photons
for centrality bin 0 - 5 % and for η bin -3.3 to -3.1. (b) Mean multiplicity as a
function of occupancy. (c) Efficiency as a function of occupancy. (d) Purity as

a function of occupancy.

compared to corresponding number at η equal to -2.4, resulting into higher value

of occupancy.

Both efficiency and purity of the photon signal are expected to depend on the

occupancy in PMD. A photon is more likely to give a bigger cluster on PMD

which would result in higher occupancy values. To understand this, the occupancy

has been obtained as a function of number of incident photons. For each value of

occupancy, the average contribution of charged particles, photons and split clusters

to the total Nγ−like is also obtained. In Figure 3.24(a) the percentage occupancy

as a function of the number of photons incident on PMD is shown. The plot

is for most central events (0-5%) and for eta bin -3.3 to -3.1. It shows a clear
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increase in occupancy with incident photon multiplicity. A similar behaviour is

observed for all centralities and rapidity bins. Figure 3.24(b) shows the Nγ−like

clusters (clusters clearing the threshold condition) formed (i) by photons tracks

(in blue) (ii) by hadron tracks (in red) and (iii) by split clusters (one photon

making more than one clusters) in pink as a function of detector occupancy. The

figure also shows the incident number of photons as a function of occupancy. The

ratio of Nγ−like due to photons ( detected photons) to the incident multiplicity

of photons ( i.e. efficiency) shows a clear increase with occupancy as shown in

Figure 3.24 (c). The ratio of Nγ−like due to photons to the total Nγ−like is purity

and shows weak variation as shown in Figure 3.24 (d). Efficiency and purity for

different values of occupancy in each eta window for each centrality have been

obtained. The centrality bins in simulated data were chosen such that the mean

occupancy matches that in data for the corresponding centrality bin. The mean

occupancy in data and simulation are shown in Figure 3.25 for the most central

events. Figure 3.25(a) shows the mean occupancy as a function of rapidity interval

for data and simulated data for a centrality and Figure 3.25(b) shows their ratio

in each rapidity interval.

Figure 3.25: (a)Mean occupancy as a function of pseudorapidity interval for
data (filled circles) and simulated data ( open circles) for centrality bin 0-5 %.(b)

The ratio of occupancy in data to simulated data
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3.7.5 Efficiency Variation with Occupancy

(a) (b)

(c)

Figure 3.26: Efficiency of photon sample as a function of occupancy at
√
sNN

= 39, 27 and 19.6 GeV. The figures shown are for event centrality 30-40% and
rapidity interval -3.3 to -3.1. Similar graphs were obtained for each rapidity

interval for each event centrality

Efficiency has been obtained for different values of occupancy for each eta window

and for each event centrality. Figure 3.26 shows the percentage efficiency as a

function of occupancy for 30-40 % centrality and pseudorapidity bin -3.3 to -3.1

for Au + Au 39, 27 and 19.6 A GeV. Similar plots were obtained for each value

of centrality and for each pseudorapidity bin. A function (given below) was fitted

to efficiency for each eta window for each centrality. A small factor of 0.0005 was

added to occupancy for ease of fitting; since the binsize for occupancy is 0.5%,



87

the factor does not affect our results. These fit functions are used to obtain the

efficiency in data according to the observed occupancy.

Efficiency = A[1− exp−(
Occ+0.0005

B
)] (3.9)

(a) (b)

(c)

Figure 3.27: Purity of photon sample as a function of occupancy for Au+Au
collisions at

√
sNN = 39, 27 and 19.6 GeV. The figures shown are for event

centrality 30-40% and rapidity interval -3.3 to -3.1. Similar graphs were obtained
for each rapidity interval for each event centrality
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3.7.6 Purity Variation with Occupancy

Purity of the photon sample has been obtained for different values of occupancy for

each eta bin and for each centrality bin. Figure 3.27 shows the percentage purity

as a function of occupancy for 30-40 % centrality and eta bin -3.3 to -3.1 for Au +

Au 39, 27 and 19.6 A GeV. Similar plots were obtained for each value of centrality

and for each eta bin. A polynomial of order 1 for each centrality bin and for each

eta window was fitted. These fit functions are used to obtain the purity in data

according to the observed occupancy. It is clear that purity depends weakly on

occupancy. A study of events of different centralities in different rapidity windows

shows that purity has a weak dependence on event centrality and rapidity also.

3.8 Systematic Errors

The systematic errors on photon multiplicity and rapidity distributions (dNγ/dη)

have been determined for [42, 43]:

• Uncertainty in estimates of efficiency and purity values

• Variation in the choice of photon-hadron discrimination threshold condition

• Non-uniformity of the detector response

3.8.1 Uncertainty in Efficiency and Purity

The errors on the parameters of the fit functions obtained for efficiency and purity

reflect the uncertainty in the determination of their values. Figure 3.28 shows

the functions for efficiency and purity using their best fit values (black line) and

also the maximum (red line: upper edge of the hatched red band) and minimum

(blue line: lower edge of the hatched red band) possible fit functions as given

by the errors on fitted parameters. For a given centrality and rapidity window,

these three functions give the uncertainty in the estimated values of efficiency

and purity at a given occupancy. We used the function giving highest values of
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purity along with the function giving lowest values of efficiency and reobtained

the dNγ/dη distributions. This is repeated with lowest values of purity coupled

with the highest values of efficiency. The difference in the dNγ/dη distributions as

compared to the the best fit cases, gives the systematic error due to uncertainty in

effciency and purity values. The difference in the estimates of dNγ/dη is included

in the results as the systematic error due to uncertainty in efficiency and purity

values. For each energy, the difference in estimates of dNγ/dη can be seen in

Figure 3.29 for Au+Au 39 A GeV, Figure 3.30 for Au+Au 27 A GeV, Figure 3.31

for Au+Au 19.6 GeV. In each figure the different blocks corresponds to different

event centrality. For 39 A GeV it can be observed from the Figure 3.29 that the

systematic error due to uncertainty in efficiency and purity is about 15% for most

central events.

(a) (b)

Figure 3.28: Efficiency and purity for different occupancies. See text for
details.

3.8.2 Variation in Discrimination Threshold

The threshold conditions used for photon-hadron discriminiation are as follows:

• Cluster Size > 1 cell.
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Figure 3.29: Systematic error due to uncertainty in estimates of efficiency and
purity values at Au + Au 39 A GeV.

Figure 3.30: Systematic error due to uncertainty in estimates of efficiency and
purity values at Au + Au 27 A GeV.
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Figure 3.31: Systematic error due to uncertainty in estimates of efficiency and
purity values at Au + Au 19.6 A GeV.

• ClusterADC > 3 ×MIP − ADC cell for Au + Au collisions at 39 A GeV

and 27 A GeV. ClusterADC > 2.5×MIP −ADC for 19.6 A GeV collisions.

The same conditions are applied in simulated data to obtain efficiency and purity.

The threshold conditions were varied both in simulated data and in actual data

to study the variation in the Nγ distributions. Different threshold cuts were used

for ClusterADC. In particular, the cuts were set at 2 times MIP-ADC and 4 times

MIP-ADC for the case when the cut used was 3 times MIP-ADC, and were set

at 1.5 times MIP-ADC and 3.5 times MIP-ADC for the case when the cut used

was 2.5 times MIP-ADC. The efficiency and purity were recalculated for these

cuts. The Nγ distributions were re-obtained after applying the corresponding

efficiency and purity corrections. The difference in rapidity density due to using

different thresholds is included in our result as systematic error due to threshold

cut variation. This is shown in Figures 3.32, 3.33 and 3.34 for 39, 27 and 19.6

A GeV respectively. It can be seen that while the error is small for central events,

the peripheral events show a much larger variation, up to 15%, for low occupancy
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Figure 3.32: Systematic error in Nγ multiplicity due to variation in discrimi-
nation threshold condition for Au + Au collisions at 39 A GeV.

Figure 3.33: Systematic error in Nγ multiplicity due to variation in discrimi-
nation threshold condition for Au + Au collisions at 27 A GeV.
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Figure 3.34: Systematic error in Nγ multiplicity due to variation in discrimi-
nation threshold condition for Au + Au collisions at 19.6 A GeV.

rapidity bins. This is probably due to larger variations in efficiency with occupancy

for low occupancy regions.

3.8.3 Azimuthal Non-Uniformity

In each eta bin, after acceptance correction, the azimuthal distribution of the clus-

ters passing the threshold, Nγ−like is expected to be uniform. The phi distribution

of Nγ−like was studied in each eta bin and found to deviate from the expected

uniformity. To understand this observation, the Nγ−like for each SMChain were

obtained in each eta bin and were normalized with the number of active cells for

that SMChain and eta bin i.e.

NSMChain,η
γ−like =

< Nγ−like for an SMChain and η bin >

(Number of active cells for same SMChain in that η bin)
(3.10)
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SM No. Chain No. < adc > of cells Hit Loss Correction Factor
14 26 119.4 1.0
14 28 125.9 1.0
15 29 119.9 1.0
15 33 124.5 1.2
16 30 90.5 1.1
16 31 96.0 1.1
16 33 118.8 1.0
17 34 53.8 3.5
18 35 119.2 1.0
18 36 116.7 1.0
19 36 121.6 1.0
19 37 124.8 1.0
20 38 57.9 1.45
20 40 75.7 1.2
21 39 127.2 1.0
21 41 130.4 1.0
22 42 60.1 3.2
22 44 56.8 3.2
22 45 55.2 1.0
23 41 80.1 1.3
23 43 57.4 1.45
23 45 75.5 1.3
24 46 119.7 1.0
24 47 125.3 1.0
24 48 123.5 1.0

Table 3.1: Mean ADC and hit loss correction factor (HLCF) for SMChains.

For most SMChains, NSMChain,η
γ−like was nearly the same within the same eta win-

dow, but for some SMChains it was much smaller than others. The result is

understandable as due to low gain of such chains which results in a large no. of

hits ( and hence clusters) being lost when we applied the noise threshold cut of

15% of Mean ADC of MIP. This hit/cluster loss cannot be compensated by gain

normalisation. To obtain a uniform azimuthal distribution of these clusters, a

Hit-Loss-Correction-Factor(HLCF) is obtained for each SMChain and applied to

obtain a relatively uniform azimuthal distribution in all eta bins.

Table 3.2 shows mean ADC for each SMChain. This mean is over all cells of the

particular SMChain before normalization. The hit loss correction factor for all

SMChains is also given. The table shows that the HLCF factor is large for low
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(a) (b)

Figure 3.35: XY distribution of hits on PMD in Run 10 (a) All good SMChains
(b) All SMChains used for analysis

Figure 3.36: Systematic error variation in Nγ multiplicity due to non-
uniformity in PMD response at Au + Au collisions at 39 A GeV.

gain chains (grey rows).

All the SMChains with low gain and hence high HLCF were located in one sector

of PMD which constituted 1/3 of PMD. The high HLCF factors were causing

large systematic errors and hence it was decided to drop that whole sector of
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Figure 3.37: Systematic error variation in Nγ multiplicity due to non-
uniformity in PMD response at Au + Au collisions at 27 A GeV.

Figure 3.38: Systematic error variation in Nγ multiplicity due to non-
uniformity in PMD response at Au + Au collisions at 19.6 A GeV.
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PMD from analysis at 39 A GeV. While this loss of data contributes to increased

statistical error, the overall uncertainties on multiplicity due to systematic effects

were smaller. The XY distribution of PMD in Au + Au collisions at 39 A GeV is

shown in Figure 3.35(a). Figure 3.35(b) shows the XY distribution of PMD after

removing the sector as described above, and corresponds to the data used in the

analysis. At 27 A GeV and 19.6 A GeV the acceptance in the eta ring -2.7 to -2.5

was low, some chains from that sector were used in analysis (chain 39 and 41 from

SM 21 ).

The azimuthal distributions of photons from the remaining SMChains were stud-

ied, after application of HLCF, for each centrality and eta bin. The mean of

the Nγ−like and RMS of the Nγ−like over different azimuthal bins was calculated

for each eta and centrality bin. The RMS value indicate the uncertainty in the

estimate of the mean Nγ−like.

In order to obtain the corresponding uncertainty in Nγ we proceeded as follows.

Nγ(UpperLimit) = (〈Nγ−like〉+RMSγ−like) ∗
Efficiency

Purity
(3.11)

Nγ(LowerLimit) = (〈Nγ−like〉 −RMSγ−like) ∗
Efficiency

Purity
(3.12)

Values of efficiency and purity used in the above equations corresponded to occu-

pancy values increased/decreased by a fraction equal to RMSγ−like/< Nγ−like >.

This yields two values of Nγ for each eta bin for each centrality. This spread is

the systematic error due to azimuthal non-uniformity within an eta bin, and is

shown in figure 3.36 for Au+Au 39 A GeV, Figure 3.37 for Au+Au 27 A GeV,

Figure 3.38 for Au+Au 19.6 GeV. The large errors for the eta bin = -2.7 to -2.5

bin is because of the small acceptance in this bin.

The three systematic errors were added in quadrature to obtain the total system-

atic error on the photon multiplicities in different rapidity windows.
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Figure 3.39: Inclusive photon pseudorapidity distributions for Au + Au colli-
sions at 39 A GeV for different centralities.

Figure 3.40: Inclusive photon pseudorapidity distributions for Au + Au colli-
sions at 27 A GeV for different centralities.
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Figure 3.41: Inclusive photon pseudorapidity distributions for Au + Au colli-
sions at 27 A GeV for different centralities.

The final results of photon mulitplicity and rapidity distributions for nine differ-

ent centralities for the three energies are shown in Figure 3.39, 3.40 and 3.41,

alongwith the systematic errors estimates, as detailed above. Their comparisons

with data from event generators, and possible scaling with number of participants

and other behaviour is discussed in the next chapter.

3.9 Summary

Starting from the raw data recorded by the PMD in the STAR experiment, the

process of cleanup, normalisation and calibration of the detectors cells was de-

scribed in this chapter. The process was independently repeated for data at all

energies. Some bad Runs were identified and removed, without introducing a bias

in the data. Quality of the data was assessed by studying the correlation plots

between the multiplicity measured in the PMD and other STAR detectors, both

in the barrel region and in the forward region. The distributions for number of

clusters above the threshold, Nγ−like were obtained for each centrality, at each
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energy. The correction factors for acceptance, efficiency and purity were also es-

timated. The latter two were obtained for different centralities and different eta

windows and different occupancies. Uncertainties in these correction factors were

also estimated, and will contribute to the final systematic error on the multiplicity

and rapidity distributions. The detailed systematic study has allowed us complete

checks on systematic errors. The results on rapidity distributions and possible

scaling and limiting fragmentation will be explored in the next chapter.



Chapter 4

Photon Multiplicity and Limiting

Fragmentation

The measurements of particle multiplicity in high-energy heavy-ion collisions pro-

vide information on particle production mechanisms [9, 10, 82, 83]. The width of

the pseudorapidity distributions is found to be sensitive to longtitudinal flow, the

velocity of sound in medium and rescattering of particles [84]. Identified particle

multiplicity as a function of collision centrality can shed light on relative con-

tribution of soft and hard processes in particle production [41]. In the following

sections, the results from the inclusive photon multiplicity measurments at forward

rapidity in Au + Au collisions at
√
sNN = 39, 27 and 19.6 GeV will be discussed.

Measuring Nγ at different energies enable to study the systematic dependence on

energy. To explore the nature of photon production processes Nγ scaled by num-

ber of participant pairs has been studied at all these energies for different event

centralities, and compared with data at high energies. Limiting fragmentation has

been observed for both photons and charged particles at higher energy at RHIC,

and this property of particle production at BES energies is explored.

4.1 Multiplicity Distributions

The photon multiplicity distributions have been measured for different centralities

in Au+Au collisions at √s
NN

= 39, 27 and 19.6 GeV. Figure 4.1 shows photon

101
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multiplicity distributions for minimum bias (0-80%) Au+Au collsions at the three

energies. These measurements enable investigation of participant scaling and lim-

iting fragmentation behaviour.

(a) (b)

(c)

Figure 4.1: Photon multiplicity distributions for minimum bias Au + Au
collisions at 39, 27 and 19.6 A GeV for different centrality bins.

For each centrality at each energy, the multiplicity distributions are shown in

Figure 4.1. It is observed that the multiplicity distribution of photons for each

centrality exhibits Gaussian-like distributions. This is true at all energies. How-

ever, for the most central collisions, the distribution extends to large values of

the multiplicity, making it a little asymmetric, particularly at the lowest energy.
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This can also be deduced from the correlation plots between refmult and PMD

multiplcity, as seen in the chapter 3.

The distribution of Npart and Ncoll can be obtained from Glauber model, or event

generators, for minimum bias collisions. The gross shape of the minimum bias

multiplicity distributions is similar to the shape of these distributions. The par-

ticipant nucleon distribution has a steep rise for peripheral collisions followed by

a near plateau region which corresponds to mid central events and a fall-off region

which corresponds to the most central events. The mimimum bias photon multi-

plicity distribution at each energy shows the well defined plateau and the fall-off

region. The steep rise correponding to the very peripheral events is not observed

since only events with 0-80% centrality are included.

4.2 Inclusive Photon Pseudorapidity Distributions

The pseudorapidity distributions of photons measured in the PMD for various

collision centralities in Au+Au collisions at √s
NN

= = 39, 27 and 19.6 A GeV

are shown in Figure 4.2, Figure 4.3 and Figure 4.4 respectively. The errors shown

on the data points are systematic errors. The estimates of systematic errors are

as detailed in chapter 3. Statistical errors are within the size of the symbol at all

energies.

It can be observed from the photon pseudorapidity distributions that for a given

event centrality, the photon yield is higher towards more central rapidity. The

inclusive photon multiplicity is found to increase from peripheral to central col-

lisions. These results can be directly compared with different models in order to

understand the mechanism of particle production in relativistic heavy-ion colli-

sions at forward rapidity. Inclusive photon pseudorapidity distributions have been

obtained using HIJING and AMPT event generator for each centrality bin and

these are also shown in the figures as a solid line for HIJING and a dashed line for

AMPT. HIJING is based on perturbative QCD processes which lead to multiple

jet production and jet interactions in matter. The data is also compared with

results from A Multi-Phase Transport model (AMPT). The AMPT event gener-

ator [80] includes both initial partonic and final hadronic interations. For most
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Figure 4.2: Inclusive photon pseudorapidity distributions for Au + Au colli-
sions at 39 A GeV for different centralities.

Figure 4.3: Inclusive photon pseudorapidity distributions for Au + Au colli-
sions at 27 A GeV for different centralities.
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Figure 4.4: Inclusive photon pseudorapidity distributions for Au + Au colli-
sions at 19.6 A GeV for different centralities.

central Au+Au collisions at 19.6 A GeV, the data agrees with HIJING predictions,

where as it is systematically lower than AMPT predictions. At 39 A GeV, the data

shows a greater yield than HIJING, and agrees with predictions from AMPT. At

27 A GeV both AMPT and HIJING describe the data within systematic errors.

For mid-central and peripheral collisions, one observes that the data lies signifi-

cantly above the predictions from both HIJING and AMPT. It is worth noting

that for Au+Au collisions at 200 A GeV and 62.4 A GeV, HIJING reproduced

the pseudorapidity distributions for both central and peripheral collisions within

the systematic errors [42, 43]. At forward rapidities in peripheral collisions, PMD

observes an excess of photons as compared to model predictions. Some possiblities

are qualitatively discussed in section 4.5. It is worth noting that the PHOBOS

experiment also observed excess of charge particles at forward rapidity which be-

came more prominent for peripheral collisions at lower collision energy ( Au + Au

at 19.6 A GeV) [47].
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4.3 Scaling of Photon Multiplicities

The total photon multiplicity per participant pair is obtained for different cen-

tralities to look for scaling with < Npart >. Centralities are measured using the

multiplicity in the TPC, and using a Glauber model prescription as detailed in

Chapter 2, < Npart > is obtained at each centrality for each energy. Different

centralities are shown on the x-axis as different values of < Npart >. If the particle

multiplicity scales with < Npart >, it shows that the particle production is due to

soft processes; scaling with < Ncoll > indicates that the particle production is due

to hard processes [41].

Figure 4.5: The number of photons per participating nucleon pair as a function
of average number of participating nucleons for Au+Au collisions at

√
sNN =

200, 62.4, 39, 27 and 19.6 A GeV within 3.7 ≤ η ≤ 2.3. The Errors shown are
systematic errors. The statistical errors for each point are within the symbol

size.
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It was observed in the PHENIX experiment, that at mid-rapidity, the charged

particle production scales with a combination of < Npart > and < Ncoll >, which

indicates a significant contribution of hard processes in particle production [41].

PHOBOS experiment studied the scaling over a large pseudorapidity window and

showed that such a scaling has a pseudorapidity dependence [32, 47]. STAR

experiment also showed that, for Au+Au and Cu+Cu collisions at 200 and 62.4 A

GeV, photon production scales with < Npart >, in the rapidity region -3.7 to -2.3,

which indicates that the photon production is dominantly due to soft processes at

forward rapidity [42, 43]. The charge particle multiplicity measured by STAR in

Forward Time Projection Chamber does not scale with the number of participants.

Considering that the identified particles (photons) showed < Npart > scaling and

charged particles did not, the difference was understood due to the presence of

protons in the sample of charged particles. These protons may have a source, or

a mechanism of production, that is different from the majority charged particles.

Figure 4.5 shows the variation of photon multiplicity per average number of par-

ticipating nucleon pair with Npart for Au + Au collisions 200, 62.4, 39, 27 and 19.6

A GeV. Data of Au+Au collisions at 200 and 62.4 A GeV is taken from reference

[42, 43] and shows that the photon multiplicity scaled with number of participant

pairs is independent of event centrality. At lower energies the data shows a devi-

ation from such a scaling, the deviation systematically increasing from central to

peripheral collisions. For central collisions the scaled multiplicity matches quite

well with the predictions from AMPT and HIJING. Event generators (HIJING

and AMPT) predict Npart scaling of photon multiplicity at lower energies also and

hence expect a constant value for Nγ normalized by number of participant pair

(also shown in Figure 4.5). The deviation from this scaling seems to increase with

decreasing
√

(s). Possible reasons for this deviation are discussed in section 4.5.

4.4 Longitudinal Scaling

For Au+Au and Cu+Cu collisions at 200 A GeV and 62.4 A GeV, it was observed

that the longitudinal scaling is independent of beam energy for both charged par-

ticles [32, 45, 47] and photons. [42, 43]. It was also observed that the longitudinal
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scaling was centrality dependent for charged particles but was centrality indepen-

dent for photons. This was explored in detail for identified charged particles and

it was found that the mesons exhibit longitudinal scaling but the baryons do not.

The presence of baryons in the inclusive charge particle data caused the observed

centrality dependence.

(a) (b)

Figure 4.6: (a) Photon pseudorapidity distributions per participant pair for
10-20% collision centrality as a function of pseudorapidity shifted by the beam
rapidity for Au+Au collisions at

√
sNN = 200, 62.4, 39, 27, and 19.6 GeV. Errors

are systematic only, statistical errors are negligible in comparison. The solid line
is a second order polynomial fit to the data points. (b) Ratio of the data points

to fit function with Npart scaling

Figure 4.6 (a) shows the photon pseudorapidity density normalized by the average

number of participating nucleon pairs as a function of η−ybeam for 10-20% central-

ity bin for Au + Au collisions at 200, 62.4, 39, 27 and 19.6 A GeV, where ybeam is

the beam rapidity. This scaled pseudorapidity distributions for all energies show

similar values. This indicates that at these energies photon data shows energy in-

dependent limiting fragmentation behavior for central collisions. The solid line is

a second order polynomial of the form 0.507 + 0.534(η−ybeam) + 0.088(η−ybeam)2

fitted to all data points. The ratio of data to fit function is close to 1 for all values

of (η − ybeam) as can be seen in Figure 4.6 (b).

The photon pseudorapidity density normalized by the average number of partici-

pating nucleon pairs as a function of η−ybeam for 10-20% and for 20-30% centrality
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(a) (b)

(c) (d)

Figure 4.7: Photon pseudorapidity distributions per participant pair as a func-
tion of pseudorapidity shifted by the beam rapidity for Au+Au collisions at√
sNN = 200, 62.4, 39, 27, and 19.6 GeV for (a) 10-20% and 20-30% centralities.

(b) Ratio of the data points in (a) to fit function with Npart scaling. (c) 10-20%
and 30-40% centralities. (d) Ratio of the data points in (c) to fit function with

Npart scaling.

bin for Au + Au collisions at 200, 62.4, 39, 27 and 19.6 A GeV is shown in Fig-

ure 4.7 (a). The same for 30-40% centrality is shown in Figure 4.7 (c). The data

points of 20-30% and 30-40% centrality show a larger spread about the fit function

which can be clearly seen in the plot of ratio of data to fit function 4.7 (b) and
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(d). It can be seen that the centrality independence that was observed at Au+Au

200 and 62.4 A GeV is not valid at lower energies.

At 200 and 62.4 GeV, the rapidity density for different event centralities (20-

30% and 30-40%) scaled with Npart, showed remarkable similarity leading to the

conclusion that longitudinal scaling is independent of event centrality for photons.

While for different event centralities, the data at 39 A GeV shows little difference,

the data at 19.6 GeV shows much greater difference. This indicates that the

pseudorapity density distribution of photons at 39, 27 and 19.6 A GeV do not show

centrality independent limiting fragmentation behavior; the difference between

data at various centralities increases with decreasing energies.

4.5 Possible Explanations for Scaling Deviations

The data for Au+Au collisions at 39, 27 and 19.6 A GeV show that there is excess

of photons in peripheral collisions as compared to central collisions. This is most

evident when Npart normalized multiplicity of photons for central and semi-central

collisions are compared. The observation is true at all three energies, as seen in

Figure 4.8.

Figure 4.8 shows the ratio of the Npart normalized rapidity distribution of pho-

tons in semi-central (30-40%) collisions with that in central collisions (0-5%) as

a function of rapidity in the beam frame of reference i.e. η − ybeam, for Au+Au

collision at 200, 62.4, 39, 27 and 19.6 A GeV. The ratio increases from its value

∼1.0 in 200 A GeV collisions to ∼3.0 at 19.6 A GeV collisions. This result is sim-

ilar to PHOBOS result in [47] where a ratio of dNch/dη for non-central collision

(35-40%) with dNch/dη for central collision (0-6%) has been plotted as a function

of η′ = η − ybeam for Au+Au collisions at 200,130 and 19.6 A GeV as can be seen

in Figure 4.9. One possibility of these excess charged particles in PHOBOS as well

as photons in PMD is the presence of spectator nucleons, as mentioned in Ref.

[85].

None of event generators used in the present analysis include spectator fragmen-

tation. Lacking such a model inhibits a comparison of data with event generator
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Figure 4.8: The ratio for dNγ/dη per participant nucleon pair of non-central
(30-40%) to central (0-5%) data plotted for

√
sNN = 200, 62.4, 39, 27, and 19.6

GeV. Only systematic errors are shown. The dashed line is only to guide the
eye.)
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Figure 4.9: The ratio of dNch/dη per participant nucleon pair between non-
central (35-40%) and central (0-6%) data plotted for

√
sNN = 200, 130, and 19.6

GeV as measured by PHOBOS detector [47].)
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or model. The data from event generators conform to Npart scaling in the region

that is studied in the present work. That the discrepancy between the model and

the data is increasing with the decreasing event centrality suggests a source which

is getting stronger with decreasing centrality. A number of possiblities have been

speculated upon in Ref [85] and are briefly discussed below.

(i) For central and semi-central collisions the spectators are completely disinte-

grated into protons and neutrons that continue with the original beam ve-

locity [85]. For larger impact parameters, the spectator region disintegrates

into smaller nuclei and nucleons. These nuclei are in an excited state due to

breaking of short range correlations and possibly due to absorption of a few

nucleons from the participant region. These excited spectator fragments can

emit photons.

It was possible to check if the photons emitted by the spectator fragments

may fall within PMD acceptance. A photon emitted at 90 degrees in the

beam frame of reference is Lorentz boosted and would be observed at an

angle 1/γ in the lab frame. Assuming an isotropic distribution, half of the

photons emitted in the forward direction in the beam frame are expected

within an angle 1/γ in the lab frame. This gives a good order of magnitude

estimate of the spread of the photons and the beam fragments. The 1/γ

factor for each energy can be seen in Table 4.1. The PMD coverage starts

from 55 milli-radian hence might get a signal from the photons resulting from

spectator fragments. Photons emitted in the spectator rest frame may have

energies of the order of nuclear energy levels, and would be Lorentz boosted

to higher energies in the laboratory frame. Such photons will be detected in

the PMD, the detector being sensitive to very low energy photons.

Beam Energy (A GeV) Beam rapidity 1/γ (in mrad)
Au + Au 200 -5.36 9.38
Au + Au 62.4 -4.19 30.06
Au + Au 39 -3.73 48.10
Au + Au 27 -3.36 69.48
Au + Au 19.6 -3.04 95.71

Table 4.1: Beam rapidity and 1/γ for each energy.
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(ii) In the three radiation length thickness of the converter, the charged particles

also interact. While the probability of pion to interact is lower, that of

protons and neutrons is considerably greater. Nucleons may produce pions

in this interaction or, exchange charge for a proton to produce a shower and

give a Nγ−like signal on PMD. Detailed estimates of the yield due to this

will require the energy dependence of interaction length, and is beyond the

scope of the present work.

(iii) The conventional Monte Carlo models for heavy-ion collision are HIJING and

AMPT. Private communication with the authors of both the event generators

has confirmed that these models do not treat spectator fragments. In absence

of any model calculations, a small parameterization was used to understand

the excess. The parametrisation is based on simple assumptions given below.

(a) The source of excess Nγ−like are the spectator nucleons.

(b) The yield from the spectator is distributed isotropically in the beam

frame of reference and hence their distribution in lab frame can be well

described by a Gaussian. The width of the Gaussian, σ, is a free param-

eter and will be determined by the data. This parameter is assumed to

be same at all energies considered in this study.

(c) The equation 4.3 is used to estimate the number of spectators that

might be contributing to Nγ−like in the acceptance range of PMD.

(d) Number of photons per spectator might not be the same as the number

of photons produced by a participant source. To accommodate this a

factor C is included, and is a free parameter which will be determined

from data.

PMD measures photons in a fixed rapidity window -3.7 to -2.3, therefore with

decreasing beam energy, PMD acceptance range gets closer to beam rapidity as

shown in Table 4.1 and can also be seen in Figure 4.10. Considering the overlap

between acceptance of PMD in η and the beam rapidity, it is possible that PMD

gets contributions from sources which exist due to spectators of the colliding nuclei.

The above assumption suggest that the number of photon sources can be written

as nsource(N ′):
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Figure 4.10: PMD acceptance range with respect to the η − ybeam

N ′ = 0.5 ∗Npart +X ∗Nspect (4.1)

Where Nspect = 197 − 0.5 ∗ Npart is the number of spectator nucleons which are

moving in the negative z-direction of STAR experiment. The PMD is also on the

negative z-direction. The other half of spectator nucleons move in the opposite

direction. X is expected to depend on the rapidity coverage of PMD with respect

to the beam rapidity, as well as relative contribution of photons from a spectator

as compared to photons from a participant, and is parametrised by:

X = C
2√
π

[

∫ x2

x1

e−t
2

dt] (4.2)

where x1 = ηmin − ybeam and x2 = ηmax − ybeam and
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Beam Energy (A GeV) X value
Au + Au 200 0.00
Au + Au 62.4 0.03
Au + Au 39 0.18
Au + Au 27 0.323
Au + Au 19.6 0.37

Table 4.2: Values of X for each energy as detailed in text.

t =
η − ybeam
σ
√

2
(4.3)

Since the PMD rapidity coverage with respect to the beam rapidity changes with

beam energies, the limits in the integral in equation 4.3 also change, giving different

values of X at different energies.

The above relation for X is only indicative of the yield on the PMD due to spec-

tators. The total photon multiplicity as well as photon rapidity distribution has

been scaled by the number of "effective number of photon sources" as given by

N’. A future course of work might be to construct a more evolved model which

can comment on both the total multiplicity as well as rapidity distribution of

photons due to spectator fragments. The present work essentially highlights the

necessity of developing models for spectator fragments which will be very useful in

the upcoming of fixed target physics experiments at lower beam energy at FAIR

accelerator.

Values of X at 62.4 A GeV and at 39 A GeV, X62.4 and X39 respectively, were

estimated by inspection of data to be 0.03 and 0.18 respectively. Using X62.4 and

X39, the proportionality constant C and the σ of the Gaussian are estimated to be

0.193 and 0.345 respectively. The same values of C and σ were used to estimate

X27 and X19.6 and applied to data to obtain N ′ for these energies. The values of

X are given in table 4.2.

Figure 4.11 shows Nγ scaled with N’ for different colliding energies and different

event centralities. The photon multiplicity, within PMD acceptance, scales well
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Figure 4.11: The number of photons scaled with N’ as a function of average
number of participating nucleons for Au+Au collisions at

√
sNN = 200, 62.4,

39, 27 and 19.6 GeV within 3.7 ≤ η ≤ 2.3. Errors shown are systematic errors.

with N ′ for all event centralities and for all colliding energies. The observed scaled

photon multiplicity also gives a good agreement with the model calculations for

all collision centralities. Scaled by N ′, no excess is seen in peripheral collisions as

were seen when the yield was scaled by Npart. Note that since the event genera-

tors do not include any contribution from the spectators, N ′ for them reduces to

0.5*Npart, and hence show the same result as earlier.

The same parametrisation has been applied to the rapidity distribution of photons.

The rapidity distribution of photons scaled by N’ for all energies from 19.6 to

200 A GeV are shown for 10-20% and 20-30% centrality in Figure 4.12 (a). All

data points seem to fall on the same line, showing a nice scaling. The same

distribution has been observed for 30-40% and 40-50%, as shown in Figure 4.12

(b). The solid curve in both the figures is a second order polynomial of the form

0.407+0.497∗(η − ybeam)+0.128∗(η − ybeam)2 fitted to the data. The ratio plot

shows smaller spread with N’ scaling as shown in Figure 4.13. The wide spread

observed when pseudorapidity density is scaled with 0.5×Npart disappeares when
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(a) (b)

Figure 4.12: Photon pseudorapidity distributions normalized by the proposed
factor N’ as a function of pseudorapidity shifted by the beam rapidity for Au+Au
collisions at

√
sNN = 200, 62.4, 39, 27, and 19.6 A GeV for (a) 10-20% and 20-

30% centrality and (b) 30-40% and 40-50% centrality. Only systematic errors
are shown, statistical errors are negligible. The solid line is a second order

polynomial fit to the data points.

(a) (b)

Figure 4.13: (a) Ratio of the data points to fit function shown in Figure 4.12
for centrality bin 10-20% and 20-30% (b) for centrality bin 30-40% and 40-50%

pseudprapidity density is scaled with N ′ . The results for 0-5% and 5-10% as well

as 50-60% and 60-70% are also shown for BES energies in Figure 4.14 (a) and

(b) respectively. The results demonstrate that the photon production per unit
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(a) (b)

Figure 4.14: Photon pseudorapidity distributions normalized by the proposed
factor N’ as a function of pseudorapidity shifted by the beam rapidity for Au+Au
collisions at

√
sNN = 39, 27, and 19.6 A GeV for (a) 0-5% and 5-10% centrality

and (b) 50-60% and 60-70% centrality. Only systematic errors are shown, sta-
tistical errors are negligible. The solid line shown is same as that in Figure 4.12

rapidity, scaled by the proposed term, as a function of η−ybeam shows longitudinal

scaling even beyond the beam rapidity. The data reconfirms that such scaling for

photons is independent of beam energy and collision centrality as reported earlier

in [42, 43].

4.6 Summary

In this chapter, the photon multiplcity and rapidity distributions have been shown

for different centralities at three different energies of the STAR Beam Energy Scan

program. The rapidity distributions have been compared to results from HIJING

and AMPT event generators for each energy and centrality. The multiplicity of the

photons was scaled with Npart, both for data and for the event generators. Data

from both event generators exhibit Npart scaling. The data from PMD shows devi-

ations from Npart scaling for smaller values of Npart corresponding to the peripheral

collisions. This deviation is seen to increase with decreasing energy. This deviation

has been explained by assuming another source of signal on the PMD. The yield
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from this source contributing to the photon multiplicity has been parametrised

using two constants and the known rapidity acceptance of the detector and the

beam rapidity. The values of the two constants have been obtained using data

at 62.4 and 39 A GeV. The same values of the constants are able to successfully

describe the yield at lower energies.

The total yield on PMD divided by a modified term which includes Npart, and a

measure of spectator size is seen to scale with event centrality, as measured by

Npart.

The PMD yield in the central collisions showed limiting fragmentation in the

energy range 19.6 to 200 A GeV. While for 62.4 and 200 A GeV collisions, the data

showed centrality independent limiting fragmentation, the same was not observed

at BES energies. This conclusion was drawn by looking at data corresponding to

collisions of 10-20% centrality and 20-30% centrality. When the same data was

scaled by the modified term, centrality independent limiting fragmentation was

observed at all energies for centrality ranging from 10% to 50% in different bins.



Chapter 5

Elliptic and Triangular Flow with

AMPT Model

The motivation for colliding heavy ions at facilities like the Relativistic Heavy Ion

Collider (RHIC) at Brookhaven National Laboratory and the Large Hadron Col-

lider (LHC) at CERN is to study nuclear matter at extreme conditions and study

the properties of deconfined matter called the Quark-Gluon Plasma (QGP) [86].

Each of these collisions can create a region so hot and dense that quarks and gluons

become the relevant degrees of freedom instead of hadrons [20]. Studying the con-

version of coordinate space anisotropies into momentum space anisotropies gives

insight into the nature of the matter created in these collisions [87]. For decades,

elliptic flow (v2 = 〈cos 2(φ−ΨRP)〉) has been studied to probe the conversion of the

elliptic shape of the initial overlap zone into azimuthal anisotropy in momentum

space [50] over a broad range of colliding beam energies. Measuring the strength

of that conversion as a function of beam energy to search for evidence of the onset

of deconfinement or a softening of the equation-of-state is one of the goals of the

RHIC Beam Energy Scan program. Using a generalization of participant eccen-

tricity (εn,part) to arbitrary values of n as in Ref. [88], it was shown that within

the AMPT model, the final momentum space anisotropy for v3 was proportional

to the initial ε3,part [89]. This explained the previous observation that the AMPT

model produced correlations similar to those seen in the data (albeit with smaller

amplitudes) [90]. Later studies showed that with changes to the input parameters,

AMPT could quantitatively describe the centrality dependence of v2 and v3 at 200

120
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GeV and 2.76 TeV [91]. In this chapter the AMPT model is used to study the

beam energy dependence of v2 and v3. Results have been obtained for collisions

ranging from √s
NN

= 7.7 GeV to 2.76 TeV as published in [92].

5.1 Flow Analysis Methodology

The methods used to calculate the flow harmonics in the present work are discussed

in this section. The harmonics have been obtained by using the event plane method

and the Q cumulant method.

5.1.1 Event Plane Method

The flow is calculated by estimating the reaction plane angle ψRP in the event

plane method. For each harmonic of the anisotropic flow, the event plane can be

determined independently. The event flow vector Qn and the event plane angle

ψn from the n-th harmonic of the distribution are defined as [48] :

Qncos(nΨn) = Xn =
∑
i

wicos(nφi) (5.1)

Qnsin(nΨn) = Yn =
∑
i

wisin(nφi) (5.2)

Ψn = tan−1
(∑

iwisin(nφi)∑
iwicos(nφi)

)
/n (5.3)

where φi is the azimuthal angle of the ith particle in an event and the wi are

the weights. Usually the weights are used to optimize the event plane resolution.

This method needs acceptance corrections for the non-uniform azimuthal coverage.
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There are several methods available to flatten the azimuthal distribution of event

plane. The most commonly used methods for flattening are phi-weighting, re-

centering and shifting.

The phi-weighting can be done by weighting each track with inverse of the az-

imuthal distribution of the particle average over many events,

wi =
1

< N(φi) >
(5.4)

Re-centering is acheived by subtracting Q-vector averaged over large number of

events from the Q-vector of each event. After this the shifting can be done by fit-

ting the non-flat azimuthal distribution of Q-vector angles with Fourier expansion

and calculating the shift necessary to force a flat distribution. The nth flow har-

monic of the azimuthal distribution of the particles with respect to the measured

event plane can be written as;

vobsn =< cos(n(φ− ψn)) > (5.5)

Since the event plane angle obtained this way fluctuates about the actual reaction

plane, the vobsn values have to be corrected for this fluctuation. This is done by

obtaining the event plane resolution as follows:

vn =
vobsn

< cos(n(ψn − ψRP )) >
(5.6)

The event plane resolution factor can be calculated by dividing the event into

two subevents and calculating the resolution for subevent. The full event plane

resolution can be estimated by the < cos[n(ψan − ψbn)] > of the event planes of
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independent subevent ψa and ψb. The subevent plane resolution factor is given

as:

< cos[n(Ψa
n −ΨRP )] >=

√
< cos[n(Ψa

n −Ψb
n)] > (5.7)

and the full event plane resolution can be calculated by using the event plane

resolution of the subevents taking into account that the multiplicity of the full

event is twice the multiplicity of the subevent,

< cos[n(Ψn −ΨRP )] >≤
√

2 < cos[n(Ψa
n −ΨRP )] > (5.8)

The main drawback of this method is the fact that the event plane resolution is

affected by correlations which do not stem from genuine correlation of all particles

with the true reaction plane. This causes a a bias in the flow estimates. Multi

particle correlation help to minimize those correlations and measure the correlation

with the reaction plane alone.

5.1.2 Multiparticle Correlations

In this subsection mostly 2- and 4-particle azimuthal correlations will be discussed.

Their generalization to azimuthal correlations involving more particles is straight-

forward. All the correlations are obtained by first averaging over all particles in

a given event and then averaging over all events.For this, single-event average 2-

and 4-particle azimuthal correlations is defined in the following way [93]:

< 2 >=< ein(φ1−φ2) >=
1(

M
2

)
2!

M∑
i,j=1,(i 6=j)

ein(φi−φj) (5.9)
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< 4 >=< ein(φ1+φ2−φ3−φ4) >=
1(

M
4

)
4!

M∑
i,j,k,l=1,(i 6=j 6=k 6=l)

ein(φi+φj−φk−φl) (5.10)

Where φi is the azimuthle angle of the ith particle. To avoid trivial and strong

contribution coming from autocorrelations constraints have been enforced in both

equations.

The second step involves averaging over all events.

〈〈2〉〉 =
〈〈
ein(φ1−φ2)

〉〉
=

∑N
i=1(W〈2〉)i(〈2〉)i∑N

i=1(W〈2〉)i
(5.11)

〈〈4〉〉 =
〈〈
ein(φ1+φ2−φ3−φ4)

〉〉
=

∑N
i=1(W〈4〉)i(〈4〉)i∑N

i=1(W〈4〉)i
(5.12)

Where N is the number of events and double bracket denotes an average first

over all particles, and then over all events. W<2> and W<4> are the event weights,

which are used to minimize the effect of multiplicity variations in the event sample.

W<2> = M(M − 1) (5.13)

W<2> = M(M − 1)(M − 2)(M − 3) (5.14)

Multi particle azimuthal correlations as presented above are observables which can

be used to calculate flow harmonics vn without requiring the information about

reaction plane Ψn



125

5.1.2.1 Cumulants

Consider two random variables x and y and their joint probability distribution

function f(x, y). If x and y are statistically independent the joint probability

distribution function can be written as:

f(x, y) = f(x)f(y) (5.15)

In case if x and y both are not statistically independent, then the 2- particle

correlation is understood by the following decomposition:

f(x, y) = f(x)f(y) + fc(x, y) (5.16)

The second term on the right side, fc(x, y), is by definition the 2- particle cumulant.

This can be written in the form of expectation values as follows:

E[x, y] = E[x]E[y] + Ec(x, y) (5.17)

The procedure can be generalized to any number of variables.

5.1.2.2 Cumulants in Flow Analysis

The general formalism of cumulants was introduced into flow analysis by Borghini

and Ollitrault [93–95]. For two random variables x and y they used
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x = einφ1 (5.18)

y = e−inφ2 (5.19)

Here φ1 and φ2 are the azimuthal angle of two particles. The equation 5.1.2.1 can

be written as:

E[ein(φ1−φ2)] = E[einφ1 ]E[e−inφ1 ] + Ec[e
in(φ1−φ2)] (5.20)

where Ec[ein(φ1−φ2)] is by definition the 2- particle cumulant. To understand the

meaning of this quantity, consider that for a detector with uniform azimuthal

acceptance, E[einφ1 ] and E[e−inφ2 ] vanishes by symmetry.

E[ein(φ1−φ2)] = Ec[e
in(φ1−φ2)] (5.21)

The 2nd order cumulant, cn {2}, is an average of 2- particle correlation defined in

equation 5.1.2.

cn {2} = 〈〈2〉〉 (5.22)

Similarly the higher order harmonics can be written as:

cn {4} = 〈〈4〉〉 − 2 ∗ 〈〈2〉〉2 (5.23)
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cn {6} = 〈〈6〉〉 − 9 ∗ 〈〈2〉〉 〈〈4〉〉+ 12 ∗ 〈〈2〉〉3 (5.24)

These equations are applicable only for detector with uniform azimuthal accep-

tance. Different order cumulants provide independent estimates for the same ref-

erence harmonics.

vn {2} =
√
cn {2} (5.25)

vn {4} = 4
√
−cn {4} (5.26)

vn {6} =
6

√
1

4
cn {4} (5.27)

5.2 Eccentricity and Participant Plane

To calculate flow harmonics in AMPT model, the notations for the various ob-

servables used is as per reference [89]. The eccentricity is defined as a measure

of deformation with respect to the azimuthally symmetric conditions in the trans-

verse plane. It must be distinguished between two sources of eccentricity, the

asymmetry of the nuclear overlap and the one arising from fluctuations. In the

non-central collision, elliptic eccentricity arises due to asymmetry of the nuclear

overlap in the transverse plane. The participant eccentricity is defined as :

ε2 =

√
(σ2

y − σ2
x)

2 + 4(σxy)2

σ2
y + σ2

x

(5.28)
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where σ2
x, σ2

y and σxy are the event-by-event covariances of the participant nucleon

distributions along the transverse directions x and y. If the coordinate system is

shifted to the center of mass of the participating nucleons such that < x >=<

y >=0, the eccentricity can be written as

εpartn =

√
< rncos(nφpart) >2 + < rnsin(nφpart) >2

< rn >
(5.29)

where r and φpart are the polar coordinate positions of the participating nucleons

in the AMPT model. Higher order eccentricity in the most central collisions is

dominated by fluctuations in the initial energy density distribution. The minor

axis of the ellipse defined by this region is given by :

ψ2 =
atan2(< r2sin(2φpart) >,< r2cos(2φpart) >) + π

2
(5.30)

The 2nd Fourier coefficient v2 of the particle distribution with respect to ψ2 is given

by

v2 =< cos(2(φ− ψ2)) > (5.31)

The triangular flow coefficient v3 are defined as

v3 =< cos(3(φ− ψ3)) > (5.32)

where ψ3 is the minor axis of participant triangularity and is given by
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ψ3 =
atan2(< r2sin(3φpart) >,< r2cos(3φpart) >) + π

3
(5.33)

5.3 AMPT Model

In AMPT, the program initially generates the collisions utilizing the HIJING

model, but in addition, it also simulates the transport of the produced particles

from the collision point to the detectors. In the event loop of AMPT, the event

number, multiplicity, impact parameter, the number of projectiles and targets,

and the corresponding number of targets and projectiles undergoing elastic and

inelastic collisions respectively are generated. In the track loop, for each event,

the particle ID, components of the momentum along the X, Y and Z axes, the

mass of the particle, and the space-time coordinates of the produced particles are

obtained.

(a) (b)

Figure 5.1: (a) Structure of the default AMPT model (b) Structure of the
AMPT model with string melting

The AMPT model provides two modes: Default and String Melting [80]. In both

the cases these two modes take the initial conditions from HIJING with Lund

string fragmentation function [44] as shown in Figure 5.1. AMPT, in the default
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mode, is essentially a string and minijets model where initial strings and mini- jets

are produced with the HIJING event generator. The interactions of the minijet

partons are then calculated using ZhangâĂŹs Parton Cascade (ZPC), before the

strings and partons are recombined, and the strings are fragmented via Lund string

fragmentation again. ART (A Relativistic Transport model for hadrons) is used to

describe how the produced hadrons will interact. In the String Melting mode, the

strings produced from HIJING are decomposed into partons which are fed into the

parton cascade along with the minijet partons. The partonic matter is then turned

into hadrons through coalescence and the hadronic inter-actions are subsequently

modeled using ART. Here the main idea is that beyond a critical value of energy

density 1 GeV/fm3 coexistence of string and partons are not possible, and hence

strings are melted into partons. So while the Default mode describes the collision

evolution in terms of strings and minijets followed by string fragmentation, the

String Melting mode includes a fully partonic QGP phase that hadronizes through

quark coalescence. The model therefore provides a convenient way to investigate

expectations for a variety of observables, with and without a QGP phase.

5.4 Tuning AMPT Parameters to Multiplicity

Several parameters need to be specified in the model. This includes some parame-

ters required for Lund string fragmentation (referred here as ’a’ and ’b’), the QCD

coupling constant αs (which the model treats as a constant), and the screening

mass for gluons in the QGP phase µ. A recent study found that a good description

of the multiplicity density, v2 and v3 could be achieved with the parameters set

as: a=0.5, b=0.9 (GeV−2), αs=0.33 and µ=3.2 (fm−1) [91]. In this study, it was

possible to acheive a good desciption of the charged particle multiplicity density

at all energies from √s
NN

= 7.7 GeV to 2.76 TeV by using parameter set: a=2.2,

b=0.5 (GeV−2), αs=0.47 and µ=1.8 (fm−1), and turning off initial and final state

radiation in HIJING. In this case, the initial cutoff for minijets ( termed as p0)

does not need to be adjusted with
√
s in order to match the LHC multiplicity den-

sities [97]. The value of p0 and all other parameters are kept fixed for all energies

in the present study. Figure 5.2 shows the charged particle multiplicity density

scaled by Npart/2 for 0-5% central Au+Au or Pb+Pb collisions from AMPT String
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Figure 5.2: The charged particle multiplicity density scaled by Npart/2 in the
AMPT model for String Melting and Default modes. The red line shows the

parameterization of experimental data presented in Ref [96].

Melting and Default vs √s
NN

. The line shows the parameterization of the exper-

imental data from Ref. [96]. Both the SM and Default calculations are in good

agreement with the experimental data throughout the energy range.

5.5 Comparison of v2: AMPT and Data

In Figure 5.3, the AMPT model results are compared to experimental data of

charged particles at mid-rapidity at √s
NN

=62.4 GeV, 200 GeV, and 2.76 TeV.

For the SM calculations, the following are obtained:

1. (i) v2 relative to the participant plane (v2{PP}) calculated from the initial

conditions of AMPT and

2. (ii) the two-particle cumulant results v2{2}.
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While v2{2} =
√
〈v22〉+ δ where δ is a term to account for correlations not related

to the participant plane (non-flow), v2{PP} is the true mean v2 relative to the

participant plane. The difference between those results therefore reflects both the

effect of fluctuations
√
〈v22〉 − 〈v2〉2 and non-flow correlations present in the model.

All the model calculations have a similar centrality dependence but the Default

results are well below the SM results. The data generally agree well with the SM

calculations. The fact that the experimental v2{4} results are slightly below the

model results calculated with respect to the participant plane does not therefore

signify a discrepancy between data and model. The agreement between the model

and the data is considered to be satisfactory.

STAR has shown that for pT < 1 GeV, v2{4}(pT ) increases with √s
NN

and for

pT > 1 GeV v2{4}(pT ) is observed to be roughly independent of collision energy

in the range 7.7 GeV to 2.76 TeV [98]. It is surprising for a measurement that is

supposed to be sensitive to viscosity and collective effects in the expansion to not

depend on √s
NN

over such a wide range of energies where the initial conditions

and properties of the fireball should be changing quite significantly.

Given this surprising experimental result, it is interesting to see if the same trend

is reproduced in the AMPT model. In Figure 5.4, v2(pT ) calculated with respect

to the reaction plane for collisions with center of mass energies ranging from 7.7

GeV to 2.76 TeV is shown. Although the statistics in the present study were

not sufficient to calculate v2{4}(pT ), it has been shown that as long as v2 fluctu-

ations are dominated by eccentricity fluctuations and those eccentricity fluctua-

tions are Gaussian distributed along the x and y axis, then v2{4} is equivalent to
v2{RP} [99]. It is worth investigating the independence of v2{RP}(pT ) on √s

NN

for pT > 1 GeV in the AMPT model. It is observed that the variation of v2{RP}
is not large in AMPT throughout the energy range studied. For pT < 1 GeV,

v2{RP} varies by about 5% from 7.7 GeV up to 200 GeV. Going from 200 GeV

to 2.76 TeV, v2{RP} increases by 20%, independent of pT . In the RHIC range,

the AMPT v2{RP} results for pT > 1 GeV are actually increasing as the energy

is decreased with v2{RP} at pT = 1.5 GeV for 7.7 GeV being 20% larger than

for 200 GeV. This likely reflects the softening of the spectrum which allows flow

effects that push low momentum particles to higher momentum, to have a larger

influence at intermediate pT . The same trends hold when studying v2{PP}(pT )
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Figure 5.3: Elliptic flow data from AMPT and experiments at √sNN=62.4
GeV, 200 GeV [STAR], and 2.76 TeV [ALICE]. For the String Melting calculation
v2 calculated relative to the participant plane v2{PP} defined by the positions
of the nucleons and using the two particle cumulant v2{2} = 〈cos 2(φi − φj)〉.
Experimental results are shown for the two-particle v2{2} and four-particle v2{4}

cumulants.

(not shown). Although there are differences between the trends seen in AMPT

and in the data, one can conclude that even in the AMPT model, the changes in

v2{RP}(pT ) or v2{PP}(pT ) when increasing √s
NN

from 7.7 GeV to 2.76 TeV are

not large. In this case, it is not necessarily surprising that the data also does not
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Figure 5.4: Top: v2(pT ) calculated with AMPT SM relative to the reaction
plane (v2{RP}) for beam energies from 7.7 GeV to 2.76 TeV. Bottom: The
v2{RP} data at different energies are shown scaled by the results at 200 GeV.

change drastically. Since based on the AMPT model, we would not expect a large

variation of v2{RP}(pT ) with √s
NN

, as long as one assumes that a string melting

or QGP phase exists throughout the energy range under study, the fact that the

data seem to change very little no longer appears to be so difficult to understand.

5.6 Comparison of v3: AMPT and Data

Having shown that the parameter selection provides a good description of the

charged particle multiplicity densities and the elliptic flow, it is worth investigating

v3 and its energy dependence.
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Figure 5.5: The slope of 〈v3〉 vs. ε3 as a function of the square root of the
number of participants for four different colliding energies.

The relationship of v3 to the third harmonic participant eccentricity is studied. In

Ref. [89] the AMPT model is used to show that v2 and v3 have a linear depen-

dendence on ε2 and ε3. Preleiminary results from STAR experiment have shown

that v3/ε3 scales with 1/
√
Npart [100]. It is interesting to check whether this phe-

nomenological observation is also reproduced in the AMPT model. In Figure 5.5

the dependence of the slope of 〈v3〉 vs. ε3 on Npart is investigated. The figure shows

d〈v3〉/dε3 vs.
√
Npart for √s

NN
= 7.7 GeV, 39 GeV, 200 GeV, and 2.76 TeV. It

is found that for all the energies investigated (including those not shown in the

figure), d〈v3〉/dε3 increases linearly with
√
Npart. The AMPT model therefore

correctly describes the phenomenological observation made by STAR. This also

indicates that according to the string melting version of AMPT, even at energies

as low as
√
sNN=7.7 GeV, v3 reflects the fluctuations in the initial geometry of

the collisions and that the centrality dependence will remain similar at all energies

although the magnitude will change. At the lowest energies investigated here, the

contributions from jets and minijets should be negligible so they will not contribute

significantly to the centrality dependence of v3. The experimental observation of

a similar centrality dependence for v3 at 7.7 and 200 GeV [100], therefore strongly

contradicts assertions that v3 is dominated by jet-like correlations [101].
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Figure 5.6: v3{2} and v3{PP} from AMPT SM and Default calculations for√
sNN = from 7.7 GeV to 2.76 TeV. Experimental results are shown at %200

GeV [100] and 2.76 TeV [102].

In Figure 5.6, AMPT SM and Default calculations of v3{2} and v3{PP} are shown
for 7.7, 11.5, 19.6, 27, 39, 62.4, 200 GeV and 2.76 TeV. While v3{PP} reflects the
true correlation of particles with the initial participant plane, v3{2} includes non-
flow and fluctuation effects. The difference between v3{2} and v3{PP} is large at

200 and 39 GeV while at 7.7 GeV v3{2} and v3{PP} are equivalent. This indicates
that indeed, according to AMPT SM, non-flow does not make an appreciable

contribution to v3{2} at 7.7 GeV. The model results are compared to ALICE data

at 2.76 TeV and it was found that v3{PP} for AMPT SM matches the ALICE

data on v3{2}. The v3{2} AMPT SM results over predict the ALICE data and the

v3{PP} AMPT Default results underpredict the ALICE data. The v3{2} Default

results also underpredict the ALICE data for Npart > 100. The correspondence of

v3{PP} from AMPT SM with v3{2} from ALICE data means that either non-flow
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and fluctuations are overpredicted in AMPT or v3 is underpredicted. The 200

GeV data is also in good agreement with STAR data [100] (not shown) in the

same centrality range. In more peripheral collisions, the STAR data in Ref. [100]

tends to increase, as also seen with the AMPT v3{2} results. This suggests that

while v3{2} measurements for Npart > 100 are dominated by the correlation of

particles with the participant plane, in more peripheral collisions v3{2} begins to
reflect correlations related to mini-jet structure similar to that in p+ p collisions.
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Figure 5.7: The √sNN dependence of v23{2} (SM), v23{PP} (SM), and v23{PP}
(Default) for two different centrality intervals.

In figure 5.7 the AMPT results for the variation of v23{2} and v23{PP} with √s
NN

from 7.7 GeV to 2.76 TeV for two centrality intervals are shown. The results on
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v23{PP} using the default setting for AMPT are very small and well below the

preliminary data presented by STAR. The v23{PP} SM results decrease rather

smoothly with decreasing energy but still have an appreciable value down to 7.7

GeV. The calculations for v23{2} SM have the same value as the v23{PP} SM at

7.7 and 11.5 GeV. This again indicates that within this model, non-flow from

minijets has a negligible impact on two-particle correlations at the lowest energies

measured in the RHIC beam energy scan. Above those energies, the difference

between v23{2} and v23{PP} grows substantially. It will be interesting to see if the

experimental data on v3 follows the same trend as AMPT SM all the way down to

7.7 GeV where non-flow from minijets can be neglected. It will be most interesting

to see if data eventually drops down to the values predicted by the AMPT Default

model. Estimates of the Bjorken energy density [30] compared to the Lattice QCD

estimates for the critical energy density suggest that this may not happen until

below 7.7 GeV. The calculations presented in this paper provide a base-line with

which to compare future experimental data.

5.7 Conclusion

In this chapter, results of v2 and v3 using AMPT SM and Default model have been

presented. The primary purpose of these calculations is to provide a reference for

measurements of the beam energy dependence of v2 and v3. The studies suggest

that it was possible to describe RHIC and LHC data on multiplicity, v2 and v3 by

turning off initial and final state radiation in HIJING (reducing the initial entropy)

but keeping relatively large cross-sections in the QGP phase. The changes in

v2(pT ) from 7.7 GeV to 2.76 TeV have also been studied, and the findings suggest

that within this model, v2(pT ) changes very little across the whole energy range

studied, consistent with what is observed in data. The AMPT reproduces the

experimental observation that v3/ε3 ∝
√
Npart. These experimental observations

therefore seem to be understandable without major changes to our description

of heavy-ion collisions and a subsequent nearly perfect liquid QGP phase. Our

studies of the centrality and beam energy dependence of v2 and v3 with SM and

Default settings provide a comparitive base-line for studies of v2 and v3 in the

RHIC beam energy scan.



Chapter 6

Azimuthal Anisotropy in Inclusive

Photons

Flow has been studied in STAR extensively at mid-rapidity. At forward rapidity,

due to limited detection efficiency, STAR has studied only charge particle v2 us-

ing FTPC. PMD provides a good opportunity to complement this measurement.

PMD measures inclusive photons which are primarily produced by the decay of

neutral pions and eta. The charge particles formed in the initial stages of mat-

ter would undergo final state interactions with the medium long after formation.

Neutral pions do not undergo Coulomb interactions in the final state. The distri-

butions of photons are governed by known kinematics of neutral pion decay, and

is incorporated in most event generators.

6.1 Software for Flow

The flow in azimuthal distribution of photons is determined using a software chain

with the following makers:

(i) StFlowMaker : This maker reads the STAR muDST.root files and selects

events based on trigger, centrality and the quality of the event, e.g. event

vertex. For each selected event, charged particle tracks are selected for con-

struction of the event plane. The selected tracks have to fulfill the conditions

139
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given in Table 6.1. Event plane angle for each harmonic is calculated using

the equation :

Ψn = tan−1
(∑

iwisin(nφi)∑
iwicos(nφi)

)
/n (6.1)

where φi is the azimuthal angle of the ith particle in an event and the wi
are the weights. Each event is divided into two subevents, and the event

plane is obtained for each of them. The information of event, subevents for

each harmonic and all selection criteria ( different η gap between subevents,

elaborated later in this chapter) can be shared with other Makers in the

chain.

(ii) StPmdFlowMaker : This Maker reads the information from muDST after

StFlowMaker. It obtains the value of different harmonics of event plane and

subevent planes calculated in StFlowMaker. In addition, the information

of PMD Clusters from StPmdClusterCollection is stored in a tree which is

stored in a nanoDST.root file. The nanoDSTs are downloaded locally for

further analysis.

Track Cut
|η| < 1.3
nHitFits > 15
nHitFits / nHitsPoss > 0.52
DCA-Global (cm) < 2
p (GeV/c) > 0.5

Table 6.1: Track cuts on TPC tracks used for flow analysis

Two passes of data are required for flow analysis. In the first pass, StFlowMaker

fills the plots required to calculate the inverse azimuthal accceptance correction

factors. The event plane calculated in the first pass, therefore, is the uncorrected

event plane. During the second pass, StFlowMaker reads the acceptance plots,

calculates the azimuthal acceptance correction factors and applies them when cal-

culating the event plane. The event plane calculated in second pass is corrected

for acceptance variation of TPC.
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6.2 Event Plane and Resolution Using TPC

The event plane was measured using the charge particles tracks in Time Projection

Chamber [69]. Since TPC takes data from −1.3 ≤ η ≤ 1.3 and PMD rapidity

range is −3.7 ≤ η ≤ − 2.3, there is a minimum of 1.0 unit of rapidity gap

between any TPC track used for event plane calculation and any PMD cluster.

This rapidity gap minimises any non-flow correlations in cluster distribution on

PMD due to charged particles tracks in TPC.

The raw TPC event plane is obtained using the cuts on TPC tracks mentioned

in Table 6.1. The event cuts are based on trigger, event centrality and vertex

position. Any event showing large forward-backward asymmetry is also excluded,

because these events were either at a vz position far removed from the nominal

center of STAR or some part of TPC was not working. A cut on minimum number

of tracks in TPC was also applied since these are necessary to calculate the event

plane.

A total of 337K events were used for analysis. Table 6.2 shows the number of

events in each centrality. The data of day 101 of Au+Au 39 A GeV collisions

during BES Run was used for this analysis.

Centrality (%) No. of Events
0 - 5 21927
5 - 10 21724
10 - 20 44865
20 - 30 45344
30 - 40 44879
40 - 50 43192
50 - 60 43752
60 - 70 37380
70 - 80 35235

Table 6.2: This table shows number of events in each centrality bin.

6.2.1 Flattening TPC Event Plane

As mentioned earlier, the raw event plane from TPC was not isotropic in azimuthal

plane as shown in Figure 6.1 by the solid line (in blue color). Each plot is for events
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Figure 6.1: The distribution of event plane angle ψ2 obtained from the charged
particle in the TPC (i) uncorrected event plane (blue line) (ii) corrected by phi
weights ( red line) and (iii) shifting method (black line). The green line is a

straight line fit to the data after shifting.

of different centralities, the plot in the right bottom box is for the most central and

left top box is for the most peripheral events. A number of methods have been

suggested in [48] to obtain a flat distribution of event plane angles. Inverse φ

correction was employed to obtain a reasonable flattening. The results are shown

in the Figure 6.1 by solid line (in red color). While this method removed most of

the asymmetry of the event plane, the distribution was still not flat . This could

be observed by fitting the event plane distribution to a first order polynomial, a

straight line with a slope. A finite slope which was larger as compared to the

error estimates on slope from fitting demonstrated that the event plane was not

truly flat. An additional correction method of shifting the event planes was used

to flatten the distribution.

In the first pass through the data locally, we calculated < sin(inψn) > and <
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Figure 6.2: The distribution of event plane angle ψ2 obtained from the charged
particle in the positive rapidity region of TPC (i) uncorrected event plane (blue
line) (ii) corrected by phi weights ( red line) and (iii) shifting method (black

line). The green line is a straight line fit to the data after shifting.

cos(inψn) > for different values of n ( harmonics) and for i=∼1 to ∼32 for the

whole data set and stored it for further use. In the second pass through the data,

for each event, the amount of shifting was calculated using Equation 6.2 as given

in [48] :

n∆Ψn =
imax∑
i=1

2

i
(〈sin(inΨn)〉 cos(inΨn) + 〈cos(inΨn)〉 sin(inΨn)) (6.2)

Figure 6.1 shows the raw event plane ( Blue solid ine), event plane after accpetance

correction ( Red line) as well as shifted event plane ( Black line) for each centrality.

The shifted event plane distributions given by the black line can be seen to fit nicely



144

to a straight line (green line) where the slope parameter is consistent with zero

within the error estimates of this value.

The same procedure was also implemented for each subevent ( see details of

subevents in the next section). Figure 6.2 and Figure 6.3 also gives the subevent

planes for the three cases mentioned above.

Figure 6.3: The distribution of event plane angle ψ2 obtained from the charged
particle in the negative rapidity region of TPC (i) uncorrected event plane (blue
line) (ii) corrected by phi weights ( red line) and (iii) shifting method (black

line). The green line is a straight line fit to the data after shifting.

6.2.2 Event Plane Resolution Correction

The event plane reconstructed through the TPC tracks is an estimate of the actual

reaction plane of that event. This estimate fluctuates about the reaction plane

because the number of tracks used for event plane reconstruction is finite. The

flow measured with respect to the estimated event plane would be less than the
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flow with respect to the actual event plane. This uncorrected flow needs to be

corrected for the event plane resolution. In order to estimate the flow correctly, it

is important to estimate the resolution correction factor correctly.

For estimating the event plane resolution, two subevents were made out of each

event. We used rapidity of the tracks to divide them into the subevents; all positive

rapidity tracks make up one subevent and the negative tracks were the part of the

other subevent. Event plane was estimated for each subevent and this event plane

is also flattened using the same procedures used for full event plane and can be seen

in above section. The correlation between the two subevent planes is a measure

of the event plane resolution correction factor (RCF). The event plane resolution

is determined from these subevent plane angle using the expression given below

[48].

< cosn(Ψn −Ψr) >=

√
π

2
√

2
χnexp

(
−χ2

n

4

)[
I−1

2

(
χ2
n

4

)
+ I 1

2

(
χ2
n

4

)]
(6.3)

where χn = vn/σ and Iν is the modified Bessel function of order ν.

To remove non-flow correlations, the two subevents were created with a rapidity

gap between them, the gap removes short range correlations between tracks in the

two subevents. The data was analysed using two values of the gaps: 0.2 and 0.4

units of rapidity. These were called Selection 1 and Selection 2 respectively. The

resolution correction factors for all centralities are shown in Figure 6.4 for Au+Au

collisions at 39 GeV. The resolution is maximum for semi-central collisions, and

decreases on both sides. Increasing the gap between the subevents decreases non-

flow correlations, causing the RCF to decrease.

Subevent plane angles can also be used for obtaining the flow in photons. Since the

number of tracks in a subevent is half of the number of tracks in the full event, the

subevent plane is expected to have larger fluctuations about the reaction plane.

The RCF values for subevent are given in Figure 6.5.
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Figure 6.4: Centrality dependence of event plane resolution correction factor
for full event. The numbers on the x-axis indicate the nine centrality intervals,

1 corresponding to most peripheral.

In the present study, besides the full event plane, the subevent plane on the west

side TPC ( away from PMD) has been used to further minimise non-flow corre-

lation by increasing the gap between particles used to determine event plane and

particles of interest. For this case, the RCF values will be lower, as seen in Fig-

ure 6.5. These are also obtained for two different ∆η and the value of RCF for

larger rapidity gap is smaller, as expected.

6.3 Photon v2 Using TPC Event Plane

The elliptic flow coefficient v2 of photon like clusters in PMD is determined using

the event plane from TPC. The event plane used is corrected for TPC acceptance

and has also been shifted for additional flattening. Figure 6.6 shows the v2 for



147

Figure 6.5: Centrality dependence of event plane resolution correction factor
for subevents. The numbers on the x-axis indicate the nine centrality intervals,

1 corresponding to most peripheral.

different event centralities for different rapidity intervals for the following three

cases.

(i) v2 with respect to full event plane, without any weighting, corrected for full

event plane resolution

(ii) v2 with respect to subevent plane, without any weighting, corrected for

subevent plane resolution

(iii) v2 with respect to full event plane, weighted with acceptance of PMD and

HLCF, corrected for full event plane resolution

Here HLCF is the hit loss correction Factor for each chain of PMD as discussed

in Chapter 3.



148

Figure 6.6: Pseudorapidity dependence of v2 for different centralities in
Au+Au collisions at 39 A GeV.

The above three cases are shown for two different rapidity gaps between the two

subevents. The legend in the top left panel shows two sets of symbols; the first

column refer to smaller rapidity gap ( 0.2 units) and the second column are for

larger rapidity gap (0.4 units). The errors plotted in the figure are statistical.

Large error bars for the peripheral events are because of the smaller number of

tracks per event, even though the number of events is not so small and due to poor

event plane resolution.

The data shows that the elliptic flow clearly increases towards mid-rapidity for

centrality bins 0 to 60%. For most peripheral events the errors are too large

to conclude anything from the data. The elliptic flow also shows an increase

from most central to mid-central events and then decreases for more peripheral

collisions. This is exactly what is expected from the eccentricity values which

are small for near symmetric central events and large for highly asymmetric mid-

central events. Small differences are observed for all the 6 cases shown for each
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centrality in the Figure 6.6 and these are included as systematic errors.

Besides acceptance and HLCF, each photon like cluster is also weighted with either

Cluster ADC or Cluster Size. While the reasons for weighting with acceptance and

HLCF are self evident, weighting with Cluster ADC or Cluster Size and not so

evident and are elaborated here.

6.3.1 Photon v2 Weighted with Cluster Properties

Figure 6.7: Pseudorapidity dependence of v2 weighted by cluster adc and
cluster size, for different centralities in Au+Au collisions at 39 A GeV.

It is now known that the efficiency and purity of photon sample measured in PMD

depends on the occupancy of the detector. In an event, since particle density in-

plane and out of plane is different, the occupancy in-plane and out of plane is

different. This causes the efficiency and purity to change with azimuthal angle

with respect to the event plane. The observed variation in efficiency and purity is

because in a higher occupancy environment, clusters have a higher probability of
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merging. This causes the mean cluster size to depend on occupancy. The bigger

clusters have a higher probability of crossing the threshold conditions and resulting

in higher efficiency as observed in previous chapters. If we only count the number

of clusters, we are loosing part of the information, since due to possible merging

of clusters, the clusters are fewer, but bigger. This loss of anisotropic signal is

countered by weighting the clusters with ADC or Cluster size. This weighting also

takes into account the of variation of efficiency and purity of Nγ−like sample, with

respect to the event plane.

Figure 6.8: Pseudorapidity dependence of v2 (mean of values obtained by
weighting with cluster adc and cluster size) for different centralities in Au+Au

collisions at 39 A GeV along with results of AMPT.

If there is a slight effect of merging, then we expect a slightly higher value of v2
when we use the Cluster ADC weighting as compared to ClusterSize wieighting.

This is because when two clusters merge due to their proximity, the resultant

cluster size is smaller than than the size of the two unmerged clusters. On the

other hand the ADC being additive, the ADC of the merged cluster is sum of the
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ADC of the individual clusters and hence provides a higher weight. All the four

estimates of v2 ( two different weights and two different event plane resolution)

are plotted in Figure 6.7 which shows v2 as a function of pseudorapidity for each

centrality bin. The estimates of v2 obtained without any weighting are also shown

for comparison. The mean values of v2 for all four estimates are shown Figure 6.8.

The estimated values of v2 from AMPT are also shown in the same figure and

seem to be in reasonable agreement with the data.

6.4 Photon v2: Data and AMPT

Figure 6.9: v2 for photons at forward rapidity for different centrality bins in
Au+Au collisions at 39 GeV. The results of AMPT are also shown.

The measurements of v2 of photons in the forward rapidity are now compared with

AMPT [80] results for Au+Au collisions at 39 A GeV. The parameters of AMPT
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version used for this purpose were tuned to multiplicity as detailed in Chapter

5. v2 has been measured with respect to the event plane determined from TPC

tracks while the participant plane has been used for AMPT. The values in data are

expected to be a little smaller that those from AMPT as argued in Chapter 5, and

also observed in Figure 6.9. Elliptic flow of photons integrated over the rapidity

range −3.7 ≤ η ≤ − 2.3 was obtained for Au+Au collisions at 39 A GeV. The

Figure 6.9 shows the v2 obtained for data along with predictions from AMPT in

the same rapidity window. The errors on the data points include the systematic

error due to difference in event planes and different resolution correction factors

due to the two subevent selections. The systematic errors also include variations in

the values obtained by different weighting methods. The AMPT(SM) gives a good

qualitative description of the elliptic flow observed in data, and is quantitatively

consistent with the measured values and the systematic errors.

6.5 Summary

The elliptic flow of photons has been measured at forward rapidity in Au+Au

collisions at 39 A GeV. The rapidity dependence of flow has been obtained for

different centralities. Systematic errors due to different event planes and their

corresponding resolutions, due to weighting of photon like clusters with cluster

size and cluster ADC are estimated. This weighting with cluster parameters takes

special significance because of the occupancy dependence of cluster profile, and

the occupancy in-plane and out-of-plane being different because of flow.

The results for photons v2 have been compared to the predictions from AMPT

including string melting. We are grateful to the authors of AMPT for incorporating

the decay of π0 on our request which made this study possible.

The rapidity integrated values of v2 of photons, within the systematic errors,

compare well with predictions of AMPT.



Chapter 7

Conclusions and Outlook

The STAR experiment at RHIC was designed to study the relativistic heavy ion

collisions at center-of-mass energies
√
sNN ranging from 7.7 GeV to 200 GeV. The

present thesis dealt with investigation of scaling and limiting fragmentation in

photons at forward rapidity region in the BES energies. The thesis also investi-

gated the ability of AMPT event generator to explain the published results on v2
and v3 of charged particles from RHIC energies to LHC energies. The elliptic flow,

v2, of photons was measured at 39 A GeV and compared with AMPT predictions.

The results discussed in the thesis are from Au+Au collisions at
√
sNN = 39, 27

and 19.6 GeV. The photons were measured using the Photon Multiplicity Detector

in the STAR experiement at RHIC.

The above mentioned goal of this thesis were met using the data recorded in the

PMD. Considering the non-uniformity of the response and gain in more than 40000

channels, it was necessary to clean the data by eliminating bad channels and nor-

malise the measured gains. The variation in the cluster profiles and the variation

in the incident particle density in different regions of the PMD required correc-

tions to be made for different occupancies. Standard correction parameters like

the efficiency and the purity of the detected sample were obtained for different

occupancy bins, in addition to their estimation in bins corresponding to differ-

ent centralities and rapidities. These studies required large statistics of simulated

data and became possible by evolving methods to make association correspon-

dence of clusters and the incident particle in the standard STAR simulated data.
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The cleanup, normalisation and efficiency and purity estimation were detailed in

Chapter 3 of this thesis. The detailed estimates of systematic errors due to various

parameters affecting the PMD performance were also carried out. These details

and the results on the pseudorapidity density distribution are in Chapter 3.

The measured values of pseudorapidity density of photons in the forward region

were compared with predictions of HIJING and AMPT event generator. Whereas

these event generators could explain the data at higher energies for all centralities,

the data at BES energies was not in conformity with the predictions of the event

generators, except for the most central collisions at all three energies. Earlier stud-

ies at 200 and 62.4 GeV had shown that the photon multiplicity per participating

nucleon pair was observed to be independent of collision centrality indicating that

photon production is dominated by soft processes. At lower energies, it was found

that the scaled multiplicity is observed to increase with decreasing centrality. For

central collisions the scaled multiplicity matches quite well with the predictions

from AMPT and HIJING. Deviations from Npart scaling in peripheral collisions

were significant, and beyond any systematic errors. This observation suggested a

possible new source of photons on the PMD. The data further suggested that the

yield from this source should increase with decreasing centrality, and decreasing

energy of the beam. The event generators HIJING and AMPT do not incorporate

fragmentation of the nuclear spectator and were not designed to predict the ob-

served excess. The yield from such a source was parametrised without making any

assumption about the dynamics or the physics of obtaining this extra yield. This

parametrisation used two free parameters, values for both of which were obtained

using data. Subsequently, the same parametrisation could explain the data at all

5 energies.

Data at 200 and 62.4 A GeV had also shown that photon production per unit ra-

pidity per average number of participating nucleon pair vs. η−ybeam demonstrated

longitudinal scaling which is independent of collision energy, collision centrality as

well as colliding system. This feature was also investigated at lower energies.

The photon pseudorapidity density normalized by the average number of par-

ticipating nucleon pairs as a function of η − ybeam for 10-20% centrality bin for

collisions at 200, 62.4, 39, 27 and 19.6 AGeV demonstrated energy independent
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limiting fragmentation behaviour. It was expected from observation at higher ener-

gies that the data for other centralities, normalised to the corresponding number of

participating nucleons, would also show the same behaviour. However, the data at

lower energies analysed and discussed in this thesis, showed significant deviations

from such a scaling. The parametrisation used to understand the total multiplic-

ity scaling was also applied to explore the limiting fragmentation behaviour. The

rapidity density was now normalised to the total number of sources, participants

and the ones obtained by the above mentioned parametrisation. Distributions

normalised in this manner also demonstrated energy and centrality independent

limiting fragmentation for production of photons at forward rapidities.

Considering the large number of measurement on v2 and v3 at RHIC and at LHC,

it was important to have a reference from event generators to compare the experi-

mental results. The simulated data from AMPT, both for the Default version and

the String Melting version, were analysed to obtain the values of the coefficients,

their pT and centrality dependence for energies varying from BES at the RHIC

to the LHC. The techniques to obtain the coefficients were also discussed briefly.

The calculations show that the v2(pT ) changes very little across the whole energy

range studied, consistent with what was observed in data. It was also observed

that the AMPT can reproduce the experimental observation that v3/ε3 ∝
√
Npart.

Results on the centrality and beam energy dependence of v2 and v3 with SM and

Default settings provide a comparative baseline for measurements of v2 and v3 in

the RHIC beam energy scan.

The elliptic flow of photons was measured to complement results on charge parti-

cles. The v2 results were compared to the predictions from AMPT (String Melting)

and found to be in good agreement. The rapidity integrated values are also com-

pared to AMPT and found to agree well within systematic errors.

Most of the discussions in the present thesis have focussed on results from the

experiments at the Relativistic Heavy Ion Collider. In the recent years, results on

Pb+Pb collisions at
√
sNN = 2.76 TeV at the Large Hadron Collider at CERN

have been available. The values of v2 observed at LHC energies have been much

greater than at the highest energies at RHIC. Further, many results on nuclear

modification factor and jets have now demonstrated the existence of dense nuclear
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matter and the current and future analyses is investigating the properties of this

dense matter. Meanwhile, to explore the location of the critical point, the exper-

iments at RHIC have the second phase of the BES program to scan the energy

ranges close to the energies used in the first phase.

A photon multiplicity detector, similar to the one in STAR experiment, is also

installed in the ALICE experiment at the LHC. Results similar to the present

analyses can be carried out at the LHC energies, both to check participant scaling

and limiting fragmentation. Further, the present thesis also provide important

results that can be used by event generators while modelling fragmentation of

nuclear spectators.
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