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ABSTRACT

ABSTRACT

A hot and dense form of matter is believed to be produced in Au+Au collisions
at /syy = 200 GeV at the Relativistic Heavy-Ion Collider (RHIC). To measure the
properties of this new deconfined state of matter, the Quark-Gluon Plasma (QGP), is
one of the main goals of the heavy-ion collision experiments.

Due to the large quark mass, charm quarks are dominantly produced in the early
stage of the collision in hard scattering processes at RHIC. And they experience the
whole evolution of the system, offer unique information for the study of hot and dense
strongly-coupled QGP matter.

Open heavy flavor hadrons have a very short decay length. Experimentally, heavy
flavor hadron reconstruction is carried out through semi-leptonic decays or the hadronic
decays both with their respective advantages and disadvantages.

Electrons from semi-leptonic decays, referred to as non-photonic electrons (NPE),
have relatively high branching ratios and can be triggered by detectors. The interpreta-
tion of the NPE measurements relies on good understanding of leptons from the various
charmed and bottom decays contribution. Also, due to decay smearing the py of their

parent heavy flavor hadrons can come from a wide kinematic region.

The hadronic channels allow to fully reconstruct the charmed hadrons and do not
suffer from the complications in the semi-leptonic decays. However the measurement
can be challenging due to large combinatorial backgrounds and lower branching ratios.
This requires the detectors must be able to resolve differences on the order of tens of
microns. The Heavy Flavor Tracker is an excellent dector in charged track projections
for this propose.

Heavy quarks nuclear modification factor (R 4 1) has been proposed as an important
measurement to study the flavor dependence of partons energy loss in the medium, and

eventually to help in extracting the medium transport, drag and diffusion coefficients.

Measurements of heavy quarks v, at low transverse momentum promise to quantify
the degree of thermalization of the bulk matter. In particular, low and mid momentum
heavy quarks could hadronize via recombination, this could affect the pr dependence
of measured spectra and v,. At high pr the D meson vy can constrain, together with the
R 4 4, the path dependence of the in medium energy loss.

The precise measurement of charm hadron production could be crucial for the total
charm yield, and provide the baseline for charmonium suppression and coalescence.
For example, if the charmonium states at low pyp are created by coalescence of flowing

charm and anti-charm from the medium, they will carry the original flow of these charm
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ABSTRACT

quarks. On the other hand, if charmonium states are produced promptly, they are less
likely to flow.

AtRHIC, enhancements in the baryon-to-meson ratio for light hadrons and hadrons
containing strange quarks have been observed in central heavy-ion collisions compared
to those in p+p and peripheral heavy-ion collisions in the intermediate transverse mo-
mentum (pr) range (2 < pr < 6 GeV/c). This can be explained by the hadronization
mechanism involving multi-parton coalescence. A is the lightest charmed baryon with
mass close to that of D° meson, and has an extremely short life time (¢t ~ 60 pum).
Different models predict different magnitudes of enhancement in the A./D° ratio de-
pending on the degree to which charm quarks are thermalized in the medium and how
the coalescence mechanism is implemented.

From the experiment side, it would be nature to measure this baryon-to-meson ratio
for heavy quarks. Also, since charm baryon decays produce less electrons than charm
meson decays, an enhancement in A./D° ratio will result in a suppression in the non-
photonic electron yield in heavy-ion collisions. Measurement of A. and D, hadrons are
important to determine the total charm yield at mid-rapdity.

The baryon-to-meson enhancement can be explained by the coalescence hadroniza-
tion through recombination of constituent quarks. Theoretical calculations for such an
enhancement would be sensitive to how the coalescence mechanism is implemented
and the degree to which charm quarks are thermalized in the medium.

Therefore it is important to measure A, and D, charm hadron yields to better con-
strain the total charm yield in heavy-ion collisions, and also crucial for distinguishing
these models and shed lights on the charm quark hadronization in the hot and dense
medium.

So in these dissertation, I report the details of our first measurement of D°, D*
and A. production via their topological reconstruction using the Heavy Flavor Tracker
(HFT) at STAR.

We report the measurement of efficiency corrected spectrum for D° and D* through
the hadronic channels (D°(D°) — KTx* and D* — K¥r*rt), the Nuclear Modifi-
cation Factor (R44) of D° mesons in central Au+Au collisions at Vsnn =200 GeV.

In these dissertation, I also report the first measurement of A, production in heavy-
ion collisions through the hadronic channel A7 — p* K~ 7. The invariant yield of A,
for 3 < pr < 6 GeV/c is measured in 10-60% central Au+Au collisions at \/syy =
200 GeV. The A./D° ratio is compared to different model calculations, and the physics
implications are discussed.

The first measurement of corrected spectra and R 4 4 for D° from HFT were shown,

the precision was much better compared to previous published one. The new R 44 re-
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ABSTRACT

sults show significant suppression at high p; which means the strong interaction be-
tween charm quark and the medium and loose energy. While the D° R 44 shows quite
similar trend as light hadrons. The efficiency corrected spectra for D* was also pre-
sented. After taken into the charm fragmentation, the D* and D spectra have simi-
lar/same shape, which means the production mechanism are similar for them.

The first measurement of A, in heavy-ion collisions was presented in this disser-
tation. The enhancement of A./D° ratio was compared to light hadrons and several dif-
ferent models predictions. And the coalescence model with thermalized charm quarks
are consistent with our data.

From all the observed measurements from this dissertation together with our re-
cently results on D vy, charm quarks strongly coupled with the QGP and significantly
loss energy. Evidence of charm quark flowing and possibly thermalized in the QGP.
Which make charm quarks no big difference compare with light and strangeness quarks.
Then a native question will be does charm quark heavy enough as a clean probe to de-
terminate the QGP properties? Should we turn to even heavy quark such as bottom in

the future?

Keywords:  Quark-gluon plasma, Heavy Flavor Tracker, A., D°, Baryon to Meson

Ratio, Nuclear modification factor, Coalescence
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Chapter 1  Introduction

Chapter 1 Introduction

1.1 Standard Model

There are four known fundamental forces in the universe including the electro-
magnetic, weak interactions, strong interactions and the gravity. The Standard Model
of particle physics is a theory describe the first three of the forces as well as classifying
all known elementary particles. It has successfully explained almost all the experimen-
tal results and provided varieties of precise experimental predictions [1].

According to the standard model, particles are classified in terms of two groups,
the fundamental fermions and the gauge vector bosons. The fermions have spin = 1/2
while the bosons have spin = 1. There are 12 known fermions, known as 6 quarks and 6
leptons, each with a corresponding antiparticle. The quarks are consist of up (u), down
(d), charm (¢), strange (s), top (t) and bottom (b) while the leptons including electron (e),
muon (u), tauon (7), and their corresponding neutrinos. Pairs from each classification
are grouped together to form a generation as shown in Fig. 1.1.

Quarks carry color charge, they interact via the strong force. They also carry elec-
tric charge and weak isospin, hence they interact with other fermions both electromag-
netically and via the weak nuclear interaction. The other six fermions do not carry color
charge. While e, 1 and 7 carries electric charge thus interact electromagnetically. The
other three neutrinos do not, so their motion is directly influenced only by the weak
force.

The forces between these fermions are mediated by the force-carrier particles (gauge
vector bosons in the last column of Fig. 1.1). The electromagnetic force between the
electrically charged particles is mediated by massless photon and initially described by
quantum electrodynamics (QED). The weak force between different flavors particles is
mediated by massive W= and Z bosons. The gluon mediates the strong force which is
described by quantum chromodynamics (QCD).

In the prediction of the standard model of particle physics, there is an elementary
particle, Higgs boson, finally discovered by the Large Hadron Collider (LHC) at CERN.

And this is one big discovery so far from LHC and the success of standard model [2].

1.2 Quantum Chromodynamics

Quantum Chromodynamics (QCD) is a renormalized non-abelian gauge theory
based on the SU(3)¢ group to describe strong interactions between color charged par-
ticles [3].
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Figure 1.1: The Standard Model of elementary particles (more schematic depiction), with the three
generations of matter, gauge bosons in the fourth column, and the Higgs boson in the fifth (CERN).

The gauge invariant Lagrangian that describes the dynamics of quarks and gluons
in a color field is:

1 _
—=Ge GZU + ’Q[JZ(Z(’}/MDM)” — m(LJ)z/)] (11)

Locp = 1 G

Where 1; is the quark field, 4* is the Dirac matrices and G, the gluonic field-

strength tensors:

G, = 0,45 — 0, A + gs febeab A (1.2)

Above, fe¢ are the structural constant of the SU(3) symmetry group, m and g,
control the quark mass and coupling in the theory, and D, := —ieA,, is the covariant
derivative responsible for the interaction between the quarks and the gauge potentials

Af,. One difference compare to QED is that gluons can interactive with themselves.

QCD has two peculiar properties: 1) Asymptotic freedom; 2) Confinement.

22u0} [eucliepaeib
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1.2.1 Asymptotic Freedom and Confinement

Experimentally, free quarks are never observed. Only the color-neutral quark bound
states - hadrons (¢, qqq or qgq) can be observed. This suggests the interaction between
quarks and gluons must be strong on large distance scale. However, in the deep inelas-
tic scattering experiments. It was found that with large momentum transfer, the quarks
inside the hadron behaved as if they were almost free. According to the behaviors of

short and long distance, the static QCD potential can be described as:

4
Vim ——x 4 kxr (1.3)
3 T

where the first term dominating at small distance is similar to the Coulomb potential
between two charges in QED, while the second term is linked to the confinement of
quarks and gluons inside hadrons.

The effective coupling constant depends on the renormalization scale, which can

be written as: ) A

~

) = Ar BDZ”(NQ/AZQCD)

where fy = (11 — %n ) is a constant, depending on the number of active quark flavors

with mass less than ;2 and Agep is a constant QCD scale parameter determined exper-
imentally (Agcp ~ 250 MeV). The world average o, at common energy scale ;1 = M
is ag(Mz) = 0.1185 £ 0.0006, Figure 1.2 shows the experimental measurements of «

as a function of Q (momentum transfer) [4].

Sepi. 2003
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Figure 1.2: Experimentally measured o, as function of the respective energy scale Q.

Unlike the QED effective coupling which is increase with the energy scale p, the
QCD effective coupling o, is opposite. With larger Q? (probing small length scales),
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Chapter 1  Introduction

the oy becomes smaller. a; — 0 as © — oo. The small a; suggests that the quarks
and gluons move freely. When oy < 1 (high momentum transfer or short distance
approach), methods of perturbative QCD (pQCD) are applied to predict the cross sec-
tions and distributions of physical processes implying quarks and gluons in the initial,
intermediate or final state.

On the contrary, the QCD becomes strongly coupled at it ~ Agep. At low mo-
mentum transfer, the QCD coupling constant a; approach unity quickly as decreasing
momentum transfer. In this case, the high order processes will have large contributions
and can not be neglected, thus the pQCD is not valid any more. Instead, the Lattice
QCD or other Non-Perturbative theory (e.g. AdS/CFT - anti-de-Sitter space/conformal
field theory) is used to calculate strong interaction processes.

With smaller Q* or larger distance (v, — 1), the attractive force and gluon binding
potential between quarks become larger. When quarks separate, the gluon field form
narrow tubes (or strings) of color charge to bring the quarks together. When two quarks
have large enough energies and become separated, at some point the gluon field is more
energetically favorable to create a new quark and anti-quark pair out of the vacuum than
to allow the quarks to separate further. That’s why when quarks are produced at high

energy, many color-neutral particles clustered together are observed, called jet.

1.2.2 Perturbative QCD (pQCD)

At high momentum transfer, the o, < 1 and decrease very slowly, physics quan-
tities, such as the cross sections can be calculated to a truncated series with different
o dependence (a”*?). The terms with lowest power n(n = 0) have the largest con-
tribution and called Leading order (LO). The higher order terms usually have smaller
contribution and involves more complicate diagrams which makes the calculation more
difficult. Depend on the power n, the corrections are called Next-to-Leading Order
(NLO), n = 1, Next-to-Next-to-Leading Order (NN LO), n = 2, etc.

Due to the complexity of hadronic processes, the cross sections calculations are
more complicated. For the process on hadron level, the hadron structure which in-
volved nonperturbative nature has to be take into account. The pQCD is only on the
parton level. A QCD factorization theorem was develop to calculate the cross section
on hadron level, which separate the cross section into 2 parts: the process dependent
pQCD calculate short distance parton cross section, and the universal long distance
functions. For example, the cross section for a process A + B — C + ... where A, B and

C are hadrons, can be written as:

OAB—C = fa/A(xaa M%‘)fb/B(l’bv lu%‘) ® a-ab—m(ga M%‘y M%‘) M?%; as) ® Dc—)C(zv lu%') (15)
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Only the middle term 6,;,_,., the parton cross section, can be calculated in pQCD
from Feynman diagrams. The first term fo/4(zq, 4%) o fo/5(2s, pu3) is the hadron
Parton Distribution Function (PDF)and the last term D, _,¢(z, %) is the Fragmentation
Function (FF) that describes the transition from a parton to a hadron. For leptons,
these two terms do to contribute in this formula. Hence, we can measure PDFs through
lepton-nucleon DIS interactions and FFs through high energy e*e™ collisions. pup is
the renormalization scale, originate from the need to regularize divergent momentum
integrals in calculating high order diagram loops. px is the factorization scale, at which
the parton density are evaluated. $ is the partonic center of mass energy squared. As
we can see it is complicated to determine the expected hadron production cross section
in hadron-hadron collisions [5].

Heavy quark (c, b) production, due to the large masses, is believed to match to
pQCD prediction better than light quark production. And because they cannot be pro-
duced through the initial light hadron fragmentation, the FF part is irrelevant to the total
production cross section of heavy quarks. Hence the measurement of the total heavy

quark production cross section offers a powerful test of pQCD.

1.2.3 Chiral Symmetry

The Lagrangian discussed in the previous section has several global symmetries as
well as the local SU(3) associated to the color gauge, however there is an additional,
approximate symmetry associated to chirality. This can be introduced in the QCD La-
grangian by projecting the Dirac operators into their right and left handed components:

5
b= de=ly (16)

This symmetry is explicitly broken in the QCD Lagrangian due to the term ma))

and as such, massive fermions will not exhibit chiral symmetry. However, for small
masses compared to QCD (up, down and to a lesser extent strange quarks), the previous
term has near negligible contribution and LQCD becomes invariant under SU(3)p X
SU(3). [6].

There is an important consequence that follows from spontaneous symmetry break-
ing, proven as part of Goldstone’s theorem. In short, the theorem states that the spectrum
of physical particles must include at least one particle of zero mass for every symme-
try that is spontaneously broken, known as Goldstone bosons. Chiral symmetry is only
approximate in QCD, and so the associated psuedo-Goldstone bosons have finite mass,
the pions. Thus, the masses of the quarks confined in hadrons have two distinct contri-
butions: a mass generated from the Higgs mechanism as well as a contribution caused

by interactions with the pions due to chiral symmetry breaking, known as the QCD
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Chapter 1  Introduction

mass [8]. In the case of the lighter quarks (up down and to a lesser extent strange) the
QCD mass can account for up to 99% of the observed mass which is in stark contrast

with heavy flavor (charm, bottom and top), shown in next Figure [7].
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Figure 1.3: Quark masses in the QCD vacuum and the Higgs vacuum. A large fraction of the light
quark masses is due to the chiral symmetry breaking in the QCD vacuum. The numerical values
were taken from PDG.

Furthermore, as the medium created in a heavy ion collision transits to the QGP
state, more and more quark pairs can form and eventually can surpass the binding energy
of the R L states and the chiral condensate ceases to exist, known as Chiral Symmetry
Restoration. In a QGP where Chiral symmetry has been restored, the light quarks will
exhibit, in essence, only their bare masses while the heavy quark masses will remain

for the most part unchanged.

1.3 Quark Gluon Plasma and Phase Transition

In normal condition, the QCD matter is mostly observed as quark bound state and
can not be isolated. However, at extreme condition like high temperature or high baryon
density, quarks and gluons are proposed to be deconfined from a hadron. Then create a
new state of deconfined matter so called Quark Gluon Plasma (QGP), with new color
degrees of freedom (DOF). In such an environment, the mesons and baryons lose
their identities and dissolve into a fluid of quarks and gluons. The quarks and gluons
can move around in a large distance rather than confined in hadrons, which is called

decon finement [9].
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Fig. 1.4 depicts the potential between two heavy quarks in different temperature
conditions calculated by the 3 flavor Lattice QCD. It shows that at high temperature,
the rampart of the potential between two heavy quarks which causes the confinement
will bend down due to the Debye color screening, approximately flat at high distance,
thus liberate quarks from the trap. In addition, the continuous bending without sudden
change indicates a crossover transition at high temperature and vanishing net quark
density [92].
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Figure 1.4: Lattice calculations for the heavy-mass quark potential in different temperature cases.
The band depicts the Cornell potential of V' (r) = —a/r + or with a = 0.25 + 0.05 [92]
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Figure 1.5: A conjectured QCD phase diagram with boundaries that define various states of QCD
matter.

Figure 1.5 shows a conjectured phase diagram in 7" — p 5 plane, which describes
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the phase structure of QCD matter. Lattice QCD calculations predict that the phase
transition from hadron gas to the QGP for 7' > T, at zero baryon chemical potential
(up = 0) is expected to be a smooth crossover (white dashed line) instead of a sudden
change of energy density. Lattice QCD calculations also predict that there is a first-
order phase transition (white solid line) at large 15, and it is expected to be end in a
critical point at finite 5. The estimation of the location of the critical point (white dot)
is depicted in Fig. 1.5 [10].

1.4 Relativistic Heavy Ion Collisions

According the phase diagram, the QGP is possible to be created experimentally in
two different directions: 1) high temperature and low baryonic chemical potential (ub);
2) low temperature but large baryonic chemical potential. The relativistic heavy ion
colliders are designed to search for the deconfined QGP matter in the first way, including
SIS at GSI, AGS at BNL, SPS at CERN, RHIC at BNL and the LHC at CERN.

For the past decades the Relativistic Heavy Ion Collider (RHIC) at Brookhaven
National Lab (BNL) has conducted very successful runs. For the data part, RHIC has
successfully performed a wide energy ranges for various collision systems including
Aut+Au collisions at 7.7, 11.5, 14.5, 19.6, 27, 39, 62.4, 130, 200 GeV, Cu+Cu collisions
at 62 and 200 GeV, p(d/He®)+Au(Al) at 200 GeV, p+p collisions at 62, 200, 500 GeV
and U+U at 193 GeV [11].

In the following sections, we will force on the evolution of the heavy ion collision

(HIC), some expected signatures of the QGP and heavy quark production.

1.4.1 QGP evolution

The heavy-ion collisions can be approximated as the interpenetrating collisions of
the constituent nucleons with partonic interactions at high energy. The number of par-
ticipating nucleons and the produced particle multiplicities in the final hadron state can
be calculated by the Glauber model which relates these quantities to the size of the im-
pact parameter, b, which is defined as the distance between the perpendicular bisectors
along the colliding direction of the two ions. The impact parameter is large for periph-
eral collisions, consisting of a small number of participants and small multiplicities. A
central collision occurs when the impact parameter is small with large multiplicities.

Fig.1.6 shows the different stages in the space-time evolution of a heavy ion col-
lision. In the relativistic heavy ion collisions, two nuclei can be represented as two
thin disks approaching each other at high speed because of the Lorentz contraction ef-
fect in the moving direction. Once the nuclei collide, the partons interact through hard

processes from which both heavy flavor and high pr jets form [12].
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As the nucleus passing through with each other the energy density increases as
more quark and anti-quark pairs are formed. As the temperature approaches the critical
value the quarks and gluons become de-cofined and the QGP is formed, QGP contin-
ues expanding due to the pressure in the system until cooling enough for confinement
again, known as hadronization. As the system continues to expand, the hadrons con-
tinue to interact with each other through both elastic and inelastic collisions. Eventually,
the system has cooled and expanded enough that the hadrons can only interact through
elastic collisions consequently fixing the particle ratios, this stage is known as chem-
ical freeze-out. Finally, the hadrons will reach kinematic freeze-out once the hadrons
have drifted far enough from each other and can no longer interact, fixing the particle

momenta which are later observed in the detectors.
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Figure 1.6: A cartoon depicting the space-time history of the QGP as generated in a heavy ion
collision at LHC energies. The overlay on the right shows the lab-frame evolution.

Lattice calculations seem to suggest that the onset of QGP should occur at temper-
atures 7, = 155 MeV or a Bjorken energy density £, ~ 1 GeV/fm? [13], while the value
at RHIC for \/syy =200 GeV was measured to be 5.4 GeV/fm? in the most central
collisions [14], well above the requirement for de-confinement. The times indicated in
Fig. 1.6 are only estimates, but it is clear that the QGP is extremely short lived and as
such, not easy to probe externally. The following two sections will focus on several
observables and probes that may carry signatures of the QGP that can be disentangled

from the effects of later stages in the collision.

1.4.2 Collectivity motion

The measured hadron spectra are useful tools to study the properties of the bulk
system produced in heavy-ion collisions. Specified particles can be used to probe dif-

ferent stages, such as in the soft sector at transverse momenta pr < 1.5 GeV/c reflect
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the bulk properties after elastic interactions have stopped among the hadrons at kinetic
freeze-out. At this stage the system is already relatively dilute and “cold”, however,
from the final state hadron spectra at kinetic freeze-out, one can obtain the information
about the earlier hotter and denser stage. Since different hadrons have different produc-
tion (hadronization) mechanisms, by analyzing the transverse momentum distributions
for various hadron species we can explore the characteristics of the different stages of
the collision system.

Fig. 1.7 shows the measured my (= \/m) spectra for light hadrons (7, K,
p), A, = and multi-strange hadrons (®, 2) in 200 GeV central Aut+Au collisions, and
charmed hadron (D) in 200 GeV minimum bias Au+Au collisions from the previous
results [15-19].
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Figure 1.7: The my spectra for light hadrons (7, K, p), A, Z and multi-strange hadrons (¥, 2) in
200 GeV central Au+Au collisions, and charmed hadron (D) in 200 GeV minimum bias Au+Au
collisions are shown in symbols. The Blast Wave fit results are shown in curves. The BW fit for D°
was done by combining D° spectrum and the measured charm decay leptons spectra below 2 GeV/c.
The BW fits were done for 7—, K ~, p simultaneously and for other particles separately. The arrows
show the expected increasing freeze-out temperature and decreasing collective velocity from bottom
to top.

The plot shows the slopes of particle spectra changes for different particles (masses),
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indicating the strong collectivity of final state particles. The dashed lines depict the fit
results from the Blast Wave (BW) thermal model [20]. In thermal models, local thermal
equilibrium is assumed and hence particles spectra only depend on the mass of parti-
cles and the temperature of system. After the collision, the bulk system expands and
becomes more dilute and cold, while the particle collective velocity develops large. Un-
der the assumption of simple cylindrical source and boost invariance in rapidity, BW
can extract the parameters characterize kinetic freeze-out temperature 7%, and collec-

tive, radial flow velocity ( 3 ), aspects.
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Figure 1.8: The y? contours, extracted from BW (thermal + radial flow) fits, for produced hadrons
7, K and p and multi-strange hadrons ¢ and 2. For ® and 2, only the most central results are
presented. Dashed and solid lines are the 1-o and 2-0 contours, respectively.

Fig. 1.8 shows the fit results for different particles. For the simultaneous fitto 7,
K, p, stronger collectivity is observed from peripheral to central collisions. But the
fit to €2 and @ in central Au + Au collisions shows higher freeze-out temperature and
lower transverse velocity, indicating those particles leave the system at the earlier stage
than stable hadrons. This can be explained by multi-strange hadrons are expected to
have smaller hadronic scattering cross sections and their transverse momentum distri-
butions will not change significantly after chemical freeze-out, the kinetic freeze-out
temperature from the fit to those particles is consistent with the chemical freeze-out
temperature 7, albeit with still large uncertainties. The chemical freeze-out tempera-
ture 7., is close to the critical temperature 7, indicating the temperature of the system
created in the collisions is greater than 7. and hence the phase transition may take place
and QGP may form at RHIC energy of \/syn =200 GeV [21-27].

Due to relatively heavy quark mass and smaller hadronic scattering cross section,
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heavy flavor hadrons are expected to freeze-out early and difficultly participate in col-
lective motion. Thus the larger freeze-out temperature and smaller flow velocity are
expected for heavy flavor hadrons. But currently the experimental statistics is not good
enough to distinguish the freeze-out properties between D-meson and multi-strange

hadrons, this will be discussed in the outlook section.

1.4.3 Elliptic flow

In non-central heavy ion collisions, the initial spatial anisotropy will produce pres-
sure gradients in the expanding medium, boosting particles in the direction of the pres-
sure gradients and transforming into anisotropies the particle momenta. These anisotropies,
caused by the collective motion of the particles in the fireball, are generally referred to
as flow and can be studied by decomposing the azimuthal distribution of the particles,

relative to the reaction plane W,., shown as:

BN d*N =
i~ Drprdprdy 2P0 ) 1)
vy, = (cos[n(¢ — @,p)]) (1.8)

where ®,,, denotes the direction of the reaction plane. The Fourier expansion co-
efficient v,, stands for the n-th harmonic of the event azimuthal anisotropies. v; is so-
called directed flow and v, is the elliptic flow. Due to the approximate elliptic shape
of the overlapping region, the elliptic flow vy is the largest harmonic observed in mid-
rapidity. Because of the quenching of coordinate-space-anisotropy, elliptic flow can
reveal early information about the system and because it depends on rescattering, ellip-

tic flow is sensitive to the degree of thermalization of the system in the early stage.

The identified particle elliptic flow v, shows strong transverse momentum depen-
dence in Fig. 1.9. In the low pr region, v, has larger values for lower mass particles,
which are described by hydrodynamical models and negligible relaxation time com-
pared to the time scale of the equilibrated system. The agreement implies early ther-
malization, i.e. strongly interacting matter with a very short mean free path dominates
the early stages of the collisions [28, 29].

The right panel of Fig. 1.9 shows v, scaled by number of constituent quarks (NCQ)
as a function of the NCQ scaled (mr - m) . All of the particles at (my - m)/n, < 1.0
GeV/c? fall onto one universal curve. This meson/baryon grouping phenomenon was
also observed in the nuclear modification factor at moderate pr. Coalescence mod-

els which assume hadrons are formed through coalescing of constituent quarks provide
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a viable explanation for these observations. This indicates the flow developed dur-
ing a sub-hadronic (partonic) epoch, and offers a strong evidence of deconfinement at
RHIC [30, 31].

L L B
0.3 I

01 1

0.2 - 000 g o
- & 459 e P o o
o
R
” ? ="' 0.05 .@B,I,Q‘Fp |
0.1 = % - @Q@
. i *ﬂ oK? oD A+A
0-80% AuAu 200 GeV | &#ﬁ e T +T =0 +0
() ] 1 e
L L L | L L L | L L L | L . L. L L | - L L L | L L L L | L L L
0 2 4 6 0 0.5 1 RE
m; - mass (GeV/c?) (m_ - mass)/n, (GeV/c)

Figure 1.9: Identified particle vs as a function of mp - m in 0-80% Au+Au collisions at /sy =200
GeV. Open circles, open squares, solid triangles and solid circles represent K , A, = and (), respec-
tively. (right): Identified particle v, scaled by the number of constituent quarks (n,) versus (mr -
m)/ng.

1.4.4 Energy loss and jet quenching

In relativistic heavy ion collisions, the high pr (pr > 5 GeV/c) particles mostly are
produced mainly from the initial QCD scattering processes following by parton frag-
mentation. They can be used as unique probes by studying the interaction of partons
with the hot dense medium. A widely used observable is the nuclear modification factor
R 4p which is the ratio of the spectra in heavy-ion (A + B) collision and those in p + p
collisions, scaled by the number of binary nucleon-nucleon collisions [32]:

d*Nag/dprdy

B 1.
RAB (pT) TABdZO-pp/dedy ( 9)

where Tap = (Npin)/ a]i’;el in the nuclear overlap geometry factor, calculated from
the Glauber model. If the nucleus-nucleus interaction is an superposition of incoherent
multiple p+p collisions, the R 45 should be consistent with unity [33].

The left panel of Fig. 1.10 shows the R 45 in minimum bias and central d + Au and
central Au+ Au collisions at /sy =200 GeV. Athigh pr, the R 4,4, is a constant (0.2)
and significantly lower than 1, in contrast with that in d + Au collisions, in which the
initial state condition is similar as in Au + Au collisions but final state is different [34—
36]. These results suggest that the strong suppression in Au + Au collisions is due to the
final state interactions rather than initial state effect and thus a very dense matter must

be created in central Au + Au collisions at RHIC. The consistent picture of away-side

13



Chapter 1  Introduction

jet quenching has also been observed in di-hadron azimuthal angle correlations shown
on the right panel. Near side correlation peak was observed in p + p, d + Au and Au +
Au collisions due to the single jet, while the back-to-back jet correlations was dramatic

suppressed in Au + Au collisions compared those in p + p and d + Au collisions [34, 37].
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Figure 1.10: (Left) R4 (pr) for minimum bias and central d + Au and central Au + Au collisions.
(Right) Two particle azimuthal distributions in p + p, d + Au and central Au + Au collisions.

All these high pr suppression or away-side jet quenching observations indicate
that light quarks strongly lose energy in the interacting dense medium. However, due to
their large quark mass and small gluon radiative angle, heavy quarks are predicted to lose
less energy compared to light quarks since pQCD energy-loss calculation assumes only
gluon radiation [38—40]. The finite mass generalization of the small x (soft radiation x

< 1) invariant DGLAP radiation spectrum is given by

AN Cpray k2
W— R~
A3k 72 (k2 +m2 + 22 M?)?

(1.10)

where w(k) is the energy carried by radiated gluons in the medium with momen-
Ne-1 _
2N,

%withthe number of color flavor N, = 3in this case. The gluon radiation angle is de-

tum k, and « is the strong coupling constant. The color charge factor C'r =

fined as 0. = /m2 + x2M?/(zE). Due to large quark mass )M, the gluon radiation
is suppressed at smaller angles # < 6.. This effect is known as the “dead cone” phe-

nomenon [39].

1.4.5 Heavy flavor quarks as probes of sQGP

The lifetime of the hot and dense matter produced in heavy ion collisions at RHIC
is expected to last on the order of a few fm/c and it has an initial transverse radius of
roughly 6 fm [42]. Because of this short-lived nature, studying the QGP must rely on

probes that are produced in the collision itself. Heavy quarks are used as probes from
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within the medium and utilized as ‘controlled’ probes of the bulk matter in HIC. In this
section we will discuss what makes heavy quarks such ideal probes to study sQGP.

Due to their large mass, m,. ~ 1.3 GeV/c? and my, ~ 4.2 GeV/c? heavy quark pro-
duction through thermal processes is considerably suppressed relative to lighter flavors
and as such they are predominantly produced in early stages in hard scatterings and the
total cross section amenable to pQCD calculations at sufficiently high pr. Fig. 1.11 left
panel shows the charm differential cross-section at midrapidity versus transverse mo-
mentum in p + p collisions at,/syy =200 GeV - 7 TeV from various experiments. Ex-
perimental data are compared with Fixed-Order Next-to-Leading-Log (FONLL) pQCD
calculations shown as grey bands. Within uncertainties, FONLL pQCD calculations
describe the data over a broad range of collision energies. Not only the mid-rapidity,
the LHCb measurements at forward rapidity can be also described by FONLL [43—47].

The hard-scattering production of heavy quarks occurs at the very early stages of
the heavy-ion collisions, and also the thermal production rate in the QGP is small (T
<< m.) thus, the number of heavy quarks is approximately conserved during the sSQGP
evolution, and the total cross-section in nucleus-nucleus collisions scales with the num-
ber of binary collisions (Ny;,,). Fig.1.11 right panel shows the charm total cross section
follows the Ny;, scaling from STAR [48, 49]. Possibility of production of charm during
the QGP phase has been theoretically investigated and turned out to be insignificant at
RHIC energies. One merit of heavy quarks which is important to make this binary scal-
ing possible is that the heavy quark masses are dominated by the Higgs mass originated
via EM symmetry break, which implies that their masses are, to a good approximation,
not modified by their presence in the medium created at RHIC and the LHC [50].

~ 10°
g | p_‘_p(p)%DOID*_*_X 400\\\\‘ T T \\HH‘ T T \\HH‘ T T \\HH‘ T T \\l
> [ . -
(TR Po L] ’ r d-l;]Au Sy =200 GeV
0] o 350 (D" +e) A
E - 0 2% 1, E Sys. error ]
o) L 4
= 1o o P 7TeV [x10°] 300~ NLOerr.
g T S "0y e B CSII RN ]
3 oo © o e pp 1.96 TeV [x10%] %250;§po+p =
C102 P : 2 L(D+D¥) Au+Au (D ]
o ’ o o, e, T or ]
% - . Sl 3200/~ 3
B 104} - O pp 500 GeV [x10] LIS o) S — ﬁ ————— i ]
P o S 150 |] Prun12 * * li3
- o “ o C | | i
106 PP.200 GeV 100}r:x.|fn9 ' Igg
| FONLL E§| FONLL in p+p | 1
501 i
10 ‘ ' ' e _ _ _FONLLerm |i 4
0 5 10 15 20 s A
071\\\‘ L L \\HH‘ L L \\HH‘ L L \\HH‘ L L \\lT

Transverse Momentum [ (GeVlc) 1 102 10°

10
number of binary collisions Nbin

Figure 1.11: (left) Charm quark pair production cross section vs. pr at mid-rapidity in p + p (p)
collisions at = /sy = 200 GeV-7 TeV. FONLL pQCD calculations are shown as shaded bands.
(right) Charm cross section at mid-rapidity from p+ p to central Au+Au collisions from STAR.
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For these merits of heavy quarks they are regarded as clean probes to study the
otherwise “thermal” bulk matter even though the degree of thermalization of charm

quarks is still under experimental and theoretical study.

1.5 Open Heavy Flavor Reconstruction

Open heavy flavor hadrons have a very short decay length, experimentally, heavy
quark reconstruction is carried out through measured leptons from semi-leptonic decays
or from the hadronic decays both with their respective advantages and disadvantages.

Electrons from semi-leptonic decays, referred to as non-photonic electrons (NPE),
have relatively high branching ratios and can be triggered by detectors, the measurement
relies on careful interpretation to disentangle the contribution from the various charmed
and bottom decays. Also, due to decay smearing the py of their parent heavy flavor
hadrons can come from a wide kinematic region.

The hadronic channels allow to fully reconstruct the charmed hadrons and do not
suffer from the complications in the semi-leptonic decays, however the measurement
can be challenging due to large combinatorial backgrounds and lower branching ratios.
This requires the detectors must be able to resolve differences on the order of tens of
microns.

Heavy quarks nuclear modification factor (1 4 4) has been proposed as an important
measurement to study the flavor dependence of partons energy loss in the medium, and
eventually to help in extracting the medium transport, drag and diffusion coefficients.

There are lots of theoretical calculations for the energy losses for different flavor
particles. Fig. 1.12 shows the jet flavor tomography level crossing pattern of nuclear
modification factors at middle rapidity of 7, D, B, e from CUIJT calculations for central
Au + Au 200 GeV collisions. As clearly see the mass hierarchy of the different flavor
energy loss [41].

Measurements of heavy quarks v, at low transverse momentum promise to quantify
the degree of thermalization of the bulk matter. In particular, low and mid momentum
heavy quarks could hadronize via recombination, this could affect the p; dependence
of measured spectra and vs. At high pr the D meson vy can constrain, together with the
R A4, the path dependence of the in medium energy loss.

The precise measurement of charm hadron production could be crucial for the total
charm yield, and provide the baseline for charmonium suppression and coalescence.
For example, if the charmonium states at low pyp are created by coalescence of flowing
charm and anti-charm from the medium, they will carry the original flow of these charm
quarks. On the other hand, if charmonium states are produced promptly, they are less

likely to flow.
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Figure 1.12: Jet flavor tomography level crossing pattern of nuclear modification factors at middle
rapidity of 7, D, B, e calculations for central Au + Au 200 GeV collisions.

1.5.1 Previous measurements

Fig. 1.13 upper panel shows the R4 of D°, 7, h* from various measurements. A

significant suppression is clearly seen at the high pr range for both light hadrons and

charmed hadrons both in RHIC energy and LHC energy. The enhancement observed in

the intermediate pr range from STAR can be described by the models including coales-

cence of charm and light quarks, even though the uncertainties are still large in the low

transverse momentum range [48, 51].

Figure 1.13:
ALICE.
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Figure 1.14: v, as a function of pr for D° and some other particles in 10-40% centrality Au+Au
collisions from STAR.

Fig. 1.13 bottom panel shows the v, measurements of D and h* from ALICE [51,
52]. With large uncertainties, but still there are clearly non zero v, was observed in the
middle central collisions. Fig. 1.14 shows the v, measurements of D° and some other
light hadrons from STAR [53, 54].

Fig. 1.15 shows the baryon-to-meson ratio for light hadrons and hadrons containing
strange quarks observed in the central and peripheral Au + Au collisions, there is a
clear enhancement in the intermediate transverse momentum range from 2 < py < 6
GeV/c [55-57].

r—TT T j L Tl
o
S | D) M an
g . el T T
c I +
s {
g [ 020t e ¢ ¢ f
1 e o T b
S T o Wi, +
o - . .'. 60-80%¢
§ 0'5:_ OOO¢¢C¢°,000 o ; 3 T %g ¢¢¢ i $ é_
: f 60-80% o ¢ g
o

Transverse Momentum (GeV/c)

Figure 1.15: Baryon-to-meson ratio for p/7 (left) and A/ K (right) measured in Au+Au collisions
by the STAR experiment

From the experiment side, it would be nature to measure this baryon-to-meson ratio
for heavy quarks. Also, since charm baryon decays produce less electrons than charm
meson decays, an enhancement in A./D° ratio will result in a suppression in the non-
photonic electron yield in heavy-ion collisions [58]. Measurement of A, and D, hadrons

are important to determine the total charm yield at mid-rapdity. The total charm yield
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is also a critical input to calculate charmonium yields in the coalescence/recombination
scenario.

The baryon-to-meson enhancement can be explained by the coalescence hadroniza-
tion through recombination of constituent quarks [59, 60]. Theoretical calculations for
such an enhancement would be sensitive to how the coalescence mechanism is imple-
mented and the degree to which charm quarks are thermalized in the medium [62, 64,
65].

Therefore it is important to measure A, and D, charm hadron yields to better con-
strain the total charm yield in heavy-ion collisions, and also crucial for distinguishing
these models and shed lights on the charm quark hadronization in the hot and dense
medium [61, 63].

In the following sections, we will forces on the charm hadron productions using
the newly installed Heavy Flavor Tracker at STAR, including the D°, D* and A...
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Chapter 2 Experimental Setup
2.1 Relativistic Heavy Ion Collider

The Relativistic Heavy Ion Collider (RHIC) at Brookhaven National Laboratory
(BNL), is a multi-ion species high energy collider as shown in Fig. 2.1. The collider
consists of two independent rings with radii 3.8 km used to accelerate and store heavy
ions and protons [66]. There are six interaction regions where the two rings intersect out
which four originally housed experiments: PHOBOS, BRAHMS, PHENIX and STAR
(and only STAR continue to operate today).

Since year 2000, RHIC has successfully collided p + p, p + Al, p + Au, d + Au,
3He + Au, Cu+ Cu, Cu + Au, Au + Au, and U + U at different energies. The top energy
for the gold ions is 100 GeV/u and that for protons is 250 GeV. A major scientific
goal of RHIC is to study the properties of hot, dense and strongly interacting quantum

chromodynamics (QCD) matter created in the laboratory.

Figure 2.1: The RHIC accelerator complex.

2.2 The STAR detector

The Solenoidal Tracker At RHIC (STAR) is a multi-purpose particle detector lo-
cated at 6 o’clock of RHIC ring [67]. Fig. 2.2 shows a 3D cartoon of STAR detector
and its different subsystems. The large and uniform acceptance (0 < ¢ < 2, |n| < 1)
of the STAR detector, makes it well suited for event-by-event characterization of high

charged particle multiplicity heavy-ion collisions. The heavy-ion events can have more
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than 1000 particles per unit of psuedo-rapidity, and within the acceptance, STAR pro-

vide excellent particles identification.

Along the beam axis, there are three fast trigger detectors: Beam Beam Counter
(BBC) [68], Vertex Position Detector (VPD) [69] and Zero Degree Calorimeter (ZDC) [70].
For this analysis, we mainly use the VPD triggered data.

Figure 2.2: Perspective view of the STAR detector.

The two assemblies of the VPD are symmetrically located at a distance of 5.7 m
with respect to the interaction region and the VPD covers a pseudo-rapidity of 4.24 < |n|
< 5.1. The VPD for the trigger system can provides the primary input to the minimum-
bias trigger in nucleus-nucleus collisons. The precise timing information from the VPD
detector channels is used both in online (150 ps in \/syn = 200 GeV Au + Au) and
offline (30 ps in /syy = 200 GeV Au + Au) to measure the z position of primary
vertex and provide “start time” for the TOF.

Next sections will briefly discuss the main detectors used in the analysis, including

Time Projection Chamber, Time of Flight Detector and Heavy Flavor Tracker Detector.

2.3 Time Projection Chamber

The Time Projection Chamber (TPC) is the heart of STAR [71]. Fig. 2.3 shows a
schematics cartoon of the TPC. The TPC barrel is 4 m in diameter and 4.2 m long with
the volume filled with P10 (90% Argon, 10% Methane) gas. Charged tracks traversing
the volume ionize the gas along their paths, released secondary electrons drift in a 135
V/em electric field to the TPC endcaps to be collected by readout pads. The charge
signal measured in the pads together with timing information are used to reconstruct

the tracks of the particles.
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Figure 2.3: The schematics of the STAR TPC.

The TPC Outter Field Cage (OFC) covers two units of psuedo-rapidity in the
center-of-mass frame and the full azimuth and it is immersed in a 0.5 Tesla uniform
magnetic field along the beam axis. The curvature of the tracks in the magnetic field
is used to measure tracks momenta ranging from 150 MeV/c to 30 GeV/c. In addi-
tion to tracking and momenta measurements the TPC is used to identify particle species
using their ionization energy loss dE/dx allowing to separate pions and protons up to
momentum p ~ 1.1 GeV/c, and kaons and pions up to p ~ 0.6 GeV/c [72-74].

Fig. 2.4 shows the TPC energy loss dE/dx information versus momentum achieved
from Run14 Au+Au 200GeV, there are several clear bands for different particle species

such as 7, K, p and e.

2.4 Time of Flight detector

The Time-of-Flight detector is made of 120 trays utilizing Multi-gap Resistive
Plate Chambers (MRPCs) technology [75-77], with 60 on east side and 60 on west
side. Each tray consists of 32 single-end readout MRPC modules, whose structure is
shown in Fig. 2.5. Each tray covers a pseudo rapidity interval of 0.9 and 1/60th of the
azimuth and each tray has 32 MRPC’s arranged nearly projectively for collisions at the

center of STAR.
TOF has a total timing resolution of 100 ps. The time of flight information together
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Figure 2.4: TPC dE/dx versus charge x momentum achieved from Run14 Au+Au 200GeV.
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with the particles momentum from TPC tracking significantly improves STAR particle
identification capabilities (PID) allowing 7:K:p direct PID up top ~ 1.7 - 1.9GeV/c and
(m+K):puptop ~ 2.9 -3.1GeV/c.
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Figure 2.6: TOF 1/Beta versus momentum achieved from Runl4 Au+Au 200GeV.

Fig. 2.6 shows the TOF 1/ information versus momentum achieved from Run14
AutAu 200GeV, clearly see there are several bands represent for different particle

species such as 7, K, p.

2.5 Heavy Flavor Tracker

The Heavy Flavor Tracker (HFT) is a state-of-the-art micro-vertex detector uti-
lizing active pixel sensors and silicon strip technology [78—80]. The HFT will signifi-
cantly extend the physics reach of the STAR experiment for precision measurements of
the yields and spectra of particles containing heavy quarks. This will be accomplished
through topological identification of mesons and baryons containing charm quarks, such
as D and A, by the reconstruction of their displaced decay vertices with a precision
of approximately 30 um. For instance, the channel D°(cu) — K has decay length cr
~120 pm and tracking with HFT must be able to distinguish between particles coming
from the collision’s primary vertex and those coming from these displaced vertices.

The HFT, shown in Fig. 2.7 and 2.8, consists of 4 layers of silicon detectors
grouped into two sub-systems with different technologies, guaranteeing increasing res-
olution when tracking from the TPC and the Silicon Strip Detector (SSD) towards the
vertex of the collision. The Intermediate Silicon Tracker (IST), consisting of two layers

of single-sided strips, is located inside the SSD. Two layers of Silicon Pixel Detector

25



Chapter 2 Experimental Setup

26

Figure 2.7: 3D model of HFT detector as it sits inside the STAR TPC.
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Figure 2.8: Schematic of the HFT cross section.
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(PIXEL) are inside the IST. The PIXEL detectors have the resolution necessary for a

precision measurement of the displaced vertex [81, 82].

* The SSD is a high-resolution, double-sided silicon strip detector that is mounted
at a radius of 22 ¢m with a length of ~106 cm. Its radial location puts it midway
between the event vertex and the first active row of the TPC. Thus, it is ideally
suited for the purpose of improving the TPC’s pointing and momentum resolution.
The SSD was designed to work with the TPC and the STAR Silicon Vertex Tracker
(SVT). The existing silicon strips were refurbished with faster readout electronics

and repurposed as the outermost layer of the HFT.

The SSD has full azimuthal coverage in || < 1.2 and has a thickness of roughly
1% radiation length, the pitch size is roughly 95 pm.

* The IST consists of a barrel of approximately 0.4m? of silicon pad sensors at a
radius of 14 cm with a length of ~ 50 cm. They use single sided double-metal
silicon pad with 600 um x 6 mm pitch.

The IST also has full coverage in the azimuth in || < 1.2 and an overall thickness

of roughly 1.5% radiation length

* The PXL detector is a low mass detector that located very close to the beam pipe.
It consists of two layers of silicon pixel detectors, one layer at 2.8 cm average
radius and the other at 8.0 cm average radius. The PXL length is roughly 20 cm.
The PXL has a total of 40 ladders, 10 in the inner layer and 30 in the outer layer.
Each ladder contains a row of 10 monolithic CMOS detector chips and each ladder
has an active area of ~19.2 cm x ~1.92 em. The CMOS chips contain a ~1000
x ~1000 array of 20.7 pm square pixels and will be thinned down to a thickness

of 50 ym to minimize multiple coulomb scattering (MCS) in the detector.

The PXL has full azimuth coverage in || < 1, and the effective thickness of each
ladder is 0.37% of a radiation length.

2.5.1 HFT performance and status

For the HFT, there is a so call the Distance of Closest Approach (DCA) resolution
to determine the performance. Fig. 2.9, shows the DCA resolution in the transverse
plane achieved in 2014 data for pions, kaons and protons, which exceeds the design
goal of 55 pm resolution for kaons at pr = 750 MeV/c. Fig. 2.10, shows the same plots
of the DCA resolution in the beam direction achieved in 2014 [53, 86].

In the year of 2014, there are 80% channels operational for SSD, there is one ladder
off. And nearly ~95% channels operational stably for IST. Fig. 2.11 shows the inner
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PXL status in 2014, and Fig. 2.12 shows the outer PXL status in 2014. In average, there

are 82% active sensors for inner PXL and 95% active outer sensors for outer PXL [83].
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Figure 2.12: PXL outer sensor status vs. all runs in 2014.

2.5.2 HFT related physics

As discussed before, the HFT will significantly extend the physics reach of the
STAR experiment for precision measurements of the yields and spectra of particles con-

taining heavy quarks. In particular there are several topics would be interesting:

* Total charm yield
by measuring the D°, D* spectra to determine the total charm yield, provide a
base line for charmonium suppression and coalescence

* R¢p, Raa of charm and bottom

crucial for the understanding of the energy loss in QGP
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30

+ Charm (D) flow

good approach for the understanding of charm thermalization or not

* cc angular correlation

interaction with the medium

« A, /D° ratio

test coalescence model

This analysis work will mainly force on the items 1, 2 and 5 in the next sections.
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Chapter 3 D" Analysis Details
3.1 Data Set

The data set used in this analysis is from Aut+Au collisions at \/syy = 200 GeV
from RHIC run year 2014 (Run14). This is the first year of physics running the new
STAR Heavy Flavor Tracker (HFT) Detector. The data set is processed with SL16d
library. The analysis uses picoDst which is produced from MuDst. Details of picoDst
can be found at [87]

3.2 Trigger and Event Selection

The Minimum-Bias (MinBias) trigger is defined as a coincidence between the two
VPDs, and an online collision vertex cut. Moreover, a pile-up protection at the trigger
level was applied for the data taking. In this analysis, the MinBias trigger, denoted as
“vpdmb-5-p-nobsmd” and “vpdmb-5-p-nobsmd-hlt”, is used. The triggers used in this

analysis are listed in Table 3.1.

Table 3.1: Triggers ID used in this analysis from run14

Trigger ID | description

450050 vpdmb-5-p-nobsmd-hlt
450060 vpdmb-5-p-nobsmd-hlt
450005 vpdmb-5-p-nobsmd
450015 vpdmb-5-p-nobsmd
450025 vpdmb-5-p-nobsmd

Events used in this analysis are required to have a valid collision vertex V,, (primary
vertex) within 6 cm of the TPC center along 2 direction (the beam direction) to ensure
a uniform TPC acceptance and make sure the most tracks are within the PiXeL (PXL)
detector coverage. The PXL detector is about 20 cm along the z direction, and the
radius of the inner layer is about 2.8cm and outer layer is about 8 cm. Furthermore, the
distance between the V, constructed by TPC and the vertex constructed by VPD (V. PP,
fast detector) is within 3 cm to reject the bad events. A radial length less than 2 cm for
the vertex is required to reject the events from the beam hitting the beam pipe. After
event selection, ~875 million MinBias events are used for this analysis. Table 3.2 lists

the event selection criterion.
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Table 3.2: Event selection in Au+Au collisions at 200 GeV for D°.

Event Selection Criteria

(Ve == 0 && |V,| == 0 && |V| == 0)
V.| < 6cm
V.| <2cm

|V, = VYPP| <3 cm

3.3 Centrality Definition

The centrality for Run14 200GeV Au+Au collisions MinBias sample is based on
gRefMult [88]. The gRefMult is defined as the number of global tracks with || < 0.5,
no less than 10 TPC hits, and Distance of Closest Approach (DCA) to primary vertex
less than 3 cm with some correction according to V, and luminosity. The centrality
definition according to the corrected gRefMult is listed in Table 3.3. This is decided

by comparing the measured gRefMult distribution with the Glauber model simulation.

The basic procedure for centrality definition have three steps. First, need the qual-
ity assurance (QA) for the data set and remove those outlier runs. The second step would
be correct the V, and luminosity dependence for the reference multiplicity (gRefmult).
The last step would be compare our data with Glauber MC simulation and determine

the centrality classification.

For the QA, several variables are used for the outlier selection, such as Refmult
(primary track multiplicity), gRefmult (global track multiplicity), TofRefmult (tof track
multiplicity) and etc. In the Fig. 3.1 shows the (gRefmult) as a function of run index for
the QA, and there are several outliers are identified. Those dashed lines are the 4 x RMS
range, beyond those range, the runs are identified as bad run. And several iterations are

did until all the runs are within these 4 xRMS range.
In the Fig. 3.2 shows the (HFT pr), which is the mean pr of HFT tracks, as a

function of run index for the QA, and we can clearly see there is a deep before the run
index ~520 which corresponding to the run number 15107008. And also we saw the
same structure in the Fig. 3.3, which shows the average of HFT matching Ratio in the
pr range between 0.7 to 0.8 GeV/c and Fig. 3.4 shows this HFT matching ratio in the
high pr range. So, basically those runs before day 107 were taken out for this analysis,

since it will complicate our efficiency calculation.
This deep was identified later on with a lot of effort, it was due to the firmware
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issue. And more details can be found in the STAR documents below [89].
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Fig. 3.5 and Fig. 3.6 show the normalized gRefmult distribution for several differ-
ent V, range from -6 cm to 6 cm. The shape are quite different for VpdMBS trigger in
Fig. 3.5 while the Fig. 3.6 shows the same plots for VpdMB30 trigger (1, within range
from -30 cm to 30 cm). This difference was explained by that the online Vpd vertex
cut have a negative offset and the Vpd resolution has centrality dependence. As for the
most central collisions, the resolution will be better than the most peripheral collisions.
That is the reason we saw more events in the negative V, range and more central events
for VpdMBS trigger compared to VpdMB30 trigger.

As the gRefmult have the luminosity dependence (related to the TPC tracking ef-
ficiency have luminosity dependence), we need to take out this effect by doing ZdcX
(Zdc coincidence rate) correction. Fig. 3.7 shows the mean value of gRefmult (<gRef-
mult>) distribution as a function of ZdcX. There was a clear slope for this distribution

as shown by the fitting parameters. Here the fitting function is Eq. 3.1,
decX :p0+p1 x ZdeX (31)

The goal of this correction is try to flatten this ZdcX dependence to take out of the

luminosity effect. So here the correction factor was shown by Eq. 3.2.
1

3.2
1+ pl/p0* ZdeX (3-2)

decX =
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After the ZdcX correction, this <gRefmult> is flat as shown by Fig. 3.8.
For the V, dependence correction, we extract the high end point (h) from the fitting
of gRefmult tail by the function of Eq. 3.3.

fo=AxTMath :: Erf(—ox(x—h))+ A (3.3)
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Figure 3.7: <gRefmult> as function of ZdcX before Figure 3.8: <gRefmult> as function of ZdcX after
correction. correction.

Fig. 3.9 shows an example of the fitting of gRefmult tail in the V. range from 1 cm
to 2 cm. The fitting parameters were shown on the plot.

With all the high end point value extracted along V, direction, this V, dependence
was shown on Fig. 3.10. The similar method as ZdcX correction, we need to flatten this
V. dependence, then the data point was fitted by 5th order polynomial function Eq. 3.4,
and then the correction factor was shown by Eq. 3.5 After the V. correction, this high
end point is flat as shown by Fig. 3.11.

fv. = p0 + pl sz + p2 x> + p3 * 2° + pd x 2* + p5 * 2° 3.4)
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Figure 3.9: Fitting gRefmult tail distribution in the range of 1<V,<2 cm by Eq. 3.3.

p0
fv. = 2 3 4 5 (3.5)
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Figure 3.10: High end point as function of V, after Figure 3.11: High end point as function of V after
correction. correction.

As shown from Fig. 3.5 and Fig. 3.6, the clear V, dependence need to avoid for
VpdMBS trigger. So, the centrality definition for VpdMBS5 trigger was normalized to
VpdMB30. After the ZdcX correction and V, correction, we directly take it as an addi-
tional correction factor for VpdMBS5. These correction factor was show in Fig. 3.12. Af-
ter this additional correction, the distributions from VpdMBS5 and VpdMB30 are same.

The Vpd MinBias trigger has a trigger efficiency that are lower for periheral events.
Fig. 3.13 shows the gRefmult after V, and ZdcX correction from data comparison with
Glauber MC simulation. In the high end part the agreement was well, but in the low
end part, due to this trigger ineffciency, there is clearly discrepancy between data and

simulation. To do the measurement without centrality bias, a weight proportional to
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Figure 3.12: The double ratio of normalized gRefmult distribution from VpdMBS5 over VpdMB30,
this additional correction factor was try to normalized VpdMBS5 to VpdMB30 trigger.

inverse trigger efficiency is applied. The weight as a function of corrected gRefMult is

shown in Fig. 3.14.
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Figure 3.13: The comparison of corrected gRef- Figure 3.14: MC/data gRefmult distribution for
Mult between Data and Glauber MC. The red line Vpd MinBias trigger efficiency correction. The red
is data and the black line is from Glauber MC. line fit function is the correction reweight function.

After all these corrections including V., ZdcX, Vpd trigger inefficiency, and Vpd
resolution for different centralities as discussed before. Final step, the data was com-
pared to Glauber MC simulation as shown in Fig. 3.15. And then the determined cen-

trality classification can be found at Table 3.3.

3.4 D" Reconstruction

D and DO are reconstructed through the typically hadronic channel X ¥7* using
the topological method [8]. In the following we will describe the daughter selection,

the geometry cuts and how they are obtained through the TMVA tuning [90]. We will
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Figure 3.15: The comparison of corrected gRefMult (after all corrections and reweight) between
Data and Glauber MC. The red line is data and the black line is from Glauber MC.

centrality | gRefMult | (N..;) (Npart)
75-80% 10-15 10.48 11.82
70-75% 15-21 16.11 16.68
65-70% 21-30 24.59 23.25
60-65% 30-41 36.13 31.15
55-60% 41-56 52.77 41.27
50-55% 56-73 75.36 53.46
45-50% 73-94 105.25 | 67.93
40-45% 94-119 143.54 | 84.71
35-40% 119-148 191.83 103.99
30-35% 148-182 | 253.13 126.52
25-30% 182-221 328.99 152.31
20-25% 221-266 422.49 181.93
15-20% 266-317 537.52 | 215.98
10-15% 317-376 677.99 | 254.90
5-10 % 376-443 852.75 | 299.95
0-5 % >443 1066.50 | 348.74

Table 3.3: Centrality defintion based on gRefMult

37



Chapter 3 D Analysis Details

show the D signals for different p; bins. We will also discuss some related topics: the
primary vertex reconstructed by the Kalman Filter algorithm compare with the STAR
default one Minuit Vertex algorithm, the mixed event to reconstruct the combinatorial
background, and the correlated background source shown as a ‘bump’ at invariant mass

lower than the D°.

3.4.1 Daughter Selection

DY have a lifetime of ¢t ~ 123um. Thus the global tracks for daughter tracks
are used in this analysis. The transverse momentum are required to > 0.3 GeV/c to
ensure that the track can pass through the TPC and have less HFT miss matching, the
number of hit points (nHits) along the track is > 20 (of a maximum of 45) to ensure
good momentum resolution.

The pion and kaon tracks are identified by combining Time Projection Chamber
(TPC) and Time Of Flight detector (TOF). The TPC provides particle identification
utilizing the energy loss information dE/dx, different particle species with the same
momentum may have different dE/dx. In additional, different particle species with the
same momentum have different velocities, thus the TOF can be used to identify dif-
ferent particle species in the dE'/dx crossover regions by precise velocity information
(1/8 = ct/l). The normalized dE/dx, no, (x = m, K, p, e etc.), defined in Eq. 3.6,
instead of dF /dx is used in this analysis. Where (dE/dx)eqsureq and (dE/dx), rep-
resent measured and theoretical dE/dx, and R is the STAR TPC dE/dx resolution
(typically ~8%). The no, should be close to a standard Gaussian distribution for each

corresponding particle species (mean = 0, o0 = 1).

1 <dE/d$> measured
R dE dx),

(3.6)

no, =

In summary, next list all the related track selections for D° daughters including

track quality cut and particle identification cut.
* global tracks
* pr>0.3GeV/c
* Il <1
e nHitsFit > 20, in TPC
* at least one hit in every layer of PXL and IST

pion PID:
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* |no.| < 3.0, based on TPC dE/dx

» If TOF is avaliable (hybrid PID): |5 — 5| < 0.03
kaon PID:

* |nok| < 2.0, based on TPC dE/dx

+ If TOF is avaliable (hybrid PID): |5 — 52| < 0.03

3.4.2 Topological Cut Optimization

The secondary vertex is reconstructed with selected kaon and pion global tracks.
In this analysis, the middle point on the Distance of the Closest Approach (DCA) be-
tween two daughter tracks is considered as the secondary decay vertex of the candidate
DP. As shown in Fig. 3.16, 5 geometrical variables are chosen to select D and reject
combinatorial background, which is dominated by a pair of tracks directly from the pri-
mary vertex: decay length (the distance between the decay vertex and Primary Vertex
PV), DCA between the 2 daughters, DCA between the reconstructed D° flying path and
PV, DCA between the 7 track and PV, and DCA between the K track and PV. The cuts
on these variables are optimized by the Toolkit for Multivariate Data Analysis (TMVA)
package. They change according to the D candidate py in order to have the best sig-
nificance in all the covered pr range. Additionally there is a cos(#) > 0 cut to make
sure the decay vertex with respect to the primary vertex is roughly in the same direction
as the momentum.

The TMVA need signal and background sample input for training. The signal
sample is obtained from a toy fast-simulation and the background sample is from real
data like sign pairs in D° mass window and unlike sign pairs in side bands range.

The daughters’ acceptance and reconstruction efficiency is considered, together

with the momentum smearing as shown in Eq. 3.7

o = pr(0.6 4+ 0.38pr) /100 (3.7)

For geometry cuts simulation, the p; resolution is not very important. It only
makes the DY peak width more realistic.

The position smearing need to be precise to reproduce the behavior of the real data,
so that the effects of geometry cuts are reproduced realistically. In the toy simulation
the position resolution has 2 parts: a) due to hit error, including pixel size, vibration, and
alignment, which is a constant contribution; and b) due to multiple Coulomb scattering,

whose angular dispersion is described by Eq. 3.8
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Figure 3.16: The topology of a D° decaying to a kaon and a pion.

0o = 13.6MeV /(Bep)zy/x/ Xo(1 + 0.038In(x/ X)) (3.8)

where z is the charge of the particle (=1 for most particles produced in STAR),
x 1s the thickness of the material and X)) is the radiation length to the material. The
parameters for position smearing in the toy fast-simulation (constant for hit error effect
=15.2 wmand 2/ Xy =0.00486) are calibrated using DCA position resolution vs. p from
real data, as shown in Fig. 3.17. For data the PID is done with TPC dE/dx and TOF.
The agreement is very good after calibration for p > 0.6 GeV/c used for this analysis.
The discrepancy at very low p could be a bin width effect, and / or mis-identification of
7 and K.

0.018 —
o1 L] L]
= 0.016 S . ® Kaon
o L[]
S o014 -.. ‘ o
% ® Pion
0.012
= Sy
S oot %S
g 0 '-.%

0.008
0.006
0.004
0.002

T[T T[T [ TO [T [T T[T [T [TTT

PRI I I TSI S S S |
0.8 1 1.2 1

o
o_
N
ol
=y
ol
»

4 1.6
p (GeV/c)

Figure 3.17: comparison of simulated position resolution (DCA XY) vs. p for kaon (black), pion
(red) and data measurements (blue).
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The D° daughter efficiency includes TPC efficiency which is from embedding in
ptp collisions from previous measurement [91].

The toy simulation use flat p input from 0 to 10 GeV/c. When used for TMVA
training, the input shape after detector acceptance and efficiency are weighted by a
function fit to the measured D pr spectrum, and the yield is scaled to what is expected
for the whole data set of 1.3 B events.

The background from real data naturally has the real p; distribution. However, in
order to have enough statistics from low to high p7, while keep the tree file size and
the CPU time for training acceptable, the low pr part is randomly sampled to form a
flat distribution below 3 GeV/c. When used for TMVA training, the sample is weighted
back to original distribution. Only part of the Run 14 data is sampled for background in
TMVA training, so the background yield is scaled to the whole data set of 1.3 B events.

Fig. 3.18 shows distributions of the 5 geometry variables for signal (blue) and
background (red) plotted by the TMVA, for pr between 2 and 3 GeV/c.
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Figure 3.18: Distributions of the 5 geometry variables for signal (blue) and background (red).

The ‘cuts’ option of TMVA is used to tune D° cuts. This option randomly sam-
ple different cut sets in the variable space, calculate signal and background efficiency
for each cut set. Then one cut set with lowest background efficiency at certain signal
efficiency. We can then pick the cut set with the best significance according to the sig-
nal and background yield corresponding to the whole data set of 1.3 B events. Fig. 3.19
shows the lowest background efficiency, significance and so on vs. signal efficiency for
pr between 2 and 3 GeV/c. We can see that as cuts get tighter, signal and background
efficiency both decrease, but background efficiency decreases much faster. The best

significance for 1.3 B events is around signal efficiency of 10%. However, because the
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background efficiency is too low, there are a lot of fluctuations for the significance.
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Figure 3.19: Signal efficiency, lowest background efficiency, significance and so on vs. signal

efficiency.
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Figure 3.20: Signal efficiency, lowest background efficiency, significance and so on vs. signal

efficiency.

We can solve the problem by having loose cuts on the 5 variables before putting

into TMVA training. So a majority of background is rejected by the loose cuts, and

the left sample is more sensitive. In this way with the same sample size the cut tuning

is more precise. The loose cuts can be obtained also with TMVA training, requiring

higher signal efficiency than the best significance, for example, 60% signal efficiency

in Fig. 3.19, so that all 5 variable cuts are looser than the potential best cuts. And this

procedure can be repeated to tighten the cuts step by step, until the statistics around
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the best significance region is good. Depending on the pr bin, 3 or 2 steps are needed.
Fig. 3.20 shows the same lowest background efficiency, significance and so on vs. signal
efficiency plot, in the last step of tuning. The cuts with the best siginificance is the result
of the TMVA tuning.

Table 3.4: Standard geometrical cuts for different D° pr.

DY pr (GeV/c) 0-1 | 1-2 | 2-3 | 3-5 | 5-10
decay length (um) > 145 | 181 | 212 | 247 | 259
DCA between 2 daughters (um) < | 84 | 66 |57 |50 | 60
DCA between DY and PV (um) < | 61 |49 |38 |38 |40
DCA between 7 and PV (um) > 110 | 111 | 86 | 81 | 62
DCA between K and PV (um) > | 103 |91 |95 |79 |58

Table 3.5: Tight geometrical cuts for different D° pr.

DY pr (GeV/e) 0-1 | 1-2 | 2-3 | 3-5 | 5-10
decay length (um) > 144 | 204 | 242 | 245 | 300
DCA between 2 daughters (um) < | 69 | 48 |44 |49 | 47
DCA between DY and PV (um) < | 44 |36 |31 |26 |32
DCA between 7 and PV (um) > 120 | 102 | 118 | 109 | 96
DCA between K and PV (um) > | 119 | 110 | 109 | 106 | 80

Table 3.6: Loose geometrical cuts for different D° pr.

DY pr (GeV/e) 0-1 | 1-2 | 2-3 | 3-5 | 5-10
decay length (um) > 110 | 168 | 187 | 199 | 180
DCA between 2 daughters (um) < | 77 |78 |74 | 68 | 66
DCA between DY and PV (um) < | 72 |53 |47 |42 | 62
DCA between 7 and PV (um) > 92 |78 |86 |65 |47
DCA between K and PV (um) > | 105 | 68 | 80 | 66 | 41

The result of the geometry cuts tuned for best significance are shown in Table 3.4.
These are the standard cuts used in the D° reconstruction to calculate the spectra central
value.

For D° estimation, another 2 sets of geometry cuts are tuned with TMVA, with
50% and 150% signal efficiency relative to the standard cuts. They do not give the

overall best D significance, but for the certain signal efficiency, they are still the cuts
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with the lowest background efficiency and best DY significance. As shown in Fig. 3.20,
with 50% and 150% signal efficiency relative to the standard cuts, their significance is
still about 80% of the standard cuts with the overall best significance. These 2 cuts sets
are listed in Table 3.5 and 3.6.

3.4.3 Mixed Event Background

Several procedures are established to statistically describe the uncorrelated back-
ground to the foreground when studying particle reconstruction. In particular, all cor-
relations between particles can be broken by mixing tracks from different events with
the benefit of improved statistical precision as a single event can be mixed with many
others [93, 94].

To construct the mixed event background it is important to combine events with
some degree of similarity, such as events are classified according to the position of the
primary vertex (PV) along the beam-line, the centrality class and the orientation of the
event plane. Ten bins of equal width were used for both the event plane (V € [—m, 7))
and the position of the primary vertex(V, € [—6,6]), as well as nine centrality classes
between 0-80%, for a total of 900 event ‘categories’.

Table 3.7 summarizes the important information saved for the event mixing:

Table 3.7: Summary of information saved for the event mixing

StMixerTrack ‘ StMixerEvent
Origin PV Origin
Momentum Magnetic Field
Q-Vector Event Plane

Track information | Array of mixer tracks
Array of indices to identified pions

Array of indices to identified kaons

In the current implementation studying D° — K reconstruction, only pions and
kaons were identified and the position of their associated tracks in the array of mixer
tracks is saved for quick access. To illustrate the advantage lets assume a simple scenario
in which two events, both with identical number of kaons Nx and pions N, are to
be mixed. If we were to simply loop over all tracks in each event in search of pair

candidates the total number of loops is:
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N? = N3 + N2 +2NgN, (3.9)

On the other hand, assuming that pions and kaons have already been identified,

then the number of loops is reduced to:

NgN, + NN, = 2NgN, < N? (3.10)

For the first order of an estimate on the performance, we can assume an average
distribution of produced particles, such that: N, = 0.8N and Nx = 0.2N. In this case
the difference between both procedures is more that a factor of three 2N N, ~ 0.32N2,

Once the buffer has been filled the pions from the first event are combined with
kaons from the rest of the events in the buffer, considering both like-sign and unlike-
sign combinations. In the first iteration the pions and kaons from the same event are
combined to produce the foreground (unlike-sign) as well the same event like-sign back-
ground. In order to apply the topological cuts to the background, the second event is

moved during the mixing such that the position of the primary vertex in both coincides.

Once the mixing has been completed, the first event is removed from the buffer
leaving space for another event to be added at the end. Fig. 3.21 and Fig. 3.22 show
the invariant mass distribution for the foreground and two different uncorrelated back-
grounds: same event like-sign and mixed event unlike-sign in two p7 bins include 1-2
GeV/cand 4-5 GeV/c. The mixed event backgrounds have been scaled to the foreground
using the integration range my, € [1.6,2.1] GeV/c2.
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Figure 3.21: Invariant mass distribution for foreground and two descriptions of combinatorial back-
ground in 1 <pp <2 GeV/e.
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Figure 3.22: Invariant mass distribution for foreground and two descriptions of combinatorial back-
ground in 4 < pp <5 GeV/ec.

There is good agreement between the two descriptions of the combinatorial back-
ground and they appear to provide an adequate description in the vicinity of the D°
signal and the mixed event backgrounds have improved statistical precision.

It is interesting to observe the presence of an ‘excess’ in the foreground, relative
to all of the background curves, below roughly 1.75 GeV/c?. This so called bump was
investigated using the Data Driven Fast Simulator, and will be covered briefly in the

following section.

3.4.4 Correlated background ‘bump’ for D° meson

In order to study the possible contributions to the observed D background, a cock-
tail of particle decays were generated with realistic py distributions (from published D°
data) and flat n) and ¢ distributions, which were then decayed using a simple MonteCarlo
simulation and sampling distributions obtained from data and embedding.

Once the particles are decayed, the daughter momentum and the distance of closest
approach to the primary vertex are smeared using our Fast-Simulation package accord-
ing to distributions obtained from data.

Pion-kaon pairs are formed from the decays using the topological cuts as we dis-
cussed before to study the contributions that fall within the invariant mass spectrum
studied. The finite probability of double mis-PID, where a pion is confused with a kaon
and vice a versa, was also included in this study by sampling TPC dE/dx distributions
from data.

The contributions to the invariant mass spectrum from the following D° and D*

decays were included in a qualitative study of the correlated background [8]:
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. D° = K—=+ (B.R. 0.039)

. D' = K-7+7° (BR. 0.011)

- D = K- pt — K-t (B.R. 0.108)
¢« D’ - K* 7t = K—7t7x% (B.R. 0.007)
e Dt - K 7"zt (B.R. 0.073 x 0.415)

The charm fragmentation ratio used is the following from ZEUS Collaboration
(arXiv:hep-ex/0508019 - Table 4):
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Figure 3.23: Simulated contribution to the invariant mass spectrum from cocktail without topolog-
ical cut

Fig. 3.23 and Fig. 3.24 show the invariant mass spectrum obtained from the cocktail
after scaling by the branching ratio for different decays as well as the fragmentation ratio
for the different charmed meson species.

The spectrum is shown before and after the D° — K topological cuts have been
applied. It is clear that the contributions from correlated background can, at least in
part, account for the enhancement observed below roughly 1.7 GeV/c?.

The cocktail simulation was then scaled by fitting the amplitude of the D° peak

obtained from fast simulator to the signal observed in data, and the cocktail was then
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Figure 3.24: Simulated contribution to the invariant mass spectrum from cocktail with topological
cut

added to the mixed event background. Fig. 3.25 and Fig. 3.26 shows a comparison
between the invariant mass distribution obtained from data and the spectrum obtained
by combining the mixed event background and the results from the data-driven Fast-

Simulator.
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Figure 3.25: Comparison of K7 invariant mass distribution for unlike-sign (US) foreground,
like-sign combinatorial background, unlike-sign (US) mixed events combinatorial background, and
unlike-sign (US) mixed events combinatorial background + toy montecarlo cocktail for correlated
background, for 2 < py <3 GeV/e.

The inclusion of correlated background sources can qualitatively describe the fore-
ground observed, reproducing the location of the bump structure albeit underestimating
the degree of enhancement itself. Furthermore, there is likely a finite contribution to the
observed bump originating from jet correlations which should be included to improve
on the description of the background.

It should also be noted that the studies presented here were done with an early

version of the fast simulator which only included the p; and centrality dependence of
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Figure 3.26: Similar Comparison of K7 invariant mass distribution as Fig. 3.25, for 3 < pr <10
GeV/e.

sampled distributions, revisiting the studies with more differential distributions should
improve on these results.

Nonetheless, the results provide confidence in a qualitative understanding on the
sources of the correlated background and, what is more, suggest that the contribution
from these source in the D signal range is dominated by double mis-PID, and is nearly

negligible as shown in the following sub-section.

3.5 D' Efficiency and Acceptance Corrections

To obtain the real invariant mass spectrum of D° within STAR acceptance (|n,| <
L, |nk| <1, |Ykx| < 1), the raw spectrum should correct for the efficiency. The K7 pair
efficiency within STAR acceptance is evaluated by folding the TPC related efficiency to
the HF T related efficiency as shown on Eq. 3.11. For the TPC related tracking efficiency
shows on the first term, we use STAR standard Full GEANT simulation. For the HFT
related efficiency include the second and third terms which reflect to HFT acceptance
and topological cuts, we developed the ‘Data-Driven Fast simulation’ which will discuss
later [84].

Efficiency x Acceptance = TPC Tracking Eff @ HFT Tracking Eff ® Topollogy Cuts
(3.11)
This formula can be written in another way when we consider the particles identi-

fication (PID) Eq. 3.12. Here the PID part are able to factorized as Eq. 3.13, Eq. 3.14.

HFT _ TPCyimpip _ HFTyimpp
MC MC TPCyithpip

® PID (3.12)
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€(HFT&PIDTpc&PIDT0F) = g(HFT|PIDTPC&PIDTOF) X €p[D(TPC&TOF)
(3.13)

epip(TPC&TOF) = epip(TOF|TPC) x eppc (3.14)

3.5.1 Single Track Efficiency

The single track efficiency losses have two contributions, the detector inefficiency
and particle identification cuts. The detector efficiency includes the TPC tracking ef-
ficiency (erpc) and the TOF matching efficiency (eror). The particle identification
cut efficiency (ep;p) includes the efficiencies of TOF velocity (1//5) and the dE/dz
selection cuts. So the single track efficiency can be derived by the Eq. 3.15

€ = &rpc X ETOF X €PID (3.15)

3.5.2 TPC Tracking efficiency

The TPC tracking efficiency (erp¢) is evaluated via the standard STAR embed-
ding technique [95]. TPC efficiency including two parts, TPC response and acceptance
efficiency. The Monte Carlo (MC) tracks are embedded into the raw data to have a
realistic detector occupancy environment. The raw data is randomly sampled over the
entire Au+Au minimum-bias data set, while the number of embedded MC tracks is con-
strained to 5% of the measured multiplicity of the real events to avoid a sizable impact
on the realistic TPC tracking efficiency. The MC tracks, with flat pr, 1, and ¢, are
generated and passed through the full GEANT simulation of the STAR detector geom-
etry, and then mixed with the real data . The mixed signals are processed using the
same procedures as real data. The quality assurance is made to ensure the MC simula-
tion reproduces the real data before studying the TPC tracking efficiency (Embedding
QA). The TPC tracking efficiency is derived by taking the ratio of the number of re-
constructed MC tracks (/V,...), satisfying the track quality cuts used in the data analysis,
over the number of embedded MC tracks (Ne,,;), as shown in Eq. 3.16

Nyee (nHitsFit > 20 & deca < 1 & || < 1 & nCommonHits > 10)
Nemp (In] < 1)

€rpc =
(3.16)

The TPC tracking efficiency in Runl4 Au+Au collisions at 200 GeV is shown
below. Fig 3.27 shows the TPC tracking efficiency for pion plus from four differ-

ent classifications, from up to down, the centrality is from the most peripheral to most
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central collision. As we see, in the most central top 0-5% collisions, due to the large
occupancy the TPC tracking efficiency is much lower than the central one. Fig. 3.28
shows the same plot for kaon minus. The Kaon can be decay inside TPC, that’s the

reason the TPC tracking efficiency is lower than pion.

b= L R R RN R AR RERAN RAARN AR = [
" | Au+Au200GeV @Run14 | " | Au+Au 200GeV @ Run14
o.sﬁwwww 0.8
0.6 Ly 0.6
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0.4 - 5-10% 0.4 - 5-10%
] ~0-5% i ~0-5%
0.2} 0.27
e e e S e
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Figure 3.27: TPC tracking efficiency in Runl4 Figure 3.28: TPC tracking efficiency in Runl4
AutAu collisions at 200 GeV for Pion. AutAu collisions at 200 GeV for Kaon.

3.5.3 TOF Matching Efficiency

For the D analysis, we use the hybrid PID for TOF. Which means when TOF
is available we use TOF and TPC, when it’s not available we just use TPC. The TOF
matching efficiency (¢ror), including the TOF response and the acceptance difference
between the TPC and TOF, is evaluated by the real data. It can be calculated by com-
paring the number of qualified tracks matched with the TOF (with 5> 0, N,4tcheq) OVer
the number of qualified tracks (Nrpe).

Fig. 3.29 shows the TOF match efficiency in Run14 Au+Au collisions at 200 GeV
for positive charge particles such as 71, K in the centrality 0-10%. Fig. 3.30 shows
the same plots for negative charge particles in the centrality from 40-80%. For the pion
TOF match efficiency, the tread is much smooth compare to kaon. As we see, there are
some deep for the TOF match efficiency at some certain pp range from kaon, such as
kaon in the pr around 0.6 GeV/c. This effect was studied using Hijing simulation, it’s
found that this is due to the hadron contaminations.

Fig. 3.31 shows the noy distributions from Hijing in the py range from 0.5 - 0.7
GeV/c. The solid lines are for particles from TPC , and the dashed lines are for parti-

cles also include TOF match information. The total yield was scaled to have the same
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Figure 3.29: TOF match efficiency in Runl4 Figure 3.30: TOF match efficiency in Runl4
AutAu collisions at 200 GeV for positive charge Au+Au collisions at 200 GeV for negative charge
particle in 0-10%. particle in 40-80%.

number of pions for this comparison, since the TOF matching have ~30-40% efficiency
lost. In a simple case, if we select kaons with the cut |[nok| < 1, after the requiring of
TOF match,the width of this no /, distribution changed, and the contaminations from
pions are reduced. As what we see the dashed black line have less contributions to the
kaons peak within |nok| < 1 compare to the solid black line. We also checked this
effect in the other p; range such as 0.2 - 0.5 GeV/c and 1.0 - 1.5 GeV/c as shown in
Fig. 3.32 and Fig. 3.33. This effect is neglectable in the low p; range 0.2 - 0.5 GeV/c
since the TPC can well separate pions and kaon. In the high p; range, the dE/dex are
overlap with each other for kaon and pion, it’s not able to distinguish them only use
TPC.

3.5.4 PID Cut Efficiency

The particle identification cut efficiency (¢ p;p) includes two components: the TOF
velocity (1//3) cut efficiency and dF /dx cut (nog ) efficiency. Pure pions and kaons
sample are used to evaluate the TOF velocity cut efficiency and TPC no . cut effi-
ciency. Fig. 3.34 shows the 77 pairs invariant mass distributions. The black line is the
unlikesign foreground, and the red line is background using likesign method. With this
K? candidates, we can statistical extract the pure pion sample for the PID efficiency
study. Fig. 3.35 shows the K K pairs invariant mass distributions. Still with the un-
likesign and likesign method, the & meson candidates are reconstructed, and we can

statistical extract the pure kaon sample for the PID efficiency study.
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Figure 3.31: nox distributions for 0.5 < py <0.7 GeV/c. The solid lines are from TPC and dashed
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Figure 3.34: The 7m pairs invariant mass distri- Figure 3.35: The K K pairs invariant mass dis-
butions. The black line is the unlikesign fore- tributions. The black line is the unlikesign fore-

ground, and the red line is background using likesign ground, and the red line is background using likesign

method. method.

3.5.4.1 nok /. Cut Efficiency

The no g/, cut efficiency is derived from the Gaussian fit using those pure samples.
The no . distributions are fitted with Gaussian function, the mean value and sigma
value are plotted as Fig. 3.36 and Fig. 3.37. With these mean and sigma distributions,
assuming they follow the Gaussian function, for example, Fig. 3.38 depicts the no,; cut
efficiency in Runl4 Au + Au collisions at 200 GeV for pions. For kaons, we use the

same method extracting this noy cut efficiency.

3.5.4.2 1/p Cut Efficiency

The 1/ cut efficiency is also derived from the Gaussian fit using those pure sam-
ples. The efficiency is very high since the 1/ cut is very loose, it’s almost ~100% for
this analysis as shown on Fig. 3.39 and Fig. 3.40.

3.5.5 Data-driven Fast Simulation for HFT and Topological Cut Efficiency

As discussed in the beginning of this section 3.5, the HFT related efficiency shown
on Eq. 3.11 including two items: HFT acceptance and topological cuts. Since the HFT
embedding is not ready yet at that time, we developed the ‘Data-Driven Fast simulation’
for the HFT related efficiency correction. And this method was validated with full
GEANT simulation and will be discuss later.
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Figure 3.36: The mean value of no; distributions Figure 3.37: The sigma value of no; distributions
vs momentum. The red line is fitted function with vs momentum. The red line is fitted function with
polynomial function. polynomial function.
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Figure 3.38: no, cut efficiency along with momentum. Red line is the fitted polynomial function
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3.5.5.1 Assumptions

Before we discuss the details procedure of the method, it’s better to make it clear,

this data-driven simulation is based on several assumptions. And the validating will be

tested step by step in the later section.

Factorization of tracking efficiency:

HFT HFT _TPC

MC

X
TPC  MC

(3.17)

Spatial resolution of HFT is encoded in two variables: DCAxy and DCAz (two

dimensions correlated).

Vertex resolution, which is possibly folded in the DCA resolution of single tracks

and correlated for kaons and pions, is a negligible, at least for semi-central to

central events.

The contribution of feed-down particles from secondary decays to DCA distribu-

tions is negligible.

Mis-matched daughter tracks are removed by topological cuts.

3.5.5.2 Ingredients

There are several input ingredients for this fast-simulation package which is ex-

tracted from data.
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 Extract V, distributions from data (centrality dependent).

» Extract ratio of HFT matched tracks to TPC tracks from data (This ratio includes

all mismatched tracks) (particle species, centrality, pr, n, ¢, V, dependence).

» Extract DCAxy - DCAy distributions from data. Assuming that data DCA distri-
butions is dominated by primary particles (particle species, centrality, pr, 1, V,

dependence).

» Extract TPC efficiency and momentum resolution from embedding (particles,

centrality and pr dependence).

Fig. 3.41 shows an example of the input HFT match ratio in the certain n, V, ¢
and centrality range. The HFT match ratio increase in the low pt range due to the high
mismatch occupancy and keep flat in the high p; range. This ratio have a strong depen-
dence on these differential such as 77 and V since this is effected by HFT acceptance.
Fig. 3.42 shows an example of the Dcaxy vs Dcaz distribution in the certain pr, 1, Vz
and centrality range. The axis binning is dynamic binning (non-uniform) since the most
central (around 0) part is the dominate part. Limited by the computing memory, the
most central part use fine binning and others use the unrefined binning as shown on the
plots.

In total, there are 11 (¢) x 10 (n) x 6 (V,) x 9 (centrality) x 2 (particles) 1D
histograms (36 pr binning) for HFT match efficiency. There are 5 (n) x 4 (V,) X
9 (centrality) x 2 (particles) histograms x 19 (pr) 2D histograms (144 x 144 Dca
binning) for Dca resolution smearing.

Effectively, these 1D and 2D histograms encode HFT efficiency, acceptance and

spatial resolution performance in Runl4 data.

3.5.5.3 Recipe

After all the input ingredients ready for the fast-simulation, a simple toy MC sim-
ulation (PYTHIA/EvtGen) is applied for the efficiency study. The basic recipe is fol-

lowing:
» Sample V, distribution according to data distribution.
» Generate DY flat in py and rapidity and decay it.
* Smear momentum according the embedding.

* Smear DC Axy and DC' Az of Kaons and Pions independently according to dis-

tributions from data.
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Figure 3.41: HFT to TPC track match ratio for pion Figure 3.42: Dcaxy vs. Dcay for pion at certain

at certain 7,Vz,¢,centrality range. 1,Vz,centrality range.

* Apply HFT matching efficiency from HFT ratio.
* Apply TPC reconstruction efficiency.

« Reconstruct D°

3.5.5.4 DO Efficiency and Topological Distribution

As discussed in the recipe, we obtain the efficiency step by step as shown on
Fig. 3.43. First we have the TPC efficiency shown by red maker which is after the
pr, n acceptance cut and TPC tracking efficiency from embedding. Then after folding
in the HFT matching efficiency, the second item is obtained on black circle. Last step
is after the topological cut, as shown by the cyan marker. As see in the low pp part,
the topological cut efficiency is really small due to the tight cut as the combinatorial

background is huge.

We study all the efficiencies with small centrality bin width, in total we have 9
centrality bins from our StRefmultCorr class. Since the D° production is scaled by the
number of binary collisions (Ny;,), the D° is favor produced in more central collisions.
So the final efficiencies for the wider centrality bins 0-10%, 10-40%, 40-80% and 0-80%
are calculated using Ny, as weights, for example, the efficiency in 0-80% is calculated
as the following Eq. 3.18. Fig 3.44 shows the D efficiency for 4 wide centralities after
TPC, HFT match and Topological efficiency included [96].
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Figure 3.43: D efficiency step by step from TPC, Figure 3.44: DY efficiency including TPC, HFT

HFT Ratio, Topological cut in most central 0-10%. and Topological cut in several centralities.

9
Efficiency, g, = » _ (Efficiency; x Nj;,)/ < Nyin > (3.18)
i=1

The Data-Driven Fast-Simulation also provide the topological information, can
be used for the comparison with real data. For the real data part, within the D° mass
window we can statistical subtract the background and extract the pure D° topological
distributions. The invariant mass plots shown as Fig. 3.45. D is in the 2 < py < 3
GeV/e, 0-80% centrality. Black is unlikesign foreground, blue is likesign background
and red is mixed event background. The blue vertical lines are the mass window used
for the topological comparison. For each topological variable, that corresponding topo-
logical cut was removed when reconstruct the D candidate, so that we can compare
that variable in a wide range.

From Fig. 3.46 to Fig. 3.51, these are the topological variables (cos(f), decayLength,
dcaDaughters, DODcaToVtx, PionDca and KaonDca) used for the D° reconstruction.
The distributions from the real data part are using mixed event method to statistical
subtract the background. The Data-Driven Fast-Simulation part was the package we
relayed on for our efficiency study as shown before.

Comparison these topological variables between real data and Fast-Simulation, the
agreement is reasonable good, which means our Data-Driven Fast-Simulation method
can well reproduce the topological variables in real data. In another word, the efficiency
estimation from Data-Driven Fast-Simulation is reliable. Note, there are some small

discrepancy such as single track Dca distributions in the low end, that’s because in the
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Figure 3.45: D invariant mass distributions in the 2 < pr < 3 GeV/c, 0-10% centrality. Black is
unlikesign foreground, blue is likesign background and red is mixed event background. The blue
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data analysis part, we already require some minimum cut in order to save the computing
resource. There is another method we are going to discuss in the following section, also

can be used to validating our Fast-Simulation method.

3.6 Validation Data-Driven Fast-Simulation with Full GEANT +
Hijing Simulation

Before discuss the details of this Hijing validation, it’s better to conclude those as-
sumptions we made before. The first assumption is the factorization shown in Eq. 3.17.
Relaying on the Hijing simulation, we have two samples. One is only include TPC
tracking, another one include both HFT and TPC in tracking. From the first sample, we
can extract the TPC factorized tracking efficiency, and the second sample can be used to
extract the overall total efficiency and HFT over TPC factorized efficiency separately.
Fig. 3.52 shows the comparison between the overall efficiency and the multiplied factor-
ization efficiency. The red one is from overall efficiency from the second sample, and
the blue one is multiplied efficiency from two components. The bottom panel shows
the double ratio of these two efficiency, and they are perfectly factorized as the ratio is

flat as unity.

The second assumption is for the spatial resolution, it is encoded in those Dcayy
and Dcay variables, and they are correlated in the two dimensions. Fig. 3.53 shows the
comparison between the input Dca from real data and output Dca from Fast-Simulation
in three dimensions. The first row is Dca in XY plane, the second row is in Z plane and
the last row is in the 3-D dimension. From the left to right is the comparison from low pr
to high pr. As shown the red line is from data and black line is from fast simulation, the
agreement is pretty good. For the others assumption, they will be discussed separately

in the following section.

3.6.1 Hijing Samples Performance

The Hijing sample was run through the Full Hijing + GEANT simulation with
realistic pileup hits (UPC+MB) in PXL and sensor masking tables. They can provide
reasonable performance for the HFT matching ratio and Dca resolution [97]. In total
we have ~45K 0-10% centrality Hijing events, and for each event is embedded with 20
D’s. So in total, we have ~900K D" for this Hijing sample. The embedded D° has
small effect on the tracking since the multiplicity is much higher compared to 20 x 2

D decayed daughters.

As shown in Fig. 3.54 is the HFT matching ratio comparison between data (red)
and Hijing samples (black) in Au+Au 200 GeV/c from 0-10% centrality, the bottom
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Figure 3.52: (top)HFT Efficiency Factorization comparison. (bottom) Double Ratio of these fac-
torization.

panel is the double ratio of these two HFT matching ratio. The value is around unity,
which means the Hijng simulation can well reproduce these matching performance.
Fig. 3.55 shows the pions Dcaxy comparison between data (red) and Hijing sam-
ples (black) in Aut+Au 200 GeV/c from 0-10% centrality at 1.0 < py < 1.2GeV/c, the
bottom panel is the double ratio of these two Dca distributions. The value is also around

unity, which means the Hijng simulation well describes the real data.

3.6.2 Validation Procedures

The idea is simple for this Hijing validation, we have the enriched D° Hijing sam-
ple. After run through the detector and full GEANT simulation, the D° efficiency and
topological variables distributions can be extracted. Another procedure is extract the
necessary ingredients from Hijng sample for the Fast-Simulation input (Fast-Simulation

with Hijing input), such as the TPC Tracking efficiency, the HFT matching ratio and the
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2D Dcayy-Dcay distributions similar as we used in real data analysis and discussed in
the previous section 3.5.5. Then run through the Fast Simulation, as discussed before,
the D° efficiency and topological variables are also available in this way and can be

compared to the first Hijing + GEANT procedure. The workflow is shown in Fig. 3.56.

Hijing Sample with
embedded DO

> Extract HFT ratio and
Dca for Fast-Sim

U

Fast-Sim with Hijing

input
U

Eff. from Hijing + GEANT Eff. from Fast-Sim

Primary Particles

Compare | (Rc efficiency & topological distribution)

Figure 3.56: Hjiing validation procedure and workflow

3.6.2.1 Validation Efficiency

The first step is to check the kinematic form different MC decayer such as PYTHIA,
Hijing, evtGen and PhaseSpace class from ROOT. Need to make sure the decayer used
for Fast-Simulation has the same kinematic as the Hijng. After the basic acceptance cut,
such as D° |y| < 1, daughter p; > 0.2 GeV/c and || <1 cut. D° is the simple phase space
decay, all these decayer give the same acceptance efficiency as shown in Fig. 3.57 left
panel, the right panel shows the double ratio to PYTHIA. As all the decayer follow the
same trend they have the same decay kinematic, so, for our Fast-Simulation decayer we
choose PYTHIA for this validation and also for our real data analysis.

The second step is to check the kinematic with the reconstructed TPC tracking in-
formation. Compare to the first step, this one fold in the momentum resolution and the
TPC acceptance effect. Fig. 3.58 left panel shows this efficiency x Acceptance com-
parison between Hijing + GEANT (red) and Fast-Simulation with Hijing input (black),
the right panel shows the double ratio to Hijing. As the red line is the fit function and the
fit results around ~1 shows very good agreement, which means this step is also doing
right work.

The next step is to trying to fold in the HFT matching efficiency and this is to
consider the HFT acceptance effect. Fig. 3.59 left panel shows this efficiency x Ac-
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ceptance comparison after TPC and HFT matching between Hijing + GEANT (red) and
Fast-Simulation (black), the right panel shows the double ratio to Hijing. As the red line
is the fit function and the fit results around ~1 shows good agreement, which means
this HFT matching step is also correctly implemented in the package. For the small
discrepancy at the high p; range, this is purely due to the limited statistics. Since the
Hijing sample is time consumption, we do not have enough statistics for the HFT match
ratio input. But this problem is not exist for our real data analysis since we have ~900M
events which is totally enough and we checked the HFT match ratio, they can extend to
a reasonable high p; range in real data. We did another small check, use one quart of
these Hijing statistics for this validation, and the discrepancy shown here is bigger than

the current results, which is another approve of the limited Hijing statistics.
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Figure 3.59: The comparison of D° TPC + HFT match acceptance x efficiency between Hijing +
GEANT (red) and Fast-Simulation with Hijing input (black). (right) Double ratio of these acceptance
to Hijing.

The last step is folding in the topological cuts and then compare between the Hijing
and Fast-Simulation. Fig. 3.60 left panel shows this efficiency x Acceptance compari-
son after TPC, HFT matching and topological cuts between Hijing + GEANT (red) and
Fast-Simulation (black), the right panel shows the double ratio to Hijing. Still the red
line is the fit function and the fit results around ~0.93 shows good agreement, which
means this topological variables are well described in the package. For the left panel,
there are some twist for this efficiency x acceptance at pr ~1 GeV/c and 2 GeV/c,
this is due to the topological cuts are different in separate pr ranges. As the red points
show the efficiency from Hijing + GEANT, the statistics error is larger compared to

the Fast-Simulation which shows by black. This is also the reason we use data-driven
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Fast-Simulation for our efficiency study, it can be easily enlarge the statistics by a factor
of 100 or even 1000 compare to the traditional Full GEANT simulation especially for
this kind of low efficiency studies. Fig. 3.61 shows the same plots of the comparison as
Fig. 3.60 with different binning, we merged some binning for statistics concern. After
merged the binning, the agreement is even better from the fitting shown on the right

panel, the fitting results is ~0.96.
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Figure 3.60: The comparison of D° TPC + HFT match + Topological acceptance x efficiency
between Hijing + GEANT (red) and Fast-Simulation with Hijing input (black). (right) Double ratio
of these acceptance to Hijing.

From Hijing + GEANT simulation, we know exactly whether the HFT matched
track is real match or mismatch, so we can determine the HFT real matched efficiency
x acceptance for D reconstruction from Hijing sample. Fig. 3.62 shows these real
matched efficiency x acceptance comparison between Hijng + GEANT and our previ-
ously Fast-Simulation. The right panel shows the double ratio of these efficiency and fit-
ted with a line, the parameters shows ~0.98 which means the (previous) Fast-Simulation
can well reproduce the real HFT matched reconstruction efficiency. Fig. 3.63 shows the
same plots of the comparison with different binning.

If we compare with the previous Hijing HFT matched efficiency (not necessary
to be real matched), it also indicate that most of the Mis-matched daughter tracks are
removed by topological cuts as we said in the assumptions. Fig. 3.64 shows the different
components contributions directly from Hijing, the black one is HFT matched, red one
requires all the daughter tracks are real matched and the blue one shows at least one
of the daughter tracks are mis-matched. Right panel shows the relative fraction of the

real match and mis-mismatch contribution. As see, most of the mis-matched tracks are
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Figure 3.64: The comparison of D° TPC + HFT (real/mis) match + Topological acceptance x
efficiency for Hijing + GEANT. (right) Double ratio of the components form Hijing.

Above all the discussions in this section 3.6.2.1, we are confident that the Fast-
Simulation method can well reproduce the acceptance and efficiency for this HFT re-
lated analysis. The precision as shown on Fig. 3.61 is good enough for our efficiency
study. For the missed-match check, there are ~5% contributions in the signals. And

there is another approvement that will describe in the following section.
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3.6.2.2 Validation Topological Distributions

As discussed before, we can extract the topological variables from both Hijing +
GEANT and Fast-Simulation relay on those Hijing input. Similar as we did in Sec.
3.5.5.4, we can compare the topological distributions from these two procedures. This
will be another evidence that our Fast-Simulation can well reproduce the topological

variables which is crucial for these kind of secondary vertex reconstruction analysis.
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From Fig. 3.65 to Fig. 3.69, these are the topological variables used for the D°
reconstruction. The topological distributions can be extracted both directly from Hijng
+ GEANT and from Fast-Simulation relay on Hijing input. The Fast-Simulation part
was the same package as we used for the efficiency study before.

As seen, the comparison of topological variables from Hijing have a very good

agreement, which means again our Fast-Simulation method can well reproduce the topo-
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Figure 3.69: D° dcaDaughters distribution in most central 0-10% between Hijing and Fast-
Simulation.

logical variables in Hijing sample just as in the real data case. In another word, the
efficiency estimation from this Hijing-Data-Driven Fast-Simulation is reliable. This is

the other confident as we discussed in the last part of previous section 3.6.2.1.

3.6.3 Validation with K¢ Spectra

In order to validate our data-driven Fast-Simulation package, another related anal-
ysis was studied. The K spectra with HFT using Fast-Simulation method was com-
pared with published one since the published TPC K, results have much better precision
compare to published D° [98].

The event and track quality cuts are same as those in D° analysis. The topological
cuts are also similar as DY cuts. Fig. 3.70 the K, corrected spectra in Au+Au collisions
at 10-20% centrality. Open symbols are published results and solid symbols are new
results from HFT with data-driven Fast-Simulation method for efficiency correction.
The red line are the fitted function. Bottom panel shows the ratios to the fitted function.
As we see, the ratios are around ~ 1 which means the published results and the new HFT

results are consistent within ~10%.

3.7 Systematic Uncertainties

The approach for the D° spectrum systematic uncertainties are well studied. Sev-
eral sources can be contributed to the uncertainties. The first one is coming from the raw
yield extraction. We varied the signals fitting range, the fitting exclusion mass range
and the signals counting windows to estimate the uncertainties for yield extraction. The
second one is from the TPC embedding uncertainties, this one is well studied before in
STAR collaboration and we quota 3% for single track. The next one is from the fast-

simulation part, as discussed in the previous section, there are ~5% difference between
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Figure 3.70: K, corrected spectra in Aut+Au collisions at 10-20% centrality. Open symbols are
published results and solid symbols are new results from HFT with data-driven Fast-Simulation
method. Bottom panel shows the ratios to the fitting function.

the pure Hijing and fast-simulation relay on Hijing when we validating the packages.
We quote this 5% contribution as one of the systematic sources. Another source would
be the vertex resolution contribution as we discussed before, since the most central col-
lisions does not suffer the vertex contribution while the impact on the most peripheral
collisions could be visible. We quote a separate systematic errors for difference central-
ities, 10% for the most peripheral (40-80%) collision, 5% for the mid-central collisions
(10-40%) and O for the most central (0-10%) collisions. The next one source coming
from the bin shift correction, there are several functions can be used for the bin cor-
rection such as the levy function and fonll function, the difference between these two
methods are quoted as one of the systematic source. The last source is by varying the
topological cuts and daughter p, cuts. The standard TM VA cuts, the 50% efticiency and
150% efficiency cuts are calculated, and also the daughter p; cuts are scanned from 300
MeV, 400 MeV and 500 MeV. The difference between the corrected yield are quoted

as the systematic source.

Table 3.8 shows the D spectrum different sources contribution in the most central
0-10% centrality. As we see, the systematic uncertainties is quite small in the most of
the pr range except the first two and last two pr ranges due to the limited statistics and

large contribution from yield extraction.

For the R 44 results shown in Figure 6.3, they share the most of the systematic un-
certainties with the spectrum, but for the TPC part, the TPC contribution from Au+Au
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and p+p collisions can be canceled out. The black bracket only represented the uncer-

tainties from Au+Au.

Table 3.8: Systematic uncertainties from different sources

pr range | Yield extra | Embedding | fast-simu | Topo Scan | bin shift daughter pr | total
0.0-0.5 | 0.28575 0.06 0.05 0.150186 | 0.206038 0.0961785 | 0.402506
0.5-1.0 |0.276043 | 0.06 0.05 0.124592 | 0.0641394 | 0.104796 0.336034
1.0-1.5 | 0.0332581 | 0.06 0.05 0.08445 0.0416632 | 0.0354619 | 0.131648
1.5-2.0 | 0.0284874 | 0.06 0.05 0.0430791 | 0.0179911 | 0.013235 0.096261
2.0-2.5 |0.0152306 | 0.06 0.05 0.0597399 | 0.00416767 | 0.00651388 | 0.099802¢
2.5-3.0 |0.0173818 | 0.06 0.05 0.0762663 | 0.00261387 | 0.00930911 | 0.11096
3.0-3.5 | 0.0164046 | 0.06 0.05 0.0368647 | 0.00551249 | 0.0177607 | 0.089855]
3.5-4.0 | 0.0301197 | 0.06 0.05 0.0712203 | 0.00646695 | 0.0237711 | 0.112634
4.0-5.0 |0.0736611 | 0.06 0.05 0.0615253 | 0.0312138 | 0.0214862 | 0.129411
5.0-6.0 | 0.0751424 | 0.06 0.05 0.11637 0.0261331 | 0.0226671 | 0.162742
6.0-7.0 | 0.0944053 | 0.06 0.05 0.0465479 | 0.0210969 | 0.00687676 | 0.132934
7.0-8.0 | 0.0730125 | 0.06 0.05 0.409901 | 0.0169993 | 0.00289802 | 0.423966
8.0-10.0 | 0.0984801 | 0.06 0.05 0.696775 | 0.048144 0.061042 0.712276

3.8 Other Systematics for the Fast-Simulation

In the Fast-Simulation section 3.5.5.1, we have two more assumptions which were

not answered yet. Here we are trying to discuss a little bit in the following part.

3.8.1 Secondary Track Contribution

The Fast-Simulation is validated with primary track in the procedure Fig. 3.56.

All the tracks for HFT matching ratio and Dca inputted to Fast-Simulation is primary
track. Based on the Hijing sample we can study the secondary track contribution since
in the real data part we can’t distinguish primary track and secondary track. In Hijing
simulation, we use the start vertex of that track to determine whether it’s primary track
or secondary track.

Fig. 3.71 shows the pions vertex distributions from the secondary decay. The first
one is the overall secondary pion vertex distributions and we can clearly saw some
HFT structure. Top right panel is pions decayed from GeantID==8/9 (which is 7%),
this part is the knocked out particles with HFT. The bottom left is pion decayed from
GeantID==15/25 (which is anti-proton and anti-neutron), this is the normal annihilation
particles. The last one bottom right shows the pions decayed from other source.

The secondary track have kind of different performance compare to the primary

track such as the HFT match ratio shown on Fig. 3.72. The solid circle is the inclusive
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Figure 3.71: The vertex distribution for Pions from secondary decay. Top left is the overall sec-
ondary pion tracks, top right is pion decayed from GeantID=8/9 (which is 7*), bottom left is pion
decayed from GeantID=15/25 (which is anti-proton and anti-neutron), bottom right is decayed from
other source

one for HFT matching ratio, the empty circle is for the primary pions and the solid
square is for the secondary pions. All these HFT match ratios are after applying exactly
the same cut as real data analysis. The low match ratio for secondary track is reasonable
since they are decayed far away from the vertex and most of them do not have three HFT
hits. The more contribution from the secondary track, the more difference we observed
between inclusive one and primary one. The bottom panel shows the HFT matching
double ratio of inclusive one over primary one. For the pions, since the secondary pion
have some contributions, we do saw the different between primary one ans inclusive
one at some certain py range for this HFT match ratio. For the kaons, the relative
secondary contribution is small, that’s why there is no big difference between primary

and inclusive ones as see on Fig. 3.73.

This secondary track contribution for our efficiency correction need to be take care,
especially for Pions. There are a few percent contributions from our Hjing simulation
study. In our real data efficiency correction, we took this double ratio from Hijing as
an additional correction factor for the HFT matching ratio, since the data part can only
obtained the inclusive one. After this additional correction, we still be able to obtain

the precision like Fig. 3.61.

For the secondary track Dca contributions, we tested with the inclusive track Dca
or primary track Dca. In principle, with the inclusive tracks, they should have slightly

broader distributions. But in our test, it seems that these contributions to the final D°
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Figure 3.72: HFT Matching Ratio for Pions, Figure 3.73: HFT Matching Ratio for Kaons,
compare between primary track and secondary compare between primary track and secondary
tracks relay on Hijing. (bottom) The double ra- tracks relay on Hijing. (bottom) The double ra-
tios of inclusive one to primary tracks. tios of inclusive one to primary tracks.

efficiency is really small. This maybe due to the limited Hijing statistics or the slightly
Dca difference does not contribute much. But in our real data case, we do not take this

secondary Dca contributions as additional correction factor yet.

3.8.2 Vertex Resolution Contribution

As seen in the previous section ??. The vertex resolution in peripheral events
still have some contributions. If those peripheral events vertices are out of hundreds or
dozens of 1 m vertex resolution, they are not likely to contribute to the D mesons fore-
ground (maybe not even the background). To correctly count the number of peripheral
events we need to understand the vertex resolution. The 2D Dcaxy Dcay distributions
are the only input to the Fast-Simulation for this effect. They contain both the vertices
and tracks contribution.

To solve this problem, we need to unfold the vertex resolution from 2D Dca distri-
butions, and this is not straightforward since the vertex resolution contribution could be
in the same order of the Dca resolution and this is not reliable (subtracting two numbers
that are close to each other have very large uncertainties). There is another way we can
relay on to obtain this correction factor, which is the Minimum Bias Hjing simulation
sample. From Hijing sample we know the true efficiency for any centrality species,
and from the Fast-Simulation we can obtain the efficiency including those vertex ef-
fect. The difference can be took as the additional correction factor for real data analysis
if this effect is not too big. The Hijing sample is still ongoing production, this need a

huge data sample for the study and it’s time consumption at this moment.
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Chapter 4 A, Analysis Details
4.1 Data Set and Event Selections

The data set used in this A analysis is also from Au+Au collisions at /sy x =200
GeV from RHIC run year 2014 (Run14), the same data set as the D° analysis.

The event selection criterion for A, analysis can be found from Table 4.1, they are
the same as D°. After event selection, ~875 million Minimum Bias events are used for
this analysis. The centrality definition is the same as in D" since they are the same data

set (See section 3.3).

Table 4.1: Event selection in Au+Au collisions at 200 GeV for A..

Event Selection Criteria

(Ve == 0 && [V} == 0 && [V2[ == 0)
V.| < 6cm
V.| <2cm

IV, — VVPP| <3 cm

4.2 A, Reconstruction

A and A, are reconstructed through the typically hadronic channel p(p) K Fr+.
From the latest PDG, A, have four different decay channels, including one non-resonance
channel and three resonance channels shown below [8]:

In total, AT — pt K 7" (~ 6.35%) :

e A 5 ptK* = pt K77 (1.98%%66.7%=1.32%)
e Af -5 ATTK™ — pt K7™ (1.09%%100%=1.09%)
« AT — A(1520)7" — pT K7t (2.2%%*22.5%=0.495%)

¢ Non-resonance 3.5%

In the following, we will describe the daughter selection, the geometry cuts and
how they are obtained through the TMVA tuning. We will also show the A, signals for

different pr and centrality bins.
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4.2.1 Daughter Selection

Our interested A. have a proper decay length of ¢7 ~ 60um. This is a much
shorter distance compare to D° ¢7 ~ 123um and D' ¢r ~ 312um [8]. The global
tracks including the global momentum for daughter tracks are used in this analysis. The
daughters transverse momentum are required to > 0.5 GeV/c to ensure that the track
can pass through the TPC and have less HFT miss matching and also less combinatorial
backgrounds in our interested A, transverse momentum range, the number of hit points
(nHitsFit) along the track is > 20 (of a maximum of 45) to ensure good momentum
resolution.

The pion, kaon and proton tracks are identified by combining TPC and TOF. The
TPC provides particle identification utilizing the energy loss information dE /dx, and
TOF provides velocities information for PID. For kaon and proton PID, we always re-
quire TPC and TOF. But for pion, only require TOF when TOF is available.

In summary, next list all the related track selections for A. daughters including

track quality cut and particle identification cut.

* global tracks

pr > 0.5 GeV/e

< nl <1

s nHitsFit > 20, in TPC

+ at least one hit in every layer of PXL and IST
pion PID:

* |no.| < 3.0, based on TPC dE/dx

« If TOF is available (hybrid PID): |5 — 56—1})] < 0.03
kaon PID:

* |nok| < 2.0, based on TPC dE/dx

* |3 —51<003

proton PID:

* |no,| < 2.0, based on TPC dE/dx

C |2 —51] <003
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4.2.2 Topological Cut Optimization

The secondary vertex is reconstructed with selected kaon, pion and proton global
tracks. In this analysis, we have three of the middle point on the Distance of the Clos-
est Approach (DCA) between two daughter tracks since we have 3 daughters in total.
The average of these three middle points of Dca is considered as the secondary decay
vertex of the candidate A.. As shown in Fig. 4.1, 6 geometrical variables are chosen to
select A, and reject combinatorial background, which is dominated by a triple of tracks
directly from the primary vertex: decay length (the distance between the decay vertex
and Primary Vertex PV), the maximum DCA between the 3 daughters, the back pointing
angle cos(#) which is the angular of A, momentum and the decay vertex relative to the
primary vertex, DCA between the 7 track and PV, DCA between the K track and PV
and DCA between the p track and PV. The cuts on these variables are optimized by the
Toolkit for Multivariate Data Analysis (TMVA) package [90]. They are optimized in
order to have the best significance in the covered p; range. Additionally there is a A,

Dca to primary vertex cut to make sure the A, candidate is from prompt decay.

A Decay

N

!
!
i
i Decay Length
! A" Decay detail
e

0

¢

Primary Vertex

Figure 4.1: The topology of a A. decaying to a kaon, pion and a proton.

The TMVA for A, need signal and background samples input for training. The
signal sample is obtained from data-driven Fast-Simulation method similar as D° and

the background sample is from real data wrong-sign pairs in the A. mass window.
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In the Fast-Simulation for A. signals, the MC A, decays, and then the daugh-
ters” momentum and position are smeared according to detector response. All those
A, daughters efficiency includes TPC efficiency, HFT matching efficiency and Topo-
logical cuts efficiency are considered. Similar as DY, for some other selection methods
rather than cuts, the TMVA could be trained to identify A, according to kinetic infor-
mation like invariant mass rather than geometry information due to the decay. This will
create a fake signal, which is not what we want. To avoid this, a mass that has the same
distribution with the background sample for TMVA training is assigned to A, in the
data-driven fast-simulation. The simulation use flat py input. When used for TMVA
training, the entries after detector acceptance and efficiency are weighted by a function
fit to the measured D° p; spectrum (assume A. and D have similar shape), and the
yield is scaled to an expected value for the whole data set.

Fig. 4.2 shows distributions of the 6 geometry variables for signal (blue) and back-
ground (red) plotted by the TMVA, for candidates pr > 3 GeV/e.
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Figure 4.2: Distributions of the 6 geometry variables for A, signal (blue) and background (red).

The ‘cuts’ option of TMVA is used to tune A. cuts. This option randomly sample
different cut sets in the variable space, calculate signal and background efficiency for
each cut set. Then chooses one cut set with lowest background efficiency for a certain
1% signal efficiency bin. We can then pick the cut set with the best significance accord-
ing to the signal and background yield corresponding to the whole data set. Fig. 4.3
shows the lowest background efficiency, significance and so on vs. signal efficiency
for pr > 3 GeV/e. As cuts get tighter, signal and background efficiency both decrease,
but background efficiency decrease much faster. After several iterations as discussed

before, the best significance is around signal efficiency of ~38%.
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Cut efficiencies and optimal cut value
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Figure 4.3: Signal efficiency, lowest background efficiency, significance and so on vs. signal effi-
ciency.

Table 4.2: Default Geometrical cuts for A, pr > 3 GeV/e.

A, pr (GeV/e) >3
daughter pr (GeV/c) > 0.5
decay length (um) > 250
max DCA between 2 daughters (wm) < | 50
DCA between A, and PV (um) < 100
DCA between 7 and PV (um) > 80
DCA between K and PV (um) > 75
DCA between p and PV (um) > 65

The result of the geometry cuts tuned for best significance are shown in Table 4.2.
These are the default cuts used in the A. reconstruction to calculate the spectra central
value. For the A, systematics estimation, another 2 sets of geometry cuts are tuned with
TMVA, with slight different signal efficiency relative to the default cuts. These 2 cuts
sets are listed in Table 4.3 and 4.4. The cuts are not changed too much since the total
significance is only ~ 50, we need to make sure obtain a relative good signals for all

these topology cuts. There is not too much room to play with the topological cuts.

4.2.3 A, Signals

For the A, reconstruction, we have three daughter particles, which means in to-

tal have 8 charge combinations. Two of them have the right charge sign for signals
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Table 4.3: Loose Geometrical cuts for A, pr > 3 GeV/e.

A pr (GeV/e) >3
daughter pr (GeV/c) > 0.55
decay length (um) > 234
max DCA between 2 daughters (wm) < | 50
DCA between A, and PV (um) < 100
DCA between 7 and PV (um) > 65
DCA between K and PV (um) > 96
DCA between p and PV (um) > 75

Table 4.4: Another Loose Geometrical cuts for A. pr > 3 GeV/e.

A, pr (GeV/c) >3
daughter pr (GeV/c) > 0.6
decay length (um) > 150
max DCA between 2 daughters (um) < | 50
DCA between A, and PV (um) < 100
DCA between 7 and PV (um) > 65
DCA between K and PV (um) > 96
DCA between p and PV (um) > 75

and the other 6 have wrong signs for background. The wrong-sign (like-sign) methods
here can statistically describe the background to the foreground when studying particle

reconstruction with three times statistics precision.

Fig. 4.4 shows the invariant mass distribution for the foreground and wrong-sign
backgrounds: same event wrong-sign method in the p; range 3-6 GeV/c from 0-80%
centrality. The red points are foreground and the grey points are wrong-sign back-
grounds, the wrong-sign backgrounds are directly scaled down by a factor of 1/3, and it
shows very good agreement to the foreground. As we can clearly observe the A, signals

with the significance ~4.7.

Fig. 4.5 shows the A, signals in the p; range 3-6 GeV/c from 10-80% centrality.
Red points are foreground and grey points are wrong-sign backgrounds after scale. The
A, signals with the significance ~5.4, larger than Fig. 4.4. As we know in the most
central collisions, the multiplicity is large, even though the most central collisions con-
tribute some A, signals but at the same time the combinatorial backgrounds contribution
is also huge. That’s the reason after removing the most central 0-10% centrality, the A,

significance is even better compare Fig. 4.5 to Fig. 4.4.
Fig. 4.6 shows the A, signals in the pr range 3-6 GeV/c from the peripheral 40-80%
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Figure 4.4: A invariant mass distribution for foreground (red) and wrong-sign background (grey)
in 3 <pp <6 GeV/c at 0-80% centrality.
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Figure 4.5: A, invariant mass distribution for foreground (red) and wrong-sign background (grey)
in 3 <pr <6 GeV/c at 10-80% centrality.
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Figure 4.6: A, invariant mass distribution for foreground (red) and wrong-sign background (grey)
in 3 <pp <6 GeV/c at 40-80% centrality.
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Figure 4.7: A, invariant mass distribution for foreground (red) and wrong-sign background (grey)
in 3 <pr <6 GeV/c at 10-60% centrality.
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Figure 4.8: A. invariant mass distribution for foreground (red) and wrong-sign background (grey)
in 3 <pp <6 GeV/c at 10-40% centrality.

centralities. Still the wrong-sign method after scaling can well describe the background.
The A, signals with the significance ~4.2. As we know in the most peripheral collisions,
the vertex resolution would play a role for the data-driven Fast-Simulation efficiency
correction. That’s the reason our corrected spectra was relay on the py range 3-6 GeV/c
from the mid-central and mid-peripheral 10-60% centralities as shown on Fig. 4.7. The
significance was around ~5.2. For the 10-40% centrality, the A, signals was shown on

Fig. 4.8, and the significance is less 5o.

4.3 A, Efficiency and Acceptance Corrections

To obtain the real invariant mass spectrum of A. within STAR acceptance, the raw
spectrum should correct for the efficiency. The pK ' pair efficiency within STAR ac-
ceptance is evaluated by folding the TPC related efficiency to the HFT related efficiency
similar as we did for D° shown on Eq. 3.11. For the TPC related tracking efficiency use
STAR standard Full GEANT simulation. For the HFT related efficiency which reflect
to HFT acceptance and topological cuts, we still use the ‘Data-Driven Fast simulation’

as developed for A..
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4.3.1 Single Track Efficiency

Comparing with D°, A, have one more track which is proton (or anti-proton). The
single track efficiency losses for proton have two contributions, the detector inefficiency
and particle identification cuts. The detector efficiency includes the TPC tracking effi-
ciency (e7pc) and the TOF matching efficiency (eror). The particle identification cut
efficiency (¢ prp) includes the efficiencies of TOF velocity (1/3) and the dE'/dx selec-
tion cuts. So the single track efficiency for proton still can be derived by the Eq. 3.15

4.3.2 TPC Tracking efficiency

The TPC tracking efficiency for proton (e p¢) 1s evaluated via the standard STAR
embedding technique. TPC efficiency including two parts, TPC response and accep-
tance efficiency. Similar as we did for pion and kaon, the TPC tracking efficiency for
proton is derived by taking the ratio of the number of reconstructed MC tracks (/N,..),
satisfying the track quality cuts used in the data analysis, over the number of embedded
MC tracks (Nemp), as shown in Eq. 3.16

The TPC tracking efficiency for proton and anti-proton in Runl14 Au+Au colli-
sions at 200 GeV is shown below. Fig 4.9 and 4.10 shows the TPC tracking efficiency
for proton and anti-proton from four different classifications, from up to down, the cen-
trality is change from the most peripheral to most central collision. As we see, in the
most central top 0-5% collisions, due to the large occupancy the TPC tracking efficiency
is much lower for the central events. Fig. 4.10 shows the same plot for anti-proton.
The anti-proton can be annihilate with the materials, that’s the reason the TPC tracking

efficiency is slightly lower for anti-proton.

4.3.3 TOF Matching Efficiency

For the A, analysis, as we discussed in the daughter selection section 4.2.1. For

kaon and proton PID, TOF is always required. For pion we use the hybrid TOF PID.

Fig. 4.11 shows the TOF match efficiency in Run14 Au+Au collisions at 200 GeV
for positive charge particles including p* in the centrality 0-10%. Fig. 4.12 shows the
same plots for negative charge particles in the centrality from 40-80%. For the proton
TOF match efficiency, we also observed some deep for the TOF match efficiency at
the certain pr range. Similar as we observed for kaon in the py around 0.6 GeV/c,
the protonpr range was around 1.5 GeV/c. This effect was found due to the hadron

contaminations as we discussed before in section 3.5.3.
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4.3.4 PID Cut Efficiency

The particle identification cut efficiency (¢ p;p) includes two components: the TOF
velocity (1//3) cut efficiency and dE/dx cut (nok x ) efficiency. Pure protons sam-
ple are used to evaluate the TOF velocity cut efficiency and TPC no, cut efficiency.
Fig. 4.13 shows the 7mp pairs invariant mass distributions. The black line is the un-
likesign foreground, and the red line is background using likesign method. With this
A candidates, we can statistical extract the pure proton sample for the PID efficiency

study.
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P

Figure 4.13: The 7p pairs invariant mass distributions. The black line is the unlikesign foreground,
and the red line is background using likesign method.

The no, cut efficiency is derived from the Gaussian fit using those pure proton
samples. Similar as pion and kaon, the no,, distributions are fitted with Gaussian func-
tion, the mean and sigma value are extracted. With assuming they follow the Gaussian
function, then the no, cut efficiency in Run14 Au+Au collisions at 200 GeV for protons
are obtained as shown on Fig. 4.14.

The 1/ cut efficiency is also derived from the Gaussian fit using those pure proton

samples. Similar as pion and kaon, the efficiency for proton is shown on Fig. 4.15 .

4.3.5 Data-driven Fast Simulation for HFT and Topological Cut Efficiency

As discussed in the section 4.3, the HFT related efficiency shown on Eq. 3.11

including two items: HFT acceptance and topological cuts. We also used the ‘Data-
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Figure 4.14: no, cut efficiency along with mo- Figure 4.15: 1/ cut efficiency along with mo-
mentum. Line is the fitted polynomial function. mentum for proton. Line is the fitted function.

Driven Fast simulation’ for the A, efficiency correction. And later on we will also
validate this method for A, with full GEANT simulation.

4.3.5.1 Ingredients

The only difference for A, ingredients compare to D° is proton tracks. Just similar
as DY, we extract the TPC tracking efficiency, HFT match ratio and 2D DCAxy - DCA,
distributions for pion, kaon and proton.

All these distributions will be used as input for the A, efficiency correction with

data-driven Fast-Simulation method.

4.3.5.2 A. Efficiency and Topological Distribution

Similar recipe as we discussed for D° in section 3.5.5.3, we obtain the efficiency
step by step as shown on Fig. 4.16. First we have the TPC efficiency shown by red maker
which is after the pr, n acceptance cut and TPC tracking efficiency from embedding.
Then, after folding in the HFT matching efficiency, the second item is obtained on black
circle. Next step is fold in the PID efficiency. Last step is after the topological cut, as
shown by the cyan marker. As see, the topological cut efficiency is really small due to
the tight cut since the combinatorial background is huge, we do need this kind of tight
cuts.

We study all the efficiencies with small centrality bin width, in total we have 9
centrality bins from our StRefmultCorr class. Similar as we did for D°, the final effi-

ciencies for the wider centrality bins 0-40%, 40-80% and 10-60% are calculated using
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Figure 4.16: A, efficiency step by step from TPC, Figure 4.17: A efficiency including TPC, HFT and

HFT Ratio, Topological cut in 10-60%. Topological cut in several centralities.

Npin as weights. Fig 4.17 shows the A, efficiency for 3 wide centralities after TPC, HFT
match and Topological efficiency included.

The Data-Driven Fast-Simulation also provide the topological information, can be
used for the comparison with real data. But for the real data part, within the limited A,
signals, it’s impossible to do this kind of comparison as we did for D°.

Even though the comparison of topological variables between real data and Fast-
Simulation is impossible. We still need to validate and make sure the data-driven Fast-
Simulation package works fine for A.. Then the Hijing method we used before will be

crucial for A, and will be discussed in the following section.

4.4 Validation Data-Driven Fast-Simulation with Full GEANT +
Hijing Simulation

The Hijing sample was run through the Full Hijing + GEANT simulation with
realistic pileup hits (UPC+MB) in PXL and sensor masking tables. They can provide
reasonable performance for the HFT matching ratio and Dca resolution.

In total, we have ~145K 0-10% most central Hijing events, and for each event
is embedded with 20 A.’s. So in total, we have ~2.88M A. for this Hijing sample.
The embedded A. has small effect on the tracking since the multiplicity is much higher
compared to 20 x 3 A.’ decayed daughters.

The performance of these A, Hijing sample is quite similar as D° Hijing samples
since all the set up is the same except the embedded A.. And as we discussed before, the

embedded A, have very small impact on the Hijing performance. The HFT matching
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ratio and Dca comparisons between data and Hijing samples in Au+Au 200 GeV/c from

0-10% centrality, can be found in the previous sections Fig. 3.54 and Fig. 3.55

4.4.1 Validation Procedures

The idea for this Hijing validation is the same as we did before for D° in section
3.6.2, we produced the enriched A. Hijing samples. After run through the detector and
full GEANT simulation, the A, efficiency and topological variables distributions can
be extracted. Another procedure is extract the necessary ingredients from Hijng sample
for the Fast-Simulation input (Fast-Simulation with Hijing input). Then run through
the Fast Simulation for A, as discussed before, the A. efficiency and topological vari-
ables are also available in this way and can be compared to the first Hijing + GEANT

procedure. The workflow is shown in Fig. 4.18.

Hijing Sample with
embedded A,

> Extract HFT ratio and
Dca for Fast-Sim

U

Fast-Sim with Hijing

input
U

Eff. from Hijing + GEANT Eff. from Fast-Sim

Primary Particles

Compare (Rc efficiency & topological distribution)

Figure 4.18: Hjiing validation procedure and workflow for A..

4.4.1.1 Validation Efficiency

The first step is to check the kinematic form different MC decayer such as PYTHIA,
Hijing, evtGen and PhaseSpace class from ROOT. Before the validation we need to
make sure the decayer used for Fast-Simulation has the same kinematic as the Hijng
since A, have 4 different decay channels. After the basic acceptance cut, such as A, |y|
< 1, daughter pr > 0.5 GeV/c and || <1 cut. A, has different kinematic decay perfor-
mance from different channels as shown in Fig. 4.19 left panel, the right panel shows the
double ratio to evtGen PHSP (non-resonance, phase space). As seen the Hijng decayer
follow the same trend as evtGen PHSP, but not the others such as A"+, K* and A(1520)
channels. From the PYTHIA decayer, they only provide the A™* and K* channels, the
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other two channels are not included yet. So, for our Fast-Simulation decayer we choose
evtGen PHSP channel for this Hijing validation. But for our real data analysis, we use
evtGen but included all these 4 decay channels which depicts as ‘evtGen combine’ in

the plots.
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Figure 4.19: A. pure acceptance from different MC decayer, such as PYTHIA, Hijing, evtGen and
PhaseSpace class. (right) Double ratio of the acceptance to evtGen PHSP.

The second step is to check the kinematic with the reconstructed TPC tracking in-
formation. Compare to the first step, this one fold in the momentum resolution and the
TPC acceptance effect. Fig. 4.20 left panel shows this efficiency x Acceptance com-
parison between Hijing + GEANT (red) and Fast-Simulation with Hijing input (black),
the right panel shows the double ratio to Hijing. As the red line is the fit function and
the fit results around ~1 shows very good agreement.

Similar as D, the next step is fold in the HFT matching efficiency and consider
the HFT acceptance effect. Fig. 4.21 left panel shows this efficiency x Acceptance
comparison after TPC and HFT matching between Hijing + GEANT (red) and Fast-
Simulation (black), the right panel shows the double ratio to Hijing. As the red line is
the fit function and the fit results around ~1 also shows very good agreement.

The last step is folding in the topological cuts and then compare between the Hijing
and Fast-Simulation. Fig. 4.22 left panel shows this efficiency x Acceptance compari-
son after TPC, HFT matching and topological cuts between Hijing + GEANT (red) and
Fast-Simulation (black), the right panel shows the double ratio to Hijing. Still the red
line is the fit function and the fit results around ~0.95 shows good agreement, which
means this topological variables are well described in the fast-simulation package. Left

panel the red points show the efficiency from Hijing + GEANT, the statistics error is still
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Figure 4.20: The comparison of A. TPC acceptance x efficiency between Hijing + GEANT (red)

and Fast-Simulation with Hijing input (black). (right) Double ratio of these acceptance to Hijing.
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Figure 4.21: The comparison of A. TPC + HFT match acceptance x efficiency between Hijing +
GEANT (red) and Fast-Simulation with Hijing input (black). (right) Double ratio of these acceptance

to Hijing.
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large. Again this is one of the reasons we use data-driven Fast-Simulation for our effi-
ciency study especially for this low efficiency case, it can be easily enlarge the statistics

by a factor of 100 or even 1000 compare to the traditional Full GEANT simulation.
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Figure 4.22: The comparison of A, TPC + HFT match + Topological acceptance x efficiency be-
tween Hijing + GEANT (red) and Fast-Simulation with Hijing input (black). (right) Double ratio of
these acceptance to Hijing.

From Hijing + GEANT simulation, we know exactly whether the HFT matched
track is real match or mismatch, so we can determine the HFT real matched efficiency
x acceptance for A, reconstruction from Hijing sample. As shown on Fig. 4.23 is the
real HFT matched efficiency x acceptance comparison between Hijng + GEANT and
our previously Fast-Simulation. The right panel shows the double ratio of these ef-
ficiency and fitted with a line, the parameters shows ~1.07 which means the (same)
Fast-Simulation can reproduce the real HFT matched reconstruction efficiency with
reasonable precision.

If we compare with the previous Hijing HFT matched efficiency (not necessary
to be real matched), it also indicate that most of the Mis-matched daughter tracks are
removed by topological cuts as we said in the assumptions. Fig. 4.24 shows the different
components contributions directly from Hijing, the black one is HFT matched, red one
requires all the daughter tracks are real matched and the blue one shows at least one of
the daughter tracks are mis-matched. Right panel shows the relative fraction of the real
match and mis-mismatch contribution.

As see, most of the mis-matched tracks are removed, but still there are ~10% con-
tribution from this study. Compare to DY this relative contributions from mis-matched

tracks are slightly big, this is reasonable since we have 3 daughter tracks here. Note
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Figure 4.23: The comparison of A, TPC + HFT Real match + Topological acceptance x efficiency
between Hijing + GEANT (red) and Fast-Simulation with Hijing input (black). (right) Double ratio
of these acceptance to Hijing.

here limited by the A. Hijing samples, the statistics error from Hijing is still large.
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Figure 4.24: The comparison of A. TPC + HFT (real/mis) match + Topological acceptance x effi-
ciency for Hijing + GEANT. (right) Double ratio of the components form Hijing.

Above all the discussions in the section 4.4.1.1, we are confident that the Fast-
Simulation method can also well reproduce the acceptance and efficiency for this A.
study. The current A. statistics from real data part is still small, as see the A. signals
only have ~5¢ significance, so the current precision form efficiency correction part as

shown on Fig. 4.22 is good enough. Similar comparison of topological variables for A..
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will be described in the following section.

4.4.1.2 Validation Topological Distributions

We can extract the topological variables from both Hijing + GEANT and Fast-
Simulation relay on those Hijing input. Similar as we did for D in Sec. 3.6.2.2, we
can compare the topological distributions from these two procedures for A.. This will
be another evidence that the Fast-Simulation can well reproduce the crucial topological

variables for A,.
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Figure 4.25: A. cosTheta distribution in most cen- Figure 4.26: A, decay length distribution in most
tral 0-10% between Hijing and Fast-Simulation.  central 0-10% between Hijing and Fast-Simulation.
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tral 0-10% between Hijing and Fast-Simulation.  tral 0-10% between Hijing and Fast-Simulation.

From Fig. 4.25 to Fig. 4.30, these are the 6 topological variables used for the A.
reconstruction. The topological distributions can be extracted both directly from Hijng
+ GEANT and from Fast-Simulation relay on Hijing input. The Fast-Simulation part

was the modified version similar as we used for the D° efficiency study.
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Figure 4.29: A. protons Dca distribution in most Figure 4.30: A, dcaDaughters distribution in most

central 0-10% between Hijing and Fast-Simulation. central 0-10% between Hijing and Fast-Simulation.

As seen, all the comparison of topological variables from Hijing have a very good
agreement for A., which means again Fast-Simulation method can well reproduce the
topological variables in Hijing sample. In another word, the topological efficiency es-

timation for A, from this Hijing-Data-Driven Fast-Simulation is reliable.

4.5 Systematic Uncertainties

The approach for the A, systematic uncertainties are similar as D°. Several sources
are contributed to the uncertainties. The first one is still coming from the raw yield ex-
traction. We varied the signals fitting range and also we use the wrong-sign or fitting
for the background description to estimate the uncertainties for yield extraction. The
second one is from the TPC embedding uncertainties, this one is quota 5% for single
track at that time. The next one is from the fast-simulation part, similar as D° when we
validating the packages we quote 5% contribution as one of the systematic sources. An-
other source would be the vertex resolution contribution as we discussed before, since
the A, has shorter decay length, we are still not clear about this contribution until we
have enough Hijing samples. We quote a conservative 20% contribution for our mea-
sured A, and 10% for the D° here. There is another source which is from the secondary
proton contribution, we quota in total 10% contribution for this, in the real data analy-
sis, this systematic source is quoted as symmetrical 5%. The next one source coming
from the bin shift correction, same as we did for D°, since we do not have the measured
A spectrum in heavy-ion collisions, we use D° spectrum instead for the bin correction
and quota another 10% as systematic source after varying the py shape. Another source
is by varying the topological cuts. The default TMVA cuts and another set of cuts are
corrected for the spectrum. The difference between the corrected yield are quoted as

the systematic source. There are uncertainties on the branch ratio and life time of A,
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decay to the hadronic channels, it also contribute to the uncertainties.

Table 4.5 shows the A, different sources contribution in the centrality 10-60%. For
the A./DP ratio, they share the same systematic uncertainties for the TPC part and vertex
contribution, so the TPC contribution and vertex contribution from Au+Au for A, and

D" can be largely canceled out.

Table 4.5: Systematic uncertainties for A, from different sources

pr range 3.0-6.0
Yield extra 0.0458454
TPC Tracking 0.15
Secondary Proton | 0.05

fast-simu 0.05

Topo Scan 0.114591
Vertex Reso 0.2

bin Shift 0.263145
BR & c7 0.0860233

In total for A./D° | 0.319881

4.6 Other Systematics for the Fast-Simulation

In the previous Fast-Simulation section 3.8, we have two potential concerns for
D, Here the same as A..

Fig. 4.31 shows the protons vertex distributions from the secondary decays. The
first one is the overall secondary proton vertex distributions and we can clearly saw the
HFT structure. Top right panel is protons decayed from GeantID==8/9 (which is 7%),
this part is the knocked out particles with HFT. The bottom left panel is proton decayed
from GeantID==15/25 (which is anti-proton and anti-neutron), this is the normal anni-
hilation particles. The last one bottom right panel shows the protons decayed from the
A.

The secondary track for protons have different performance compare to the pri-
mary track such as the HFT match ratio shown on Fig. 4.32. The solid circle is the
inclusive one for HFT matching ratio, the empty circle is for the primary protons and
the solid square is for the secondary protons. All these HFT match ratios are after ap-
plying exactly the same cut as real data analysis. The HFT match ratio for secondary
track is lower since they are decayed far away from the vertex and most of them do
not have three HFT hits. For the protons, there are also some contributions from those
hyperons such as A. The more contribution of the secondary track, the more difference

we observed between inclusive one and primary one. The bottom panel shows the HFT
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Figure 4.31: The vertex distribution for Protons from secondary decay. Top left is the overall sec-
ondary pion tracks, top right is pion decayed from GeantID=8/9 (which is 7*), bottom left is pion
decayed from GeantID=15/25 (which is anti-proton and anti-neutron), bottom right is decayed from

A.

matching double ratio of inclusive one over primary one. For the protons, the rela-

tive secondary contribution is not small, that’s why we saw <10% difference between

primary and inclusive ones.
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Figure 4.32: HFT Matching Ratio for Protons, compare between primary track and secondary tracks

relay on Hijing. (bottom) The double ratios of inclusive one to primary tracks.
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This secondary proton contribution for our efficiency correction need to be con-
sider. In our real data efficiency correction, we also (compare to D°’s pion) took this
double ratio from Hijing as an additional correction factor for the proton HFT matching
ratio, since the data part can only obtained the inclusive one.

The vertex resolution could also contribute to the A, analysis. We also need to relay
on the Minimum Bias Hijing simulation sample to obtain the correction factor. From
Hijing sample we know the true efficiency for any centrality species, and from the Fast-
Simulation we can obtain the efficiency including those vertex effect. The difference
was took as the additional correction factor for real data analysis if this effect is not too
big. Also the A, Hijing minimum bias sample production is still ongoing, this need a

huge data sample for the study.
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Chapter 5 D¥ Analysis Details
5.1 Data Set and Event Selections

The data set used in this D= analysis is also from Au+Au collisions at /sy =200
GeV from RHIC run year 2014 (Run14), the same data set as the D° and A, analysis.

The event selection criterion for D* analysis can be found from Table 4.1, they are
the same as D°. After event selection, ~875 million Minimum Bias events are used for
this analysis. The centrality definition is the same as in D" since they are the same data

set (See section 3.3).

5.2 D¥ Reconstruction

D#* are reconstructed through the typically hadronic channel K ¥7*7*. From the
latest PDG, D* have several main decay channels, including non-resonance channel
and resonance channels shown below [8]:

In total, D" — K77t (~ 9.46%) :

e DY — (K™ + 7)) s waven (7.58%)
e DV — f_(*(892)0 + 7t (1.05%)
e DT K~ + (27T+)[:2 (147%)

In the following, we will describe the daughter selection and the geometry cuts.

We will also show the D* signals for different p; and centrality bins.

5.2.1 Daughter Selection

Our interested D* have a lifetime of ¢ ~ 312um. This is a much longer distance
compare to D° ¢7 ~ 123um and A, ¢r ~ 60um [8]. The global tracks including the
global momentum for daughter tracks are used in this analysis. The daughters transverse
momentum are required to > 0.5 GeV/c.

The pion and kaon tracks are identified by combining TPC and TOF. The TPC
provides particle identification utilizing the energy loss information dF/dx, and TOF
provides velocities information for PID. In order to get more statistics, for kaon and
pion PID, we always use hybrid TOF PID, which means only require TOF when it is
available.

In summary, next list all the related track selections for D* daughters including

track quality cut and particle identification cut.
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+ global tracks
* pr>0.5GeV/c
* Il <1

s nHitsFit > 20, in TPC

at least one hit in every layer of PXL and IST
pion PID:

* |no,| < 3.0, based on TPC dE/dx

» If TOF is available (hybrid PID): |5 — 5| < 0.03

kaon PID:

* |nok| < 2.0, based on TPC dE/dx

» If TOF is available (hybrid PID): |5 — 5| < 0.03

5.2.2 Topological Cut

The secondary vertex is reconstructed with selected kaon and pion global tracks.
Similar as A, in this analysis, we have three of the middle point on the Distance of the
Closest Approach (DCA) between two daughter tracks since we have 3 daughters in
total. The average of these three middle points of Dca is considered as the secondary
decay vertex of the candidate D*. As shown in Fig. 5.1, 6 geometrical variables are
chosen to select D* and reject combinatorial background, which is dominated by a
triple of tracks directly from the primary vertex: decay length (the distance between the
decay vertex and Primary Vertex PV), the maximum DCA between the 3 daughters, the
back pointing angle cos(#) which is the angular of D* momentum and the decay vertex
relative to the primary vertex, DCA between the two 7 tracks and PV and DCA between
the K track and PV. The cuts we used on these variables are quite similar as D° for a
quick study. Additionally there is a D* Dca to primary vertex cut to make sure the D+

candidate is from prompt decay.

The geometry cuts for these D* analyses are shown in Table 5.1. These are the

default cuts used in the D* reconstruction to calculate the spectra central value.
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D* Decay

=

i
i Decay Length
! D* Decay detail

HI

0

¢
Primary Vertex

Figure 5.1: The topology of a D* decaying to a kaon and two pions.

Table 5.1: Geometrical cuts for different D* pyp.

D= pr (GeV/e) 0-1 | 1-2 | 2-3 | 3-5 | 5-10
decay length (wm) > 300 | 300 | 300 | 247 | 259
DCA between 2 daughters (um) < | 84 | 66 | 57 |50 | 60
DCA between D? and PV (um) < | 61 |49 |38 |38 |40
DCA between 71 and PV (wm) > | 110 | 111 | 86 | 81 | 62
DCA between 72 and PV (um) > | 110 | 111 | 86 | 81 | 62
DCA between K and PV (um) > | 103 |91 |95 |79 |58

5.2.3 D7 Signals

For the D* reconstruction, we have three daughter particles, in total have 8 charge
combinations. Two of them have the right charge sign for signals and the other 6 have
wrong signs for background. The wrong-sign (like-sign) methods here can statistically
describe the background to the foreground with three times statistics precision.

Fig. 5.2 shows the invariant mass distribution for the foreground and wrong-sign
backgrounds: same event wrong-sign method in the p; range 1-8 GeV/c from 0-80%
centrality. The red points are foreground and the grey points are wrong-sign back-
grounds, the wrong-sign backgrounds are directly scaled down by a factor of 1/3, and

it shows very good agreement to the foreground. As we can clearly observe the D*
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signals with the significance ~48.

12000 |- Au+Au @ 200GeV 1.0<p <8.0 GeV/c
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Figure 5.2: D invariant mass distribution for foreground (red) and wrong-sign background (grey)
in 1 <ppr <8 GeV/c at 0-80% centrality.

Fig. 5.3 shows the D* signals in the p; range 1-8 GeV/c from most central 0-10%
centrality. Red points are foreground and grey points are wrong-sign backgrounds after
scale. The D¥ signals with the significance ~14. As we know in the most central
collisions, the multiplicity is large, the combinatorial backgrounds contribution is huge.

Fig. 5.4 shows the D* signals from the mid-central 20-40% centralities.The D*
signals with the significance ~41. For the most peripheral 40-80% centralities, the
signals was shown on Fig. 5.5 with significance around ~38. Still all the wrong-sign
method after scaling can well describe the background. From the most central to most

peripheral collisions, the signals to background ratio is keep increase.

5.3 D¥ Efficiency and Acceptance Corrections

To obtain the real invariant mass spectrum of D* within STAR acceptance, the
raw spectrum should correct for the efficiency. The K nr pair efficiency within STAR
acceptance is evaluated by folding the TPC related efficiency to the HFT related effi-
ciency similar as we did for A, shown on Eq. 3.11. We still use the ‘Data-Driven Fast
simulation’ as developed for D*.

The TPC tracking efficiency for daughter tracks (7, K) (erp¢) is evaluated via the
standard STAR embedding technique and shown in Fig. 3.27 and Fig 3.28.
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Figure 5.3: D* invariant mass distribution for foreground (red) and wrong-sign background (grey)
in 1 <pp <8 GeV/c at 0-10% centrality.
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Figure 5.4: D* invariant mass distribution for foreground (red) and wrong-sign background (grey)
in 1 <pr <8 GeV/c at 20-40% centrality.
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Figure 5.5: D invariant mass distribution for foreground (red) and wrong-sign background (grey)
in 1 <pr <8 GeV/c at 40-80% centrality.

The TOF match efficiency in Run14 Au+Au collisions at 200 GeV was shown in
Fig. 4.11 for positive charge particles in the centrality 0-10% and Fig. 4.12 shows the
same plots for negative charge particles in the centrality from 40-80%.

The particle identification cut efficiency (¢ p;p) includes two components: the TOF
velocity (1/3) cut efficiency and d E/ /dx cut (no ) efficiency. They are also discussed
before in the section 4.3.4 and 3.5.4.

5.3.1 Data-driven Fast Simulation for HFT and Topological Cut Efficiency

As discussed, the HFT related efficiency shown on Eq. 3.11 including two items:
HFT acceptance and topological cuts. We also used the ‘Data-Driven Fast simulation’
for the D efficiency correction. And later on we will also validate this method for D*
with full GEANT simulation.

5.3.1.1 D+ Efficiency and Topological Distribution

Similar recipe as we discussed for D° in section 3.5.5.3, we obtain the efficiency
step by step as shown on Fig. 5.6. First we have the TPC efficiency shown by red maker
which is after the pr, n acceptance cut and TPC tracking efficiency from embedding.
Then, after folding in the HFT matching efficiency, the second item is obtained on black
circle. Next step is fold in the PID efficiency. Last step is after the topological cut, as
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shown by the cyan marker. As see, the final cut efficiency is really small due to the tight

cut.
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Figure 5.6: D¥ efficiency step by step from TPC, Figure 5.7: D* efficiency including TPC, HFT and
HFT Ratio, Topological cut in 0-10%. Topological cut in several centralities.

We study all the efficiencies with small centrality bin width, in total we have 9
centrality bins from our StRefmultCorr class. Similar as we did for D° and A, the final
efficiencies for the wider centrality bins 0-10%, 10-40% and 40-80% are calculated
using Ny, as weights. Fig 5.7 shows the D* efficiency for 4 wide centralities after
TPC, HFT match and Topological efficiency included.

The Data-Driven Fast-Simulation also provide the topological information, can be
used for the comparison with real data. For the D™ signals, since the statistics is enough

for this kind of comparison as we did for D°.

For the real data part, within the D mass window we can statistical subtract the
background and extract the pure D* topological distributions. Here the mass window
was from 1.843 to 1.898 GeV/c.

From Fig. 5.8 to Fig. 5.13, these are the topological variables (cos(6), decayLength,
dcaDaughters, DpmDcaToVtx, PionDca and KaonDca) used for the D reconstruction.
The distributions from the real data part are using wrong-sign method to statistical sub-
tract the background. The Data-Driven Fast-Simulation part was the package we relayed

on for our efficiency study as shown before.

Comparison these topological variables between real data and Fast-Simulation, the
agreement is good, which means our Data-Driven Fast-Simulation method can well re-

produce the topological variables in real data. In another word, the efficiency estimation
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from Data-Driven Fast-Simulation is reliable. Similar as D°, there is another method

we are going to discuss in the following section is based on Hijing simulation.

5.4 Validation Data-Driven Fast-Simulation with Full GEANT +
Hijing Simulation

Similar as we did for D° and A. Hijing, the D* Hijing sample was run through
the Full Hijing + GEANT simulation with realistic pileup hits (UPC+MB) in PXL and
sensor masking tables. They can provide reasonable performance for the HFT matching

ratio and Dca resolution.

In total, we have ~155K 0-10% most central Hijing events, and for each event is
embedded with 20 D*’s. So in total, we have ~3.05M D¥ for this Hijing sample. The
embedded D* has small effect on the tracking since the multiplicity is much higher

compared to 20 x 3 D*’ decayed daughters.

The performance of these D* Hijing sample is also similar as D° Hijing sam-
ples since all the set up is the same except we embedded D instead of D°. And as
we discussed before, the embedded D* have very small impact on the Hijing perfor-
mance. The HFT matching ratio and Dca comparisons between data and Hijing sam-
ples in Au+Au 200 GeV/c from 0-10% centrality, can be found in the previous sections
Fig. 3.54 and Fig. 3.55
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5.4.1 Validation Procedures

The idea for this Hijing validation is the same as we did before for D” and A, in
section 3.6.2. With the enriched D* Hijing samples, the D* efficiency and topological
variables distributions can be extracted. Another procedure is extract the necessary in-
gredients from Hijng sample for the Fast-Simulation input (Fast-Simulation with Hijing
input). Then run through the Fast Simulation for D*, as discussed before, the D* effi-
ciency and topological variables are also available in this way and can be compared to
the first Hijing + GEANT procedure. The workflow is same as D° and A, in Fig. 4.18.

5.4.1.1 Validation Efficiency

Similar as before, the first step is to check the kinematic form different MC de-
cayer such as PYTHIA, Hijing, evtGen and PhaseSpace class from ROOT. Before the
validation we need to make sure the decayer used for Fast-Simulation has the same
kinematic as the Hijng since D* have different decay channels. After the basic accep-
tance cut, such as D |y| < 1, daughter p; > 0.5 GeV/c and || <1 cut. D has different
kinematic decay performance from different channels as shown in Fig. 5.14 left panel,
the right panel shows the double ratio to PYTHIA non-resonance channel. As seen the
Hijng and evtGen PHSP decayer follow the same trend as PYTHIA, but not the oth-
ers such as K*(892) and K3(1432) channels. So, for this Fast-Simulation decayer we
choose evtGen PHSP channel for this Hijing validation. But for our real data analysis,
we use evtGen but use DALITZ decay channels which include all the resonance and

non-resonance decays.
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Figure 5.14: D7 pure acceptance from different MC decayer, such as PYTHIA, Hijing, evtGen and
PhaseSpace class. (right) Double ratio of the acceptance to PYTHIA PHSP.
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Similar as A, the next steps will be step by step to check the kinematic with the
reconstructed TPC tracking information shown in Fig. 5.15. Left panel shows this eftfi-
ciency x Acceptance comparison between Hijing + GEANT (red) and Fast-Simulation
with Hijing input (black), the right panel shows the double ratio to Hijing.

The next step is fold in the HFT matching efficiency and consider the HFT accep-
tance effect shown in Fig. 5.16. Left panel shows this efficiency x Acceptance compar-
ison after TPC and HFT matching between Hijing + GEANT (red) and Fast-Simulation
(black), the right panel shows the double ratio to Hijing.
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Figure 5.15: The comparison of D* TPC acceptance x efficiency between Hijing + GEANT (red)
and Fast-Simulation with Hijing input (black). (right) Double ratio of these acceptance to Hijing.

The last step is folding in the topological cuts and then compare between the Hijing
and Fast-Simulation shown in Fig. 5.17. left panel shows this efficiency x Acceptance
comparison after TPC, HFT matching and topological cuts between Hijing + GEANT
(red) and Fast-Simulation (black), the right panel shows the double ratio to Hijing. Still
the red line is the fit function and the fit results around ~0.9, which means the fast-
simulation package still have some room for improvement. This could be due to the
longer D* decay length compare to D° and A.. With longer decay length, the input 2D
Dca distributions need more wider range to capture the full geometry information. But
limited with the computing source, current we still use the same input as D° and A..

From Hijing + GEANT simulation, we know exactly whether the HFT matched
track is real match or mismatch, so we can determine the HFT real matched efficiency
x acceptance for D* reconstruction from Hijing sample. As shown on Fig. 5.19 is
the real HFT matched efficiency x acceptance comparison between Hijng + GEANT

and our previously Fast-Simulation. The right panel shows the double ratio of these
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Figure 5.16: The comparison of D* TPC + HFT match acceptance x efficiency between Hijing +
GEANT (red) and Fast-Simulation with Hijing input (black). (right) Double ratio of these acceptance
to Hijing.
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Figure 5.17: The comparison of D* TPC + HFT match + Topological acceptance x efficiency
between Hijing + GEANT (red) and Fast-Simulation with Hijing input (black). (right) Double ratio
of these acceptance to Hijing.
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efficiency and fitted with a line, the parameters shows ~0.966.
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Figure 5.18: The comparison of D* TPC + HFT (real/mis) match + Topological acceptance x
efficiency for Hijing + GEANT. (right) Double ratio of the components form Hijing.

If we compare with the previous Hijing HFT matched efficiency (not necessary
to be real matched), it also indicate that most of the Mis-matched daughter tracks are
removed by topological cuts as we said in the assumptions. Fig. 5.18 shows the different
components contributions directly from Hijing, the black one is HFT matched, red one
requires all the daughter tracks are real matched and the blue one shows at least one of
the daughter tracks are mis-matched. Right panel shows the relative fraction of the real
match and mis-mismatch contribution.

As see, most of the mis-matched tracks are removed, but still there are ~8% con-
tribution from this study. Compare to D this relative contributions from mis-matched
tracks are slightly big, as we discussed before, this is reasonable since we have 3 daugh-
ter tracks here.

Above all the discussions in the section 5.4.1.1, we know that the Fast-Simulation
method can reproduce the acceptance and efficiency for this D* study. But definitely
there are some room for the further improvement. Similar comparison of topological

variables for D* will be described in the following section.

5.4.1.2 Validation Topological Distributions

We can extract the topological variables from both Hijing + GEANT and Fast-
Simulation relay on those Hijing input. Similar as we did for D® in Sec. 3.6.2.2,

we can compare the topological distributions from these two procedures for D*. This
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Figure 5.19: The comparison of D* TPC + HFT Real match + Topological acceptance x efficiency
between Hijing + GEANT (red) and Fast-Simulation with Hijing input (black). (right) Double ratio
of these acceptance to Hijing.

will be another evidence that the Fast-Simulation can reproduce the crucial topological

variables for D* too.
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Figure 5.20: D* cosTheta distribution in most cen- Figure 5.21: D* decay length distribution in most
tral 0-10% between Hijing and Fast-Simulation.  central 0-10% between Hijing and Fast-Simulation.

From Fig. 5.20 to Fig. 5.25, these are the 6 topological variables used for the D*
reconstruction. The topological distributions can be extracted both directly from Hijng
+ GEANT and from Fast-Simulation relay on Hijing input. The Fast-Simulation part
was the modified version similar as we used for the D° efficiency study.

As seen, all the comparison of topological variables from Hijing have a very good
agreement for D*, which means again Fast-Simulation method can well reproduce the

topological variables in Hijing sample. In another word, the topological efficiency es-
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timation for D* from this Hijing-Data-Driven Fast-Simulation is reliable.

5.5 Systematic Uncertainties

The approach for the D* systematic uncertainties are similar as D°. Several sources
are contributed to the uncertainties. Such as the raw yield extraction, the TPC embed-
ding uncertainties, the fast-simulation package, the vertex resolution contribution, the
bin shift correction, and the charm fragmentation uncertainties for D* for the compar-

ison with D°. More detailed studies are needed in the future as we discussed before.

Table 5.2 shows an example of the D* spectrum uncertainties sources contribution

in the most central 0-10% centrality.
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Table 5.2: Systematic uncertainties from different sources

pr range | Yield extra | Embedding | fast-simu | bin shift charm frag | total
1.0-1.5 | 0.851731 | 0.09 0.05 0.0416632 | 0.065 0.861398
1.5-2.0 | 0.269764 | 0.09 0.05 0.0179911 | 0.065 0.296515
2.0-2.5 | 0.243506 | 0.09 0.05 0.00416767 | 0.065 0.272282
2.5-3.0 | 0.0212626 | 0.09 0.05 0.00261387 | 0.065 0.123628
3.0-3.5 ] 0.0611226 | 0.09 0.05 0.00551249 | 0.065 0.13635
3.5-4.0 | 0.142051 | 0.09 0.05 0.00646695 | 0.065 0.187204
4.0-5.0 | 0.120523 | 0.09 0.05 0.0312138 | 0.065 0.174141
5.0-6.0 | 0.185863 | 0.09 0.05 0.0261331 | 0.065 0.223725

5.6 Other Systematics for the Fast-Simulation

In the previous Fast-Simulation section 3.8, we have two potential concerns for
D°. Here the same as D*.

Beyond the secondary track and vertex resolutions contributions for this D* ef-
ficiency correction need to be consider, we still need to improve the precision for the

fast-simulation package for D* as we saw that ~10% difference.
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Chapter 6 Experimental Results and Discussions

The following sections will summarize the results obtained from the processed
dataset obtained during Run 14 together with a brief introduction to model comparisons
and discussion related to the physics impact of the measurements on our understanding
of the QGP.

6.1 The Total D° Spectra
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Figure 6.1: D corrected spectra in Au+Au collisions from several centralities.

Fig. 6.1 shows the centrality dependence of the D° corrected spectra in Aut+Au
collisions including 0-10%, 10-40%, 40-80% and 0-80% centrality compared with p+p
result. The plotted spectra was after scale for each centrality as shown on the plots.
The black circle represent the published D-meson p7 spectrum in p+p collisions at 200
GeV. The dashed line was the fitted p+p levy function after the /Vy;, scaling. The new
Dy results from run14 are consistent with the published result from run10/11 at the high
pr range with much improved precision, but there are some difference at the low pp
range < 2 GeV/c. The re-analysis for the published run10/11 results are still ongoing,
most likely there are some issue for the efficiency correction part in the published result,
and this is still under investigation. Comparing the Aut+Au data with the p+p levy

functions, we can clearly see that in the most central collisions 0-10%, the entire pr
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range was suppressed especially for the high pr range, also the same trend for the other

centralities.

6.2 Blast Wave (BW) Model Fit

As discussed before, Blast Wave model was well used to extract the medium pa-
rameters. Next is the standard blast wave function used for the D° fitting. From the

fitting parameters, the average velocity was calculated by Eq. 6.3.
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Figure 6.2: D° corrected spectra in Au+Au collisions fitting with BW model.

Fig. 6.2 shows the centrality dependence of the D° corrected spectra in Au+Au
collisions fitting with BW function. The solid line was the fitted function. The fit-
ting range was twice of the D° mass and within the uncertainties the fitting results can
represent the data points.

The very preliminary fitting results shows that the collective velocity < S > was

much smaller than the previous light hadrons or strangeness hadrons, and the freeze-out
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temperatures was higher, which is as expected. For example, from the centrality 10-
40%, the fitted < S > was around ~0.22 while the temperature was around ~0.335.
Since this is a first look at the fitting, there are still some unreasonable parameters that
getting abnormal terminalization of minimization on the fitting even the fitting looks
good. In the near future, we plan to combine several measurements to do some simul-

taneous fitting to extract the parameters.

6.3 D' Nuclear Modification Factor
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Figure 6.3: D° R, 4 in Au+Au collisions from 0-10% centrality.

In order to see these nuclear modification effect more clearly, we divided the
Au+Au data points by the p+p Levy functions. The p+p shape uncertainties are es-
timate by varying the pm 1o of the fit parameters then use the largest deviation from the
best fit. The comparison plot was shown in Fig. 6.3, the black data points are the D°
R 44 from the most central 0-10% collisions, the bracket represent the systematically
error which will discuss in the following section. As in the plot, the high pr suppression
are obviously seen in the central Au+Au collisions both for D°. The light hadrons from
ALICE at the most central 0-5% collisions, 7 from PHENIX at the centrality 0-10% and
the averaged D meson R 44 from ALICE at 0-10% centrality are also plotted here for
the comparison. The results show very interesting trends. Firstly, the D° result from
runl4 HFT is quite similar with ALICE averaged D-meson with much better precision
while the ALICE result have large uncertainties. Even though the system size and en-

ergy is quite different from RHIC to LHC, a factor of ~14 from the energy difference,

119



Chapter 6 Experimental Results and Discussions

but the D0 R 4 4 results show the similar suppression structure which may indicating the
medium produced in both system could have some similar properties. Secondary, if we
compare the D° result with light hadrons at ALICE and PHENIX 7 result, they have
quite similar trends and magnitude value. Which means the charmed hadron have strong
interaction with the medium as light hadrons. They also have similar energy loss, while
maybe both the radiation energy loss and elastic energy loss play an important role. The
comparison shows no big difference for both LHC energy and RHIC energy, and also

no obvious difference between charmed hadrons and light hadrons.
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Figure 6.4: D° R4 4 in Au+Au collisions from 0-10% centrality comparison with various models.

Fig. 6.4 shows the D° R 44 results from the most central 0-10% Au+Au collisions
compared with various model calculations. The Duke model uses a Langevin simulation
with an input diffusion coefficient parameter- 277" Dg = 7, where Dy is heavy quark
spacial diffusion coefficient and T is medium temperature, which was tuned to the LHC
D-meson R 44 data [99]. The TAMU calculation uses a non-perturbative approach and
the full T-matrix calculation with internal energy potential, which predicts 277" Dg to
be ~ 2-10. The SUBATECH group uses the pQCD calculation with Hard Thermal
Loop technique which indicates the 277 Dg ~2-4 [53, 100]. These three models can
describe our R 44 data points reasonable well at high pr, but missed the data points at
low pr range, they seem over estimate the magnitude. Currently with the precision of
the new data, it will be beneficial to systematically study each ingredient in different

model calculations and give us better understandings on the medium properties.
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6.4 D Spectra
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Figure 6.5: D* corrected spectra in Au+Au collisions from several centralities.

Fig. 6.5 shows the centrality dependence of the D* corrected spectra in Au+Au
collisions including 0-10%, 10-40%, 40-80% and 0-80% centrality. The plotted spectra
was after scale for each centrality as shown on the plots. The new D¥ results from run14
at the low pr and high pr range are missed since the topological cuts are not specifically
optimized, the reconstruction acceptance and efficiency are quite small for these kind
of three body decay. The analysis with more comprehensive details are still ongoing,
most likely we can track the low pr spectrum down to 0 GeV/c. Fig. 6.6 comparing
the D* data with the D° results, we can see that after the charm fragmentation scale,
the D* spectrum is consistent with the DY results in the measured p; range within
uncertainties, which means the D* production mechanism does not change from p+p

to Au+Au collisions compare to D°.

Due to the absence of p+p base line, here we did not plot the R4 for D*. But
as the charm fragmentation does not change from p+p to Au+Au for D*, the absolute

value of nuclear modification effect should be quite similar as D° in Fig. 6.3.

6.5 A.D" Ratio and Comparisons to Models

After correcting for the acceptance and efficiency, one can obtain the A, yield and

calculate the A./D° ratio. Figure 6.7 shows the first measurement of A./D° ratio for 3
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Figure 6.6: D corrected spectra in Au+Au collisions from several centralities comparing with D°.
D7 is after the charm fragmentation scale to the same level of D° for comparison.

< pr < 6 GeV/c in 10-60% central Au+Au collisions at /syy = 200 GeV along with
model predictions.

The measured A./D° ratio in Au+Au collisions is significantly enhanced compared
to the PYTHIA prediction for p+p collisions. The enhancement is also larger than the
statistical hadronization model (SHM) predictions. In Ko’s model, thermalized charm
quarks are used for recombination and the predicted A./D° ratio is comparable to our

measurement despite that the calculation is done for the 0-5% centrality bin.

For the coalescence models, there are two different implementations. For the three-
quarks implementation, the A, is being treated as a pure three-quark state. In di-quark
models, the A, is usually considered as a system consisting of a charm quark and a scalar
light [ud] di-quark which could be exist in the strongly coupled quark-gluon plasma
(QGP). The predictions for the ratio in low pr range from these two implementation
has some difference, but currently our data does not have the precision to distinguish.
One needs measurements at low py to further differentiate between three-quark and

di-quark recombination scenarios.

In Greco’s model, charm quarks diffuse in the QGP medium and then recombine
with light quarks to form charm hadrons. The calculated ratio is w.r.t the total charm
meson yield including D* and DF. One may expect a factor of 1.5 (p+p baseline) or

larger (if D, is enhanced) increase to be compared to our A./D° ratio.
Drawing the baryon-to-meson ratios plots in the same panel as shown in Fig. 6.8,
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the interesting results show that, the observed A./D" ratio is quite comparable with the

baryon-to-meson ratios for light hadrons and strangeness hadrons.
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Figure 6.7: Measured A./D" ratio for 3 < pr < 6 GeV/c in 10-60% central Au+Au collisions at
V/SnN = 200 GeV compared to model predictions from PYTHIA, statistical hadronization model
(SHM) and coalescence models from Ko and Greco.
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Figure 6.8: Baryon-to-meson ratio for p/7 (left panel), A/K; (middle panel) and A./D° (right panel)
measured in Aut+Au collisions by the STAR experiment. Several model predictions also shown for
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6.6 Some Other’s HFT Results (D° vy)

As discussed in the previous section 2.5.2, regarding on the HFT related physics,
these dissertation mainly force on the spectra analysis. But also we have some other’s

results shown recently. An important one is the charm meson flow (v5) result.
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Figure 6.9: v, as a function of py for D° in 10-40% centrality Au+Au collisions compared with
K2, A and .
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Figure 6.10: vo/n, as a function of (mg — mq)/n, for D° in 10-40% centrality Au+Au collisions
compared with K2, A, and Z~.

Fig. 6.9 shows the vy as a function of pr for D° in 10-40% centrality Au+Au
collisions compared with K%, A, and Z~. An immediate observation that can be made
is the fact that the D° elliptic flow is finite. And clearly see the mass ordering for pr
< 2 GeVle, the D° vy is smaller than those light and strangeness hadrons. For py > 2
GeV/e, the D° just follows other light mesons.

Furthermore, in order to account for the different particle masses and Number of

Constituent Quarks (NCQ), the comparison is done by plotting the v,/n, as a function
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of (mg — my)/n, for D° where mp = \/mZ + p%. After the scaling, all of the particle
species, including D°, follow the same trend. While the 3D viscous hydro model cal-
culations describe the D° v, well at p; < 3-4 GeV/e. This is a strong indication that
charm quarks are flowing with a thermalized medium where the partons are the relevant

degrees of freedom.
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Chapter 7 Summary and Outlook

7.1 Summary

In this dissertation analysis, We have shown several of the first measurements of
open heavy flavor (D°, D* and A.) through direct topological reconstruction in the
hadronic decay channels using the capabilities provided by the HFT at STAR. A dra-
matic reduction in the combinatorial background is achieved with the HFT. For exam-
ple, we observe an improvement of over an order of magnitude in the D° significance
per billion events when compared to previously published results from STAR, permit-
ting the measurement of charm observables with unprecedented precision.

Above all the results shown before from HFT (together with some other’s result,

DP 1), let’s try to summarize them together.

* Raa(D) ~ Rapa(h) - charm quarks lose significant energy like light quarks
* v2(D) ~ v,(h) vs. my - charm quarks flow like light quarks

+ A. /D° enhancement - coalescence hadronization, observed similar value as light

and strangeness hadrons

For D°, we shown the first measurement of corrected spectra and R 44 from HFT
with much better precision compared to previous published one. The new results shows
significant suppression at high p; which means the strong interaction between charm
quark and the medium and loose energy. And also the D° R 4 4 shows quite similar trend
as light hadrons.

For D*, the efficiency corrected spectra was presented. After taken into the charm
fragmentation, the D* and D° spectra have similar/same shape, which means the pro-
duction mechanism are similar for them.

For A., we have shown the first measurement of A. in heavy-ion collisions. The
enhancement of A./D° ratio was compared to several different models. The coalescence

model with thermalized charm quarks are consistent with our data.

From all the observed measurements from this dissertation together with D vy,
charm quarks strongly coupled with the QGP and significantly loss energy. Evidence
of charm quark flowing and possibly thermalized in the QGP. Which make charm quarks
no big difference compare with light and strangeness quarks. Then a native question will

be does charm quark heavy enough as a clean probe to determinate the QGP properties.
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7.2 Outlook

The HFT result shown here was from run 2014, HFT has accumulated a significant
data set (a factor of 2) for Au+Au minimum bias collisions from 2016 datasets. Further-
more, in 2016 the inner layer of the PiXeL detector have been replaced with aluminum
cables to reduce the material budget and improve the HFT’s performance at low pr.
Also during the run 2016, PXL have stable and proficient operation, which results to
more active sensors as shown in Fig. 7.1 and Fig. 7.2. The average active inner sen-
sors was enhancement to 95% in run 2016 compared to 82% in 2014, while the outer
layer was slightly improves from 95% to 97%. On the other hand, the run 2016 exper-
imental environment has much busier occupancy, which will reduce the HFT matched
efficiency. This will, in essence complete with each other, but still we expect a factor
of 2-3 improvement in the measured significance for measured D° and others, hence,

the statistical uncertainties presented in these analysis.
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Figure 7.1: PXL inner sensor status vs. all runs in 2016.
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Figure 7.2: PXL outer sensor status vs. all runs in 2016.

Precision measurements with the combined HFT data sets will have an important

role in deepening our understanding of the dynamics at play by placing strong con-
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straints on the available model calculations as well as opening the doors for many other
heavy flavor measurements that will help to complete the picture that is already begin-
ning to form. For instance, the observation of fully thermalized charm quarks at RHIC
top energy now brings into question the degree to which bottom quarks, with a mass
roughly 4 times that of charm quarks, are interacting with the QGP. Although bottom
production is much lower at RHIC, the large datasets with the HFT could provide suf-
ficient to obtain such measurements, and indeed from STAR, we already have some
prompt preliminary results for the bottom measurements using the impact parameters

method to separate charm and bottom decayed electrons, D and J/¥ shown in Fig. 7.3.
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Figure 7.3: The R4 of J/U (top panel), D° (middle panel) and electron (bottom panel) from B
(filled circles) and D (open circles) hadron decays as a function of pr in AutAu collisions at /sy N
=200 GeV.
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