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intro: jets
✦ Jets: algorithmically clustered final constituents of a collision

✦ Hard scattering of partons occur early in collision and 

subsequently may interact with the medium. 
⇒ final state particles are algorithmically combined into jets 
⇒ anti-kT algorithm is common because of (a) infrared and (b)          
    collinear safety; i.e. stability in shape and pT in the face of (a)      
    soft particles and (b) splitting of hard tracks


✦ Used to probe existence and properties of QGP

modified from Fig. 1 of http://de.arxiv.org/abs/1412.7781v1
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intro: jet yield as an observable 

inclusive: 
A + A → jet + …

semi-inclusive:  
(trigger + jet correlations)

A + A → trigger + jet + … 

Suppression of both inclusive and semi-inclusive jet yields 
are primary signatures of a QGP

d2Njet /dpTdη
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“Wait! Jet yields suppressed compared to what?”
✦ “p+p collisions” 

✦ Glauber models generate scaling factors Ncoll by which p+p jet 
spectra can be scaled to “equivalent” A+A collisions 

✦ (A+A spectra) / (scaled p+p spectra) ≡   

✦ If                 then A+A is equivalent to a superposition of p+p 
collisions (i.e. “no nuclear modification”) 

RAA

RAA = 1

ATLAS Physics Letters B 748, 392–413 (2015)
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FIG. 3. Jet RAA as a function of pT in di↵erent centrality
bins with each panel showing a di↵erent range in |y|. The
fractional luminosity and hTAAi uncertainties are indicated
separately as shaded boxes centered at one. The boxes, bands
and error bars indicate uncorrelated systematic, correlated
systematic and statistical uncertainties, respectively.

Uncertainties on the TAA and integrated luminosity af-
fect the overall normalization of the yields and thus are
independent of jet pT and rapidity. The uncertainties
on hTAAi vary between 1% and 10% in the most central
and peripheral collisions, respectively, with the full set
of values given in Table I. The uncertainty on the inte-
grated luminosity is estimated to be 3.1%. It is deter-
mined, following the same methodology as that detailed
in Ref. [36], from a calibration of the luminosity scale de-
rived from beam-separation scans performed during the
2.76 TeV operation of the LHC in 2013.

The total systematic uncertainty on the pp cross sec-
tions is dominated by the JES uncertainty, which is as
large as 15%. For the Pb+Pb jet yields this uncertainty
is also dominant and in the most central collisions is 22%.
In the RAA, much of this uncertainty cancels. However
the dominant contribution is due to the JES in most cen-
trality and rapidity intervals and is typically 10%. The
uncertainties due to the unfolding are generally a few
per cent, but for some pT values near the upper and
lower limits included in the measurement the contribu-
tions from this source are as large as 15%. The contri-
butions of the JER to the total uncertainty on RAA are
less than 3% except in the most central collisions at low
pT where they are as large as 10%. In the most periph-
eral bins the hTAAi uncertainties that a↵ect the overall
normalization are the dominant contribution.

The pp di↵erential jet cross sections are shown in Fig. 1
for the following absolute rapidity ranges: 0–0.3, 0.3–0.8,
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FIG. 4. The RAA for jets with 80 < pT < 100 GeV as a func-
tion of |y| for di↵erent centrality bins (top) and as a function
of hNparti for the |y| < 2.1 range (bottom). The fractional
luminosity and hTAAi uncertainties are indicated separately
as shaded boxes centered at one. The boxes, bands and error
bars indicate uncorrelated systematic, correlated systematic
and statistical uncertainties, respectively.

0.8–1.2, 1.2–2.1 and 0–2.1. These results are consistent
with a previous measurement with fewer events [37]. The
di↵erential per-event jet yield in Pb+Pb collisions, multi-
plied by 1/hTAAi, is shown in Fig. 2, in selected rapidity
and centrality bins in the lower and upper panels, re-
spectively. The dashed lines represent the pp jet cross
sections for that same rapidity bin; the jet suppression is
evidenced by the fact that the jet yields fall below these
lines.
The jet RAA as a function of pT is shown in Fig. 3

for di↵erent ranges in collision centrality and jet rapid-
ity. The RAA is observed to increase weakly with pT,
except in the most peripheral collisions. In the 0–10%
and |y| < 2.1 centrality and rapidity intervals, which
have the smallest statistical uncertainty, the RAA is 0.47
at pT ⇠ 55 GeV and rises to 0.56 at pT ⇠ 350 GeV.
These distributions were fit, accounting for the point-
wise correlations in the uncertainties, to the functional
form a ln(pT) + b. The slope parameter was found to
be significantly above zero in all but the most periph-
eral collisions. The magnitude and weak increase of the
RAA in central collisions are described quantitatively by
recent theoretical calculations [38, 39]. The results of
this measurement are consistent with measurements of
the jet central-to-peripheral ratio [13], although in those
measurements the uncertainties are too large to infer any
significant pT dependence.
The rapidity dependence of the RAA is shown in the

top panel of Fig. 4 for jets with 80 < pT < 100 GeV
for three centrality bins. The RAA shows no significant
rapidity dependence over the pT and rapidity ranges pre-
sented in this measurement. The hNparti dependence
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top panel of Fig. 4 for jets with 80 < pT < 100 GeV
for three centrality bins. The RAA shows no significant
rapidity dependence over the pT and rapidity ranges pre-
sented in this measurement. The hNparti dependence

\



David Stewart,  Hot Quarks 2018 Texel, The Netherlands     8 September 2018 !5

intro: “expectations” kept
✦ Small systems (this talk): p+Pb, p+Au, d+Au 

✦ If you don’t anticipate medium formation in small systems,  
expect that Rjet

(p/d)A ≈ 1

ATLAS & CMSALICE74 ALICE Collaboration / Physics Letters B 749 (2015) 68–81

Fig. 5. (Color online.) Nuclear modification factors RpPb of charged jets for R = 0.2 (left) and R = 0.4 (right). The combined global normalization uncertainty from 〈TpPb
〉
, the 

correction to NSD events, the measured pp cross section, and the reference scaling is depicted by the box around unity.

system, while the second is separated from it by about one unit 
in rapidity. No significant change of the jet spectra is observed for 
these two ηlab regions centered at −0.45 and 0.45. Thus, the jet 
measurement has no strong sensitivity to the rapidity shift and 
the pseudorapidity dependent variation of the multiplicity (under-
lying event) within the statistical and systematic uncertainties of 
the measurement.

The nuclear modification factor RpPb is constructed based on 
the pT-differential yields and the extrapolated pp production cross 
section at 5.02 TeV for R = 0.2 and 0.4. It is shown in the left 
and right panel of Fig. 5, respectively. In the reported pT-range, 
it is consistent with unity, indicating the absence of a large mod-
ification of the initial parton distributions or a strong final state 
effect on jet production. Before comparing these results to the 
measured single-particle results for RpPb, one has to consider that 
the same reconstructed pT corresponds to a different underlying 
parton transverse momentum. Assuming that all spectra should 
obey the same power law behavior at high pT, an effective con-
version between the spectra can be derived at a given energy via 
the POWHEG+PYTHIA8 simulations described above. To match the 
single charged particle spectra in the simulation to charged jets 
with R = 0.4, a transformation ph±

T → 2.28ph±
T is needed. Thus, 

the reported nuclear modification factor for charged jets probes 
roughly the same parton pT-region as the ALICE measurement of 
single charged particles that shows a nuclear modification factor 
in agreement with unity in the measured high-pT range up to 
50 GeV/c [27].

Since the jet measurements integrate the final state particles, 
they have a smaller sensitivity to the fragmentation pattern of par-
tons than single particles. Differences between the nuclear modifi-
cation factor for jets and single high-pT particles, as suggested by 
measurements in [28,29], could point to a modified fragmentation 
pattern or differently biased jet selection in p–Pb collisions.

A modified fragmentation pattern may be also reflected in the 
collimation or transverse structure of jets. The first step in test-
ing possible cold nuclear matter effects on the jet structure is 
the ratio of jet production cross sections for two different reso-
lution parameters. It is shown for R = 0.2 and R = 0.4 in p–Pb
in Fig. 6 and compared to PYTHIA6 (Tune Perugia 2011) and 
POWHEG + PYTHIA8 at √sNN = 5.02 TeV and to ALICE results in 
pp collisions at 

√
s = 7 TeV [54]. All data show the expected in-

crease of the ratio from the increasing collimation of jets for higher 
transverse momentum and agree well within the uncertainties. No 
significant energy dependence or change with collision species is 
observed. The data for p–Pb collisions is well described by the 
NLO calculation as well as by the simulation of pp collisions with 
PYTHIA6 at the same energy. It should be noted that the ratio for 

Fig. 6. (Color online.) Charged jet production cross section ratio for different res-
olution parameters as defined in Eq. (7). The data in p–Pb collisions at √sNN =
5.02 TeV are compared to PYTHIA6 (tune: Perugia 2011, no uncertainties shown) 
and POWHEG+PYTHIA8 (combined stat. and syst. uncertainties shown) at the same 
energy, and to pp collisions at 7 TeV (only stat. uncertainties shown).

charged jets is, in general, above the ratio obtained for fully recon-
structed jets, containing charged and neutral constituents. This can 
be understood from the contribution from neutral pions that decay 
already at the collision vertex and lead to an effective broadening 
of the jet profile when including the neutral component in the jet 
reconstruction, mainly in the form of decay photons. For the same 
reason, the inclusion of the hadronization in the NLO pQCD cal-
culation is essential to describe the ratio of jet production cross 
section as also discussed in [62].

4. Summary

In this paper, pT-differential charged jet production cross sec-
tions in p–Pb collisions at √sNN = 5.02 TeV have been shown up 
to pT, ch jet of 120 GeV/c for resolution parameters R = 0.2 and 
R = 0.4. The charged jet production is found to be compatible with 
scaled pQCD calculations at the same energy using nuclear PDFs. 
At the same time, the nuclear modification factor RpPb (using a 
scaled measurement of jets in pp collisions at 

√
s = 7 TeV as a ref-

erence) does not show strong nuclear effects on jet production and 
is consistent with unity for R = 0.4 and R = 0.2 in the measured 
pT-range between 20 and 120 GeV/c. The jet cross section ratio of 
R = 0.2/0.4 is compatible with 7 TeV pp data and also with the 
predictions from PYTHIA6 Perugia 2011 and POWHEG + PYTHIA8 
calculations at 5.02 TeV. No indication of a strong nuclear modi-
fication of the jet radial profile is observed, comparing jets with 
different resolution parameters R = 0.2 and R = 0.4.

74 ALICE Collaboration / Physics Letters B 749 (2015) 68–81

Fig. 5. (Color online.) Nuclear modification factors RpPb of charged jets for R = 0.2 (left) and R = 0.4 (right). The combined global normalization uncertainty from 〈TpPb
〉
, the 

correction to NSD events, the measured pp cross section, and the reference scaling is depicted by the box around unity.

system, while the second is separated from it by about one unit 
in rapidity. No significant change of the jet spectra is observed for 
these two ηlab regions centered at −0.45 and 0.45. Thus, the jet 
measurement has no strong sensitivity to the rapidity shift and 
the pseudorapidity dependent variation of the multiplicity (under-
lying event) within the statistical and systematic uncertainties of 
the measurement.

The nuclear modification factor RpPb is constructed based on 
the pT-differential yields and the extrapolated pp production cross 
section at 5.02 TeV for R = 0.2 and 0.4. It is shown in the left 
and right panel of Fig. 5, respectively. In the reported pT-range, 
it is consistent with unity, indicating the absence of a large mod-
ification of the initial parton distributions or a strong final state 
effect on jet production. Before comparing these results to the 
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the same reconstructed pT corresponds to a different underlying 
parton transverse momentum. Assuming that all spectra should 
obey the same power law behavior at high pT, an effective con-
version between the spectra can be derived at a given energy via 
the POWHEG+PYTHIA8 simulations described above. To match the 
single charged particle spectra in the simulation to charged jets 
with R = 0.4, a transformation ph±

T → 2.28ph±
T is needed. Thus, 

the reported nuclear modification factor for charged jets probes 
roughly the same parton pT-region as the ALICE measurement of 
single charged particles that shows a nuclear modification factor 
in agreement with unity in the measured high-pT range up to 
50 GeV/c [27].

Since the jet measurements integrate the final state particles, 
they have a smaller sensitivity to the fragmentation pattern of par-
tons than single particles. Differences between the nuclear modifi-
cation factor for jets and single high-pT particles, as suggested by 
measurements in [28,29], could point to a modified fragmentation 
pattern or differently biased jet selection in p–Pb collisions.

A modified fragmentation pattern may be also reflected in the 
collimation or transverse structure of jets. The first step in test-
ing possible cold nuclear matter effects on the jet structure is 
the ratio of jet production cross sections for two different reso-
lution parameters. It is shown for R = 0.2 and R = 0.4 in p–Pb
in Fig. 6 and compared to PYTHIA6 (Tune Perugia 2011) and 
POWHEG + PYTHIA8 at √sNN = 5.02 TeV and to ALICE results in 
pp collisions at 

√
s = 7 TeV [54]. All data show the expected in-

crease of the ratio from the increasing collimation of jets for higher 
transverse momentum and agree well within the uncertainties. No 
significant energy dependence or change with collision species is 
observed. The data for p–Pb collisions is well described by the 
NLO calculation as well as by the simulation of pp collisions with 
PYTHIA6 at the same energy. It should be noted that the ratio for 

Fig. 6. (Color online.) Charged jet production cross section ratio for different res-
olution parameters as defined in Eq. (7). The data in p–Pb collisions at √sNN =
5.02 TeV are compared to PYTHIA6 (tune: Perugia 2011, no uncertainties shown) 
and POWHEG+PYTHIA8 (combined stat. and syst. uncertainties shown) at the same 
energy, and to pp collisions at 7 TeV (only stat. uncertainties shown).

charged jets is, in general, above the ratio obtained for fully recon-
structed jets, containing charged and neutral constituents. This can 
be understood from the contribution from neutral pions that decay 
already at the collision vertex and lead to an effective broadening 
of the jet profile when including the neutral component in the jet 
reconstruction, mainly in the form of decay photons. For the same 
reason, the inclusion of the hadronization in the NLO pQCD cal-
culation is essential to describe the ratio of jet production cross 
section as also discussed in [62].

4. Summary

In this paper, pT-differential charged jet production cross sec-
tions in p–Pb collisions at √sNN = 5.02 TeV have been shown up 
to pT, ch jet of 120 GeV/c for resolution parameters R = 0.2 and 
R = 0.4. The charged jet production is found to be compatible with 
scaled pQCD calculations at the same energy using nuclear PDFs. 
At the same time, the nuclear modification factor RpPb (using a 
scaled measurement of jets in pp collisions at 

√
s = 7 TeV as a ref-

erence) does not show strong nuclear effects on jet production and 
is consistent with unity for R = 0.4 and R = 0.2 in the measured 
pT-range between 20 and 120 GeV/c. The jet cross section ratio of 
R = 0.2/0.4 is compatible with 7 TeV pp data and also with the 
predictions from PYTHIA6 Perugia 2011 and POWHEG + PYTHIA8 
calculations at 5.02 TeV. No indication of a strong nuclear modi-
fication of the jet radial profile is observed, comparing jets with 
different resolution parameters R = 0.2 and R = 0.4.
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obey the same power law behavior at high pT, an effective con-
version between the spectra can be derived at a given energy via 
the POWHEG+PYTHIA8 simulations described above. To match the 
single charged particle spectra in the simulation to charged jets 
with R = 0.4, a transformation ph±

T → 2.28ph±
T is needed. Thus, 

the reported nuclear modification factor for charged jets probes 
roughly the same parton pT-region as the ALICE measurement of 
single charged particles that shows a nuclear modification factor 
in agreement with unity in the measured high-pT range up to 
50 GeV/c [27].

Since the jet measurements integrate the final state particles, 
they have a smaller sensitivity to the fragmentation pattern of par-
tons than single particles. Differences between the nuclear modifi-
cation factor for jets and single high-pT particles, as suggested by 
measurements in [28,29], could point to a modified fragmentation 
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A modified fragmentation pattern may be also reflected in the 
collimation or transverse structure of jets. The first step in test-
ing possible cold nuclear matter effects on the jet structure is 
the ratio of jet production cross sections for two different reso-
lution parameters. It is shown for R = 0.2 and R = 0.4 in p–Pb
in Fig. 6 and compared to PYTHIA6 (Tune Perugia 2011) and 
POWHEG + PYTHIA8 at √sNN = 5.02 TeV and to ALICE results in 
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and POWHEG+PYTHIA8 (combined stat. and syst. uncertainties shown) at the same 
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charged jets is, in general, above the ratio obtained for fully recon-
structed jets, containing charged and neutral constituents. This can 
be understood from the contribution from neutral pions that decay 
already at the collision vertex and lead to an effective broadening 
of the jet profile when including the neutral component in the jet 
reconstruction, mainly in the form of decay photons. For the same 
reason, the inclusion of the hadronization in the NLO pQCD cal-
culation is essential to describe the ratio of jet production cross 
section as also discussed in [62].

4. Summary

In this paper, pT-differential charged jet production cross sec-
tions in p–Pb collisions at √sNN = 5.02 TeV have been shown up 
to pT, ch jet of 120 GeV/c for resolution parameters R = 0.2 and 
R = 0.4. The charged jet production is found to be compatible with 
scaled pQCD calculations at the same energy using nuclear PDFs. 
At the same time, the nuclear modification factor RpPb (using a 
scaled measurement of jets in pp collisions at 

√
s = 7 TeV as a ref-

erence) does not show strong nuclear effects on jet production and 
is consistent with unity for R = 0.4 and R = 0.2 in the measured 
pT-range between 20 and 120 GeV/c. The jet cross section ratio of 
R = 0.2/0.4 is compatible with 7 TeV pp data and also with the 
predictions from PYTHIA6 Perugia 2011 and POWHEG + PYTHIA8 
calculations at 5.02 TeV. No indication of a strong nuclear modi-
fication of the jet radial profile is observed, comparing jets with 
different resolution parameters R = 0.2 and R = 0.4.

and repeating the analysis. The variations were applied
simultaneously in the analyses of the dþ Au and pþ p
spectra to allow for their full or partial cancellation in the
RdAu and RCP quantities, with the exception of the variation
of k, described below.
The impact of uncertainties on the detector energy scales

was determined by varying the momenta of the recon-
structed tracks and clusters in simulation. The cluster
energies were varied by 3%. The track momenta were
varied by a track pT -dependent amount, which was 2% for
pT ≤ 10 GeV=c and increased linearly to 4% for
pT ¼ 30 GeV=c. The sensitivity of the results to the jet
selection was evaluated by varying the maximum and
minimum requirement on the calorimetric content of the
jet, and by raising the required number of jet constituents.
The uncertainty in the jet acceptance was evaluated by
doubling the fiducial distance between jets and the edges of
the detector, and by restricting the vertex z position to a
narrower range. The uncertainties associated with the
unfolding procedure were evaluated by changing the power
law index of the simulated pT spectrum by #1, and by
increasing and decreasing the value of k. Because they are
statistical in nature, the effects on the spectra from varying
k were treated as uncorrelated between the event classes.
The sensitivity to the underlying physics model was
evaluated by performing the corrections with a sample
of PYTHIA events analogous to the nominal one but
generated with TUNE A [39] and the CTEQ5L [40] set. A
2% uncertainty, uncorrelated between event classes, was
assigned to the spectra below 25 GeV=c to cover possible
defects in modeling the trigger efficiency.
For each observable, the magnitudes of the resulting

changes were added in quadrature to obtain a total
systematic uncertainty. The total uncertainty on the spectra
increased from 12% at pT ¼ 12 GeV=c to 30% or higher at
pT ¼ 50 GeV=cand was dominated at all pT by the energy
scale. Because the reconstruction procedure in dþ Au and
pþ p collisions was identical, and the performance,
corrections, and resulting spectra are very similar, the
effects of the variations on RdAu and RCP canceled to a
large degree. The uncertainties on this quantity ranged from
4% at pT ¼ 12 GeV=c (with no single source dominating)
to 15% or higher (dominated by unfolding and physics
model) at pT ¼ 50 GeV=c.
Additional normalization uncertainties on the pþ p

cross section of 10% arose from the uncertainty on
σpp=ϵpp. Uncertainties in the determination of TdAu con-
tributed to the RdAu and RCP, such that the total uncertainty
on these ranged from 3% to 13%.
Figure 2 summarizes the measured RdAu and RCP

quantities. The 0%–100% RdAu is consistent with unity
at all pT values and is pT independent within uncertainties.
The data are consistent with a next-to-leading order
calculation [41–44] incorporating the EPS09 [1] nuclear-
parton-density set, suggesting that nuclear effects are small

at high Q2 in the nuclear Bjorken-x range ≈0.1–0.5. When
compared to calculations over a range of energy loss rates
in the cold nucleus [4], the data favor only small momen-
tum transfers between the hard-scattered parton and nuclear
material, providing constraints on initial-state, or any
additional final-state, energy loss.
In contrast, the centrality-dependent RdAu values

strongly deviate from unity, manifesting as a suppression
(RdAu < 1) and enhancement (RdAu > 1) in central and
peripheral collisions, respectively, which increase in mag-
nitude with pT . Accordingly, the RCP is < 1 in most
selections and decreases systematically with pT and in
more central events. While the suppressed RdAu in 0%–
20% events is consistent with a calculation incorporating
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FIG. 2. RdAu for (a) 0%–100% and (b) centrality-selected
collisions, and (c) RCP, as a function of pT . Systematic, statistical,
and normalization uncertainties are shown as shaded bands,
vertical bars, and the leftmost bands centered at 1, respectively.
When error bands overlap vertically, their horizontal widths have
been adjusted so that both are visible. Dashed lines show the
uncertainty range of calculations incorporating nuclear parton
densities [1] and energy loss [4].
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The sensitivity to the underlying physics model was
evaluated by performing the corrections with a sample
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assigned to the spectra below 25 GeV=c to cover possible
defects in modeling the trigger efficiency.
For each observable, the magnitudes of the resulting

changes were added in quadrature to obtain a total
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increased from 12% at pT ¼ 12 GeV=c to 30% or higher at
pT ¼ 50 GeV=cand was dominated at all pT by the energy
scale. Because the reconstruction procedure in dþ Au and
pþ p collisions was identical, and the performance,
corrections, and resulting spectra are very similar, the
effects of the variations on RdAu and RCP canceled to a
large degree. The uncertainties on this quantity ranged from
4% at pT ¼ 12 GeV=c (with no single source dominating)
to 15% or higher (dominated by unfolding and physics
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cross section of 10% arose from the uncertainty on
σpp=ϵpp. Uncertainties in the determination of TdAu con-
tributed to the RdAu and RCP, such that the total uncertainty
on these ranged from 3% to 13%.
Figure 2 summarizes the measured RdAu and RCP

quantities. The 0%–100% RdAu is consistent with unity
at all pT values and is pT independent within uncertainties.
The data are consistent with a next-to-leading order
calculation [41–44] incorporating the EPS09 [1] nuclear-
parton-density set, suggesting that nuclear effects are small

at high Q2 in the nuclear Bjorken-x range ≈0.1–0.5. When
compared to calculations over a range of energy loss rates
in the cold nucleus [4], the data favor only small momen-
tum transfers between the hard-scattered parton and nuclear
material, providing constraints on initial-state, or any
additional final-state, energy loss.
In contrast, the centrality-dependent RdAu values

strongly deviate from unity, manifesting as a suppression
(RdAu < 1) and enhancement (RdAu > 1) in central and
peripheral collisions, respectively, which increase in mag-
nitude with pT . Accordingly, the RCP is < 1 in most
selections and decreases systematically with pT and in
more central events. While the suppressed RdAu in 0%–
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collisions, and (c) RCP, as a function of pT . Systematic, statistical,
and normalization uncertainties are shown as shaded bands,
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uncertainty range of calculations incorporating nuclear parton
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√
s = 7 TeV. The vertical

bars represent the statistical uncertainties, and the open boxes repre-
sent the systematic ones. The filled rectangular boxes around R∗

pPb = 1

represent the luminosity uncertainties in the pPb and pp measurements.
The CMS measurements are compared to a NLO pQCD calculation [57]
that is based on the EPS09 nPDFs [19]. The theoretical calculations are
shown with solid lines, and the shaded bands around them represent the
theoretical uncertainties
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Fig. 9 Inclusive jet R∗
pPb integrated over centrality and in the |ηCM| <
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work, compared to ATLAS results [22] at |yCM| < 0.3 for the 0–90 %
most central collisions with distance parameter R = 0.4. The vertical
bars show the statistical uncertainties, and the open boxes represent the
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most central collisions, performed using a distance parame-
ter R = 0.4. Although the event selections and the jet recon-
struction are not exactly the same in the two measurements,
the results are in good agreement.

5 Summary

The inclusive jet spectra and nuclear modification factors
in pPb collisions at

√
sNN = 5.02 TeV have been mea-

sured. The data, corresponding to an integrated luminos-
ity of 30.1 nb−1, were collected by the CMS experiment in
2013. The jet transverse momentum spectra were measured
for pT > 56 GeV/c in six pseudorapidity intervals cover-
ing the range −2 < ηCM < 1.5 in the NN center-of-mass
system. The jet spectra were found to be softer away from
mid-rapidity. The jet production at forward and backward
pseudorapidity were compared, and no significant asymme-
try about ηCM = 0 was observed in the measured kinematic
range.

The differential jet cross section results were compared
with extrapolated pp reference spectra based on jet mea-
surements in pp collisions at

√
s = 7 TeV. The inclusive

jet nuclear modification factors R∗
pPb were observed to have

small enhancements compared to the reference pp jet spec-
tra at low jet pT in all ηCM ranges. In the anti-shadowing
region, for |ηCM| < 0.5 and 56 < pT < 300 GeV/c, the
value R∗

pPb = 1.17 ± 0.01 (stat) ± 0.12 (syst) was found.
The R∗

pPb appears to be approximately independent of pT,
except in the most backward pseudorapidity range. The R∗

pPb
measurements were found to be compatible with theoretical
predictions from NLO pQCD calculations that use EPS09
nPDFs.
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intrigue: “expectations” broken
✦ Undeniably flow-like signals are observed in small systems

✦ There is much growth and activity in studying flow (or flow-like) 

effects in small systems

✦ It is perhaps no longer obvious what “expectations” should be

✦ Looking at event activity (EA) binned data in small systems, 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and repeating the analysis. The variations were applied
simultaneously in the analyses of the dþ Au and pþ p
spectra to allow for their full or partial cancellation in the
RdAu and RCP quantities, with the exception of the variation
of k, described below.
The impact of uncertainties on the detector energy scales

was determined by varying the momenta of the recon-
structed tracks and clusters in simulation. The cluster
energies were varied by 3%. The track momenta were
varied by a track pT -dependent amount, which was 2% for
pT ≤ 10 GeV=c and increased linearly to 4% for
pT ¼ 30 GeV=c. The sensitivity of the results to the jet
selection was evaluated by varying the maximum and
minimum requirement on the calorimetric content of the
jet, and by raising the required number of jet constituents.
The uncertainty in the jet acceptance was evaluated by
doubling the fiducial distance between jets and the edges of
the detector, and by restricting the vertex z position to a
narrower range. The uncertainties associated with the
unfolding procedure were evaluated by changing the power
law index of the simulated pT spectrum by #1, and by
increasing and decreasing the value of k. Because they are
statistical in nature, the effects on the spectra from varying
k were treated as uncorrelated between the event classes.
The sensitivity to the underlying physics model was
evaluated by performing the corrections with a sample
of PYTHIA events analogous to the nominal one but
generated with TUNE A [39] and the CTEQ5L [40] set. A
2% uncertainty, uncorrelated between event classes, was
assigned to the spectra below 25 GeV=c to cover possible
defects in modeling the trigger efficiency.
For each observable, the magnitudes of the resulting

changes were added in quadrature to obtain a total
systematic uncertainty. The total uncertainty on the spectra
increased from 12% at pT ¼ 12 GeV=c to 30% or higher at
pT ¼ 50 GeV=cand was dominated at all pT by the energy
scale. Because the reconstruction procedure in dþ Au and
pþ p collisions was identical, and the performance,
corrections, and resulting spectra are very similar, the
effects of the variations on RdAu and RCP canceled to a
large degree. The uncertainties on this quantity ranged from
4% at pT ¼ 12 GeV=c (with no single source dominating)
to 15% or higher (dominated by unfolding and physics
model) at pT ¼ 50 GeV=c.
Additional normalization uncertainties on the pþ p

cross section of 10% arose from the uncertainty on
σpp=ϵpp. Uncertainties in the determination of TdAu con-
tributed to the RdAu and RCP, such that the total uncertainty
on these ranged from 3% to 13%.
Figure 2 summarizes the measured RdAu and RCP

quantities. The 0%–100% RdAu is consistent with unity
at all pT values and is pT independent within uncertainties.
The data are consistent with a next-to-leading order
calculation [41–44] incorporating the EPS09 [1] nuclear-
parton-density set, suggesting that nuclear effects are small

at high Q2 in the nuclear Bjorken-x range ≈0.1–0.5. When
compared to calculations over a range of energy loss rates
in the cold nucleus [4], the data favor only small momen-
tum transfers between the hard-scattered parton and nuclear
material, providing constraints on initial-state, or any
additional final-state, energy loss.
In contrast, the centrality-dependent RdAu values

strongly deviate from unity, manifesting as a suppression
(RdAu < 1) and enhancement (RdAu > 1) in central and
peripheral collisions, respectively, which increase in mag-
nitude with pT . Accordingly, the RCP is < 1 in most
selections and decreases systematically with pT and in
more central events. While the suppressed RdAu in 0%–
20% events is consistent with a calculation incorporating
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FIG. 2. RdAu for (a) 0%–100% and (b) centrality-selected
collisions, and (c) RCP, as a function of pT . Systematic, statistical,
and normalization uncertainties are shown as shaded bands,
vertical bars, and the leftmost bands centered at 1, respectively.
When error bands overlap vertically, their horizontal widths have
been adjusted so that both are visible. Dashed lines show the
uncertainty range of calculations incorporating nuclear parton
densities [1] and energy loss [4].
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and repeating the analysis. The variations were applied
simultaneously in the analyses of the dþ Au and pþ p
spectra to allow for their full or partial cancellation in the
RdAu and RCP quantities, with the exception of the variation
of k, described below.
The impact of uncertainties on the detector energy scales

was determined by varying the momenta of the recon-
structed tracks and clusters in simulation. The cluster
energies were varied by 3%. The track momenta were
varied by a track pT -dependent amount, which was 2% for
pT ≤ 10 GeV=c and increased linearly to 4% for
pT ¼ 30 GeV=c. The sensitivity of the results to the jet
selection was evaluated by varying the maximum and
minimum requirement on the calorimetric content of the
jet, and by raising the required number of jet constituents.
The uncertainty in the jet acceptance was evaluated by
doubling the fiducial distance between jets and the edges of
the detector, and by restricting the vertex z position to a
narrower range. The uncertainties associated with the
unfolding procedure were evaluated by changing the power
law index of the simulated pT spectrum by #1, and by
increasing and decreasing the value of k. Because they are
statistical in nature, the effects on the spectra from varying
k were treated as uncorrelated between the event classes.
The sensitivity to the underlying physics model was
evaluated by performing the corrections with a sample
of PYTHIA events analogous to the nominal one but
generated with TUNE A [39] and the CTEQ5L [40] set. A
2% uncertainty, uncorrelated between event classes, was
assigned to the spectra below 25 GeV=c to cover possible
defects in modeling the trigger efficiency.
For each observable, the magnitudes of the resulting

changes were added in quadrature to obtain a total
systematic uncertainty. The total uncertainty on the spectra
increased from 12% at pT ¼ 12 GeV=c to 30% or higher at
pT ¼ 50 GeV=cand was dominated at all pT by the energy
scale. Because the reconstruction procedure in dþ Au and
pþ p collisions was identical, and the performance,
corrections, and resulting spectra are very similar, the
effects of the variations on RdAu and RCP canceled to a
large degree. The uncertainties on this quantity ranged from
4% at pT ¼ 12 GeV=c (with no single source dominating)
to 15% or higher (dominated by unfolding and physics
model) at pT ¼ 50 GeV=c.
Additional normalization uncertainties on the pþ p

cross section of 10% arose from the uncertainty on
σpp=ϵpp. Uncertainties in the determination of TdAu con-
tributed to the RdAu and RCP, such that the total uncertainty
on these ranged from 3% to 13%.
Figure 2 summarizes the measured RdAu and RCP

quantities. The 0%–100% RdAu is consistent with unity
at all pT values and is pT independent within uncertainties.
The data are consistent with a next-to-leading order
calculation [41–44] incorporating the EPS09 [1] nuclear-
parton-density set, suggesting that nuclear effects are small

at high Q2 in the nuclear Bjorken-x range ≈0.1–0.5. When
compared to calculations over a range of energy loss rates
in the cold nucleus [4], the data favor only small momen-
tum transfers between the hard-scattered parton and nuclear
material, providing constraints on initial-state, or any
additional final-state, energy loss.
In contrast, the centrality-dependent RdAu values

strongly deviate from unity, manifesting as a suppression
(RdAu < 1) and enhancement (RdAu > 1) in central and
peripheral collisions, respectively, which increase in mag-
nitude with pT . Accordingly, the RCP is < 1 in most
selections and decreases systematically with pT and in
more central events. While the suppressed RdAu in 0%–
20% events is consistent with a calculation incorporating
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simultaneously in the analyses of the dþ Au and pþ p
spectra to allow for their full or partial cancellation in the
RdAu and RCP quantities, with the exception of the variation
of k, described below.
The impact of uncertainties on the detector energy scales

was determined by varying the momenta of the recon-
structed tracks and clusters in simulation. The cluster
energies were varied by 3%. The track momenta were
varied by a track pT -dependent amount, which was 2% for
pT ≤ 10 GeV=c and increased linearly to 4% for
pT ¼ 30 GeV=c. The sensitivity of the results to the jet
selection was evaluated by varying the maximum and
minimum requirement on the calorimetric content of the
jet, and by raising the required number of jet constituents.
The uncertainty in the jet acceptance was evaluated by
doubling the fiducial distance between jets and the edges of
the detector, and by restricting the vertex z position to a
narrower range. The uncertainties associated with the
unfolding procedure were evaluated by changing the power
law index of the simulated pT spectrum by #1, and by
increasing and decreasing the value of k. Because they are
statistical in nature, the effects on the spectra from varying
k were treated as uncorrelated between the event classes.
The sensitivity to the underlying physics model was
evaluated by performing the corrections with a sample
of PYTHIA events analogous to the nominal one but
generated with TUNE A [39] and the CTEQ5L [40] set. A
2% uncertainty, uncorrelated between event classes, was
assigned to the spectra below 25 GeV=c to cover possible
defects in modeling the trigger efficiency.
For each observable, the magnitudes of the resulting

changes were added in quadrature to obtain a total
systematic uncertainty. The total uncertainty on the spectra
increased from 12% at pT ¼ 12 GeV=c to 30% or higher at
pT ¼ 50 GeV=cand was dominated at all pT by the energy
scale. Because the reconstruction procedure in dþ Au and
pþ p collisions was identical, and the performance,
corrections, and resulting spectra are very similar, the
effects of the variations on RdAu and RCP canceled to a
large degree. The uncertainties on this quantity ranged from
4% at pT ¼ 12 GeV=c (with no single source dominating)
to 15% or higher (dominated by unfolding and physics
model) at pT ¼ 50 GeV=c.
Additional normalization uncertainties on the pþ p

cross section of 10% arose from the uncertainty on
σpp=ϵpp. Uncertainties in the determination of TdAu con-
tributed to the RdAu and RCP, such that the total uncertainty
on these ranged from 3% to 13%.
Figure 2 summarizes the measured RdAu and RCP

quantities. The 0%–100% RdAu is consistent with unity
at all pT values and is pT independent within uncertainties.
The data are consistent with a next-to-leading order
calculation [41–44] incorporating the EPS09 [1] nuclear-
parton-density set, suggesting that nuclear effects are small

at high Q2 in the nuclear Bjorken-x range ≈0.1–0.5. When
compared to calculations over a range of energy loss rates
in the cold nucleus [4], the data favor only small momen-
tum transfers between the hard-scattered parton and nuclear
material, providing constraints on initial-state, or any
additional final-state, energy loss.
In contrast, the centrality-dependent RdAu values

strongly deviate from unity, manifesting as a suppression
(RdAu < 1) and enhancement (RdAu > 1) in central and
peripheral collisions, respectively, which increase in mag-
nitude with pT . Accordingly, the RCP is < 1 in most
selections and decreases systematically with pT and in
more central events. While the suppressed RdAu in 0%–
20% events is consistent with a calculation incorporating
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Fig. 5. Measured R pPb values for R = 0.4 jets in p + Pb collisions in central (stars), 
mid-central (diamonds) and peripheral (crosses) events. Each panel shows the jet 
R pPb in a different rapidity range. Vertical error bars represent the statistical uncer-
tainty while the boxes represent the systematic uncertainties on the jet yields. The 
shaded boxes at the right edge of the R pPb = 1 horizontal line indicate the system-
atic uncertainties on T pA and the pp luminosity added in quadrature for (from left 
to right) peripheral, mid-central and central events.

The results presented here use the standard Glauber model 
with fixed σNN to estimate the geometric quantities. The impact of 
geometric models which incorporate event-by-event changes in the 
configuration of the proton wavefunction [41] has also been stud-
ied. Using the so called Glauber–Gribov Colour Fluctuation model 
to determine the geometric parameters amplifies the effects seen 
with the Glauber model. In this model, the suppression in cen-
tral events and the enhancement in peripheral events would be 
increased.

10. Conclusions

This paper presents the results of a measurement of the cen-
trality dependence of jet production in p + Pb collisions at √sNN =
5.02 TeV over a wide kinematic range. The data were collected 
with the ATLAS detector at the LHC and correspond to 27.8 nb−1

of integrated luminosity. The centrality of p + Pb collisions was 
characterised using the total transverse energy measured in the 
forward calorimeter on the Pb-going side covering the interval 
−4.9 < η < −3.2. The average number of nucleon–nucleon colli-
sions and the mean nuclear thickness factor were evaluated for 
each centrality interval using a Glauber Monte Carlo analysis.

Results are presented for the nuclear modification factor R pPb
with respect to a measurement of the inclusive jet cross-section 
in 

√
s = 2.76 TeV pp collisions corresponding to 4.0 pb−1 of in-

tegrated luminosity. The pp cross-section was xT-interpolated to 
5.02 TeV using previous ATLAS measurements of inclusive jet pro-

duction at 2.76 and 7 TeV. Results are also shown for the central-
to-peripheral ratio RCP. The centrality-inclusive R pPb results for 
0–90% collisions indicate only a modest enhancement over the ge-
ometric expectation. This enhancement has a weak pT and rapidity 
dependence and is generally consistent with predictions from the 
modification of the parton distribution functions in the nucleus, 
which is small in the kinematic region probed by this measure-
ment.

The results of the RCP measurement indicate a strong centrality-
dependent reduction in the yield of jets in central collisions rela-
tive to that in peripheral collisions, after accounting for the effects 
of the collision geometries. In addition, the reduction becomes 
more pronounced with increasing jet pT and at more forward 
(downstream proton) rapidities. These two results are reconciled 
by the centrality-dependent R pPb results, which show a suppres-
sion in central collisions and enhancement in peripheral collisions, 
a pattern which is systematic in pT and y∗ .

The RCP and R pPb measurements at forward rapidities are also 
reported as a function of pT × cosh(⟨y∗⟩), the approximate total jet 
energy. When plotted this way, the results from different rapidity 
intervals follow a similar trend. This suggests that the mechanism 
responsible for the observed effects may depend only on the to-
tal jet energy or, more generally, on the underlying parton–parton 
kinematics such as the fractional longitudinal momentum of the 
parton originating in the proton.

If the relationship between the centrality intervals and proton–
lead collision impact parameter determined by the geometric 
models is correct, these results imply large, impact parameter-
dependent changes in the number of partons available for hard 
scattering. However, they may also be the result of a correlation 
between the kinematics of the scattering and the soft interactions 
resulting in particle production at backward (Pb-going) rapidities 
[42,43].

Recently, the effects observed here have been hypothesised as 
arising from a suppression of the soft particle multiplicity in col-
lisions producing high energy jets [44]. Independently, it has also 
been argued that proton configurations containing a large-x parton 
interact with nucleons in the nucleus with a reduced cross-section, 
resulting in the observed modifications [45]. In any case the pres-
ence of such correlations would challenge the usual factorisation-
based framework for describing hard scattering processes in colli-
sions involving nuclei.
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Fig. 5. Measured R pPb values for R = 0.4 jets in p + Pb collisions in central (stars), 
mid-central (diamonds) and peripheral (crosses) events. Each panel shows the jet 
R pPb in a different rapidity range. Vertical error bars represent the statistical uncer-
tainty while the boxes represent the systematic uncertainties on the jet yields. The 
shaded boxes at the right edge of the R pPb = 1 horizontal line indicate the system-
atic uncertainties on T pA and the pp luminosity added in quadrature for (from left 
to right) peripheral, mid-central and central events.

The results presented here use the standard Glauber model 
with fixed σNN to estimate the geometric quantities. The impact of 
geometric models which incorporate event-by-event changes in the 
configuration of the proton wavefunction [41] has also been stud-
ied. Using the so called Glauber–Gribov Colour Fluctuation model 
to determine the geometric parameters amplifies the effects seen 
with the Glauber model. In this model, the suppression in cen-
tral events and the enhancement in peripheral events would be 
increased.

10. Conclusions

This paper presents the results of a measurement of the cen-
trality dependence of jet production in p + Pb collisions at √sNN =
5.02 TeV over a wide kinematic range. The data were collected 
with the ATLAS detector at the LHC and correspond to 27.8 nb−1

of integrated luminosity. The centrality of p + Pb collisions was 
characterised using the total transverse energy measured in the 
forward calorimeter on the Pb-going side covering the interval 
−4.9 < η < −3.2. The average number of nucleon–nucleon colli-
sions and the mean nuclear thickness factor were evaluated for 
each centrality interval using a Glauber Monte Carlo analysis.

Results are presented for the nuclear modification factor R pPb
with respect to a measurement of the inclusive jet cross-section 
in 

√
s = 2.76 TeV pp collisions corresponding to 4.0 pb−1 of in-

tegrated luminosity. The pp cross-section was xT-interpolated to 
5.02 TeV using previous ATLAS measurements of inclusive jet pro-

duction at 2.76 and 7 TeV. Results are also shown for the central-
to-peripheral ratio RCP. The centrality-inclusive R pPb results for 
0–90% collisions indicate only a modest enhancement over the ge-
ometric expectation. This enhancement has a weak pT and rapidity 
dependence and is generally consistent with predictions from the 
modification of the parton distribution functions in the nucleus, 
which is small in the kinematic region probed by this measure-
ment.

The results of the RCP measurement indicate a strong centrality-
dependent reduction in the yield of jets in central collisions rela-
tive to that in peripheral collisions, after accounting for the effects 
of the collision geometries. In addition, the reduction becomes 
more pronounced with increasing jet pT and at more forward 
(downstream proton) rapidities. These two results are reconciled 
by the centrality-dependent R pPb results, which show a suppres-
sion in central collisions and enhancement in peripheral collisions, 
a pattern which is systematic in pT and y∗ .

The RCP and R pPb measurements at forward rapidities are also 
reported as a function of pT × cosh(⟨y∗⟩), the approximate total jet 
energy. When plotted this way, the results from different rapidity 
intervals follow a similar trend. This suggests that the mechanism 
responsible for the observed effects may depend only on the to-
tal jet energy or, more generally, on the underlying parton–parton 
kinematics such as the fractional longitudinal momentum of the 
parton originating in the proton.

If the relationship between the centrality intervals and proton–
lead collision impact parameter determined by the geometric 
models is correct, these results imply large, impact parameter-
dependent changes in the number of partons available for hard 
scattering. However, they may also be the result of a correlation 
between the kinematics of the scattering and the soft interactions 
resulting in particle production at backward (Pb-going) rapidities 
[42,43].

Recently, the effects observed here have been hypothesised as 
arising from a suppression of the soft particle multiplicity in col-
lisions producing high energy jets [44]. Independently, it has also 
been argued that proton configurations containing a large-x parton 
interact with nucleons in the nucleus with a reduced cross-section, 
resulting in the observed modifications [45]. In any case the pres-
ence of such correlations would challenge the usual factorisation-
based framework for describing hard scattering processes in colli-
sions involving nuclei.
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Fig. 5. Measured R pPb values for R = 0.4 jets in p + Pb collisions in central (stars), 
mid-central (diamonds) and peripheral (crosses) events. Each panel shows the jet 
R pPb in a different rapidity range. Vertical error bars represent the statistical uncer-
tainty while the boxes represent the systematic uncertainties on the jet yields. The 
shaded boxes at the right edge of the R pPb = 1 horizontal line indicate the system-
atic uncertainties on T pA and the pp luminosity added in quadrature for (from left 
to right) peripheral, mid-central and central events.

The results presented here use the standard Glauber model 
with fixed σNN to estimate the geometric quantities. The impact of 
geometric models which incorporate event-by-event changes in the 
configuration of the proton wavefunction [41] has also been stud-
ied. Using the so called Glauber–Gribov Colour Fluctuation model 
to determine the geometric parameters amplifies the effects seen 
with the Glauber model. In this model, the suppression in cen-
tral events and the enhancement in peripheral events would be 
increased.

10. Conclusions

This paper presents the results of a measurement of the cen-
trality dependence of jet production in p + Pb collisions at √sNN =
5.02 TeV over a wide kinematic range. The data were collected 
with the ATLAS detector at the LHC and correspond to 27.8 nb−1

of integrated luminosity. The centrality of p + Pb collisions was 
characterised using the total transverse energy measured in the 
forward calorimeter on the Pb-going side covering the interval 
−4.9 < η < −3.2. The average number of nucleon–nucleon colli-
sions and the mean nuclear thickness factor were evaluated for 
each centrality interval using a Glauber Monte Carlo analysis.

Results are presented for the nuclear modification factor R pPb
with respect to a measurement of the inclusive jet cross-section 
in 

√
s = 2.76 TeV pp collisions corresponding to 4.0 pb−1 of in-

tegrated luminosity. The pp cross-section was xT-interpolated to 
5.02 TeV using previous ATLAS measurements of inclusive jet pro-

duction at 2.76 and 7 TeV. Results are also shown for the central-
to-peripheral ratio RCP. The centrality-inclusive R pPb results for 
0–90% collisions indicate only a modest enhancement over the ge-
ometric expectation. This enhancement has a weak pT and rapidity 
dependence and is generally consistent with predictions from the 
modification of the parton distribution functions in the nucleus, 
which is small in the kinematic region probed by this measure-
ment.

The results of the RCP measurement indicate a strong centrality-
dependent reduction in the yield of jets in central collisions rela-
tive to that in peripheral collisions, after accounting for the effects 
of the collision geometries. In addition, the reduction becomes 
more pronounced with increasing jet pT and at more forward 
(downstream proton) rapidities. These two results are reconciled 
by the centrality-dependent R pPb results, which show a suppres-
sion in central collisions and enhancement in peripheral collisions, 
a pattern which is systematic in pT and y∗ .

The RCP and R pPb measurements at forward rapidities are also 
reported as a function of pT × cosh(⟨y∗⟩), the approximate total jet 
energy. When plotted this way, the results from different rapidity 
intervals follow a similar trend. This suggests that the mechanism 
responsible for the observed effects may depend only on the to-
tal jet energy or, more generally, on the underlying parton–parton 
kinematics such as the fractional longitudinal momentum of the 
parton originating in the proton.

If the relationship between the centrality intervals and proton–
lead collision impact parameter determined by the geometric 
models is correct, these results imply large, impact parameter-
dependent changes in the number of partons available for hard 
scattering. However, they may also be the result of a correlation 
between the kinematics of the scattering and the soft interactions 
resulting in particle production at backward (Pb-going) rapidities 
[42,43].

Recently, the effects observed here have been hypothesised as 
arising from a suppression of the soft particle multiplicity in col-
lisions producing high energy jets [44]. Independently, it has also 
been argued that proton configurations containing a large-x parton 
interact with nucleons in the nucleus with a reduced cross-section, 
resulting in the observed modifications [45]. In any case the pres-
ence of such correlations would challenge the usual factorisation-
based framework for describing hard scattering processes in colli-
sions involving nuclei.
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Fig. 5. Measured R pPb values for R = 0.4 jets in p + Pb collisions in central (stars), 
mid-central (diamonds) and peripheral (crosses) events. Each panel shows the jet 
R pPb in a different rapidity range. Vertical error bars represent the statistical uncer-
tainty while the boxes represent the systematic uncertainties on the jet yields. The 
shaded boxes at the right edge of the R pPb = 1 horizontal line indicate the system-
atic uncertainties on T pA and the pp luminosity added in quadrature for (from left 
to right) peripheral, mid-central and central events.

The results presented here use the standard Glauber model 
with fixed σNN to estimate the geometric quantities. The impact of 
geometric models which incorporate event-by-event changes in the 
configuration of the proton wavefunction [41] has also been stud-
ied. Using the so called Glauber–Gribov Colour Fluctuation model 
to determine the geometric parameters amplifies the effects seen 
with the Glauber model. In this model, the suppression in cen-
tral events and the enhancement in peripheral events would be 
increased.

10. Conclusions

This paper presents the results of a measurement of the cen-
trality dependence of jet production in p + Pb collisions at √sNN =
5.02 TeV over a wide kinematic range. The data were collected 
with the ATLAS detector at the LHC and correspond to 27.8 nb−1

of integrated luminosity. The centrality of p + Pb collisions was 
characterised using the total transverse energy measured in the 
forward calorimeter on the Pb-going side covering the interval 
−4.9 < η < −3.2. The average number of nucleon–nucleon colli-
sions and the mean nuclear thickness factor were evaluated for 
each centrality interval using a Glauber Monte Carlo analysis.

Results are presented for the nuclear modification factor R pPb
with respect to a measurement of the inclusive jet cross-section 
in 

√
s = 2.76 TeV pp collisions corresponding to 4.0 pb−1 of in-

tegrated luminosity. The pp cross-section was xT-interpolated to 
5.02 TeV using previous ATLAS measurements of inclusive jet pro-

duction at 2.76 and 7 TeV. Results are also shown for the central-
to-peripheral ratio RCP. The centrality-inclusive R pPb results for 
0–90% collisions indicate only a modest enhancement over the ge-
ometric expectation. This enhancement has a weak pT and rapidity 
dependence and is generally consistent with predictions from the 
modification of the parton distribution functions in the nucleus, 
which is small in the kinematic region probed by this measure-
ment.

The results of the RCP measurement indicate a strong centrality-
dependent reduction in the yield of jets in central collisions rela-
tive to that in peripheral collisions, after accounting for the effects 
of the collision geometries. In addition, the reduction becomes 
more pronounced with increasing jet pT and at more forward 
(downstream proton) rapidities. These two results are reconciled 
by the centrality-dependent R pPb results, which show a suppres-
sion in central collisions and enhancement in peripheral collisions, 
a pattern which is systematic in pT and y∗ .

The RCP and R pPb measurements at forward rapidities are also 
reported as a function of pT × cosh(⟨y∗⟩), the approximate total jet 
energy. When plotted this way, the results from different rapidity 
intervals follow a similar trend. This suggests that the mechanism 
responsible for the observed effects may depend only on the to-
tal jet energy or, more generally, on the underlying parton–parton 
kinematics such as the fractional longitudinal momentum of the 
parton originating in the proton.

If the relationship between the centrality intervals and proton–
lead collision impact parameter determined by the geometric 
models is correct, these results imply large, impact parameter-
dependent changes in the number of partons available for hard 
scattering. However, they may also be the result of a correlation 
between the kinematics of the scattering and the soft interactions 
resulting in particle production at backward (Pb-going) rapidities 
[42,43].

Recently, the effects observed here have been hypothesised as 
arising from a suppression of the soft particle multiplicity in col-
lisions producing high energy jets [44]. Independently, it has also 
been argued that proton configurations containing a large-x parton 
interact with nucleons in the nucleus with a reduced cross-section, 
resulting in the observed modifications [45]. In any case the pres-
ence of such correlations would challenge the usual factorisation-
based framework for describing hard scattering processes in colli-
sions involving nuclei.
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motivation: what happened?
a few possibilities 

1. Traditional Glauber 
calculation and Ncoll are ok, 
and either Jet quenching or 
other new physics is present 

2. Traditional Ncoll calculation 
and/or application cannot be 
applied as in A+A due to new 
physics

a few current results* 

(1)Correlation between suppression 
and total p-going jet momentum 
(ptot vs pT) at ATLAS


(2)Theory conserving p(/d) ptot 
suggests anti-correlation 
between multiplicity & hard 
scattering (ergo modify Glauber) 
(e.g.: Kordell II & Majumder, 
2018)


(3)Semi inclusive measurements 
circumvent Ncoll entirely at ALICE 
(with current null result on jet 
quenching at mid rapidity) 
* some details are given in “extra slides” 
  at end of presentation
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what can STAR do from here?

Intriguing jet spectra in 

✦ d+Au @ 200GeV (PHENIX)

✦ p+Pb @ 5.2 TeV (LHC)

Current STAR

Has large p+Au 200 GeV dataset from 2015

ALICE   p+Pb→h+jet+X

✦ Circumvent Glauber dependence

✦ Suggests no jet quenching at mid-

rapidity

Large dataset triggered on BEMC Calorimeter 
hits 
⇒ p+Au→BEMChit+jet+X

EA determined by high |η| activity Beam Beam Counter (BBC) ADC 
signal measured at |η|∈(3.3,5.0)

ATLAS 

✦ Hint of new physics in 

xp (~pT cosh(η)/(        /2)) correlation 
in jet enhancement/suppression

Theory 

✦ Suggested correlations between 

EA at high |η| and observables at 
mid rapidity not seen in A+A

Due to lower       , have statistics to 
report jet spectra at matching xp

Before generating jet spectra, and taking ratios 
of EA, look at EA in the data and its correlation 
to mid rapidity observables

SNN

SNN
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/17!Nihar Sahoo, Hot Quarks 2016, South Padre Island, Texas ! 4!

BEMC

 TPC

© Maria & Alex Schmah  

STAR detector system 

2π-azimuth and |η| < 1.0 
both for BEMC and TPC

!  Discrimination between π0!ϒϒ and ϒdir  is key part of this analysis 

!   By Transverse Shower Profile (TSP) method  
!   Using Barrel Shower Maximum Detector (BSMD) 

BEMC

TPC
BBC

!9

sub systems of interest

✦ Time Projection Chamber (TPC) 

Measures charged tracks with pT


✦ Barrel Electromagnetic Calorimeter 
(BEMC) measures energy 
deposition, primarily neutral particles


✦ Beam Beam Counter (BBC) 
plastic scintillators 
The sum of the grey (inner) tiles in 
the BBC in the Au going direction, 
corrected for z-vertex and 
luminosity, is the EA estimator 
(EABBC)

2π-azimuth & 3.3<|η|<5.0 for BBC 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     STAR Preliminary

p+Au          = 200 GeV

detector level uncorrected

charged tracks |η|<1.0

sNN

Although the data is 
uncorrected, the 
corrections are 
expected to be 
independent of EA; 
therefore these 
trends are expected 
to persist

take away

As expected — 
positive correlation 
between EA and 
probability of finding 
a trigger tower in 
BEMC & ⟨Nch⟩ &⟨Σpch

T ⟩

Trigger bias 
systematics added 
in quadrature with 
statistical errors

correlations at |η|<1.0 for deciles of EA

Contrary to typical 
Glauber calculation:


Chance of finding a 
high pT track at central 
lη| not monotonically 
increasing with EA
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correlations at |η|<1.0 for deciles of EA: w/higher ET triggers

     STAR Preliminary

p+Au          = 200 GeV

detector level uncorrected

charged tracks |η|<1.0

sNN

The positive 
correlation  between 
EA and chance of 
finding a mid-rapidity 
event weaken at 
harder trigger 
requirements

The statistics are 
limiting; however it 
is hinted that with 
a harder trigger, 
the anti-correlation 
is increased

Although the data is 
uncorrected, the 
corrections are 
expected to be 
independent of EA; 
therefore these 
trends are expected 
to persist

Trigger bias 
systematics added 
in quadrature with 
statistical errors
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sNN
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distributions behind these tightly defined means

Note: although the data 
is uncorrected, the 
corrections are expected 
to be independent of EA; 
therefore these trends 
are expected to persist

Note that the EA 
percentage definition 
follows the convention 
from centrality: 0% is 
maximum EA, and 100% 
is minimum EA 

Although the means of 
these distributions are well 
defined and distinct in EA 
bins, the distributions are 
broad with a large amount 
of overlap between the 
highest and lowest EA sets
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conclusions
Event Activity to mid rapidity correlations in 200 GeV p+Au 
collisions indicate:

✦ EABBC is broadly correlated with multiplicity and mid rapidity 

indications of total EA

✦ In contrast with the traditional Glauber model, the chance of 

finding a mid rapidity high pT hard scattering does not 
monotonically increase with EA


There are, however, theory models against which to adapt the 
Glauber; these may ultimately provide better insight in how to 
measure EA*


Noting the above, it is still meaningful to obtain the trigger-hadron 
jet spectra to:

✦ Compare to theory

✦ Compare against existing measurements (next slide)

✦ Check ratios in xp *  Kordell II & Majumder Physical Review C 97, (2018)  

 Armesto, Gulhan, Milhano, Physics Letters B 747, 441–445 (2015).
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next to do

p + Au → BEMCHit + jet + X

✦ Compare against PHENIX inclusive jets at 

same √sNN (200 GeV)

✦ Compare against ATLAS over same xp 

(~0-0.44)

✦ Compare against ALICE semi-inclusive 

spectra (does enhancement/suppression 
drop out)?


✦ Compare against theory

release semi-inclusive jet spectra
400 ATLAS Collaboration / Physics Letters B 748 (2015) 392–413

Fig. 6. Measured RCP values for R = 0.4 jets in 0–10% p + Pb collisions. The panel on the left shows the five rapidity ranges that are the most forward-going, while the panel 
on the right shows the remaining five. The RCP values at each rapidity are plotted as a function of pT × cosh(⟨y∗⟩), where ⟨y∗⟩ is the midpoint of the rapidity bin. Vertical 
error bars represent the statistical uncertainty while the boxes represent the systematic uncertainties on the jet yields. The shaded box at the left edge (in the left panel) 
and right edge (in the right panel) of the RCP = 1 horizontal line indicates the systematic uncertainty on Rcoll .

Fig. 7. Measured R pPb values for R = 0.4 jets in p + Pb collisions displayed for multiple rapidity ranges, showing 0–10% events in the left panel and 60–90% events in the 
right panel. The R pPb at each rapidity is plotted as a function of pT × cosh(⟨y∗⟩), where ⟨y∗⟩ is the midpoint of the rapidity bin. Vertical error bars represent the statistical 
uncertainty while the boxes represent the systematic uncertainties on the jet yields. The shaded box at the left edge of the R pPb = 1 horizontal line indicates the systematic 
uncertainties on TpA and the pp luminosity added in quadrature.
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Fig. 6. Measured RCP values for R = 0.4 jets in 0–10% p + Pb collisions. The panel on the left shows the five rapidity ranges that are the most forward-going, while the panel 
on the right shows the remaining five. The RCP values at each rapidity are plotted as a function of pT × cosh(⟨y∗⟩), where ⟨y∗⟩ is the midpoint of the rapidity bin. Vertical 
error bars represent the statistical uncertainty while the boxes represent the systematic uncertainties on the jet yields. The shaded box at the left edge (in the left panel) 
and right edge (in the right panel) of the RCP = 1 horizontal line indicates the systematic uncertainty on Rcoll .

Fig. 7. Measured R pPb values for R = 0.4 jets in p + Pb collisions displayed for multiple rapidity ranges, showing 0–10% events in the left panel and 60–90% events in the 
right panel. The R pPb at each rapidity is plotted as a function of pT × cosh(⟨y∗⟩), where ⟨y∗⟩ is the midpoint of the rapidity bin. Vertical error bars represent the statistical 
uncertainty while the boxes represent the systematic uncertainties on the jet yields. The shaded box at the left edge of the R pPb = 1 horizontal line indicates the systematic 
uncertainties on TpA and the pp luminosity added in quadrature.
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Fig. 3. Measured R pPb values for R = 0.4 jets in 0–90% p + Pb collisions. Each panel 
shows the jet R pPb in a different rapidity range. Vertical error bars represent the 
statistical uncertainty while the boxes represent the systematic uncertainties on the 
jet yields. The shaded box at the left edge of the R pPb = 1 horizontal line indicates 
the systematic uncertainty on T pA and the pp luminosity in quadrature. The shaded 
band represents a calculation using the EPS09 nuclear parton distribution function 
set.

Given the observed suppression pattern as a function of jet ra-
pidity, in which the suppression in RCP at fixed pT systematically 
increases at more forward-going rapidities, it is natural to ask if 
it is possible to find a single relationship between the RCP val-
ues in the different rapidity intervals which is a function of jet 
kinematics alone. To test this, the RCP values in each rapidity bin 
were plotted against the quantity pT × cosh(⟨y∗⟩) ≈ E , where ⟨y∗⟩
is the centre of the rapidity bin and E is the total energy of the 
jet. In relativistic kinematics, the total energy of a particle is given 
by E = mT cosh(y∗), where the transverse mass mT =

√
m2 + p2

T . 
In the kinematic range studied, the mass of the typical jet is suf-
ficiently small relative to its transverse momentum that approx-
imating the transverse mass, mT, with the pT is reasonable. The 
0–10%/60–90% RCP versus pT × cosh(⟨y∗⟩) is shown for all ten ra-
pidity ranges in Fig. 6. When plotted against this variable, the RCP
values in each of the five forward-going rapidities (y∗ > +0.8) fall 
along the same curve, which is approximately linear in the loga-
rithm of E . This trend is also observed in the two most forward of 
the remaining rapidity intervals (− 0.3 < y∗ < +0.8), but the RCP
values at backward rapidities (y∗ < − 0.3) do not follow this trend. 
This pattern is also observed in other centrality intervals, albeit 
with a different slope in ln(E) for each centrality interval.

These patterns suggest that the observed modifications may de-
pend on the initial parton kinematics, such as the longitudinal 
momentum fraction of the parton originating in the proton, xp . 
In particular, a dependence on xp would explain why the data fol-

Fig. 4. Measured RCP values for R = 0.4 jets in p + Pb collisions in central (stars), 
mid-central (diamonds) and mid-peripheral (crosses) events. Each panel shows the 
jet RCP in a different rapidity range. Vertical error bars represent the statistical un-
certainty while the boxes represent the systematic uncertainties on the jet yields. 
The shaded boxes at the left edge of the RCP = 1 horizontal line indicate the system-
atic uncertainty on Rcoll for (from left to right) peripheral, mid-central and central 
events.

low a consistent trend vs. pT × cosh(⟨y∗⟩) at forward rapidities 
(where jet production at a given jet energy E is dominated by 
xp ∼ E/(

√
s/2 ) partons in the proton) but do not do so at back-

ward rapidities (where the longitudinal momentum fraction of the 
parton originating in the lead nucleus, xPb, as well as xp are both 
needed to relate the jet and parton kinematics).

By analogy with Fig. 6 where the RCP values are plotted versus 
pT × cosh(⟨y∗⟩), the R pPb values in the four most forward-going 
bins studied are plotted against this variable in Fig. 7 . The R pPb
values in central and peripheral events are shown separately. Al-
though the systematic uncertainties are larger on R pPb than on 
RCP, the observed behaviour for jets with pT > 150 GeV is con-
sistent with the nuclear modifications depending only on the ap-
proximate total jet energy pT × cosh(⟨y∗⟩). In central (peripheral) 
events, the R pPb values at forward rapidities are consistent with 
a rapidity-independent decreasing (increasing) function of pT ×
cosh(⟨y∗⟩). Thus, the single trend in RCP versus pT × cosh(⟨y∗⟩) at 
forward rapidities appears to arise from opposite trends in the cen-
tral and peripheral R pPb, both a single function of pT × cosh(⟨y∗⟩).
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Fig. 3. Measured R pPb values for R = 0.4 jets in 0–90% p + Pb collisions. Each panel 
shows the jet R pPb in a different rapidity range. Vertical error bars represent the 
statistical uncertainty while the boxes represent the systematic uncertainties on the 
jet yields. The shaded box at the left edge of the R pPb = 1 horizontal line indicates 
the systematic uncertainty on T pA and the pp luminosity in quadrature. The shaded 
band represents a calculation using the EPS09 nuclear parton distribution function 
set.
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pidity, in which the suppression in RCP at fixed pT systematically 
increases at more forward-going rapidities, it is natural to ask if 
it is possible to find a single relationship between the RCP val-
ues in the different rapidity intervals which is a function of jet 
kinematics alone. To test this, the RCP values in each rapidity bin 
were plotted against the quantity pT × cosh(⟨y∗⟩) ≈ E , where ⟨y∗⟩
is the centre of the rapidity bin and E is the total energy of the 
jet. In relativistic kinematics, the total energy of a particle is given 
by E = mT cosh(y∗), where the transverse mass mT =

√
m2 + p2

T . 
In the kinematic range studied, the mass of the typical jet is suf-
ficiently small relative to its transverse momentum that approx-
imating the transverse mass, mT, with the pT is reasonable. The 
0–10%/60–90% RCP versus pT × cosh(⟨y∗⟩) is shown for all ten ra-
pidity ranges in Fig. 6. When plotted against this variable, the RCP
values in each of the five forward-going rapidities (y∗ > +0.8) fall 
along the same curve, which is approximately linear in the loga-
rithm of E . This trend is also observed in the two most forward of 
the remaining rapidity intervals (− 0.3 < y∗ < +0.8), but the RCP
values at backward rapidities (y∗ < − 0.3) do not follow this trend. 
This pattern is also observed in other centrality intervals, albeit 
with a different slope in ln(E) for each centrality interval.

These patterns suggest that the observed modifications may de-
pend on the initial parton kinematics, such as the longitudinal 
momentum fraction of the parton originating in the proton, xp . 
In particular, a dependence on xp would explain why the data fol-

Fig. 4. Measured RCP values for R = 0.4 jets in p + Pb collisions in central (stars), 
mid-central (diamonds) and mid-peripheral (crosses) events. Each panel shows the 
jet RCP in a different rapidity range. Vertical error bars represent the statistical un-
certainty while the boxes represent the systematic uncertainties on the jet yields. 
The shaded boxes at the left edge of the RCP = 1 horizontal line indicate the system-
atic uncertainty on Rcoll for (from left to right) peripheral, mid-central and central 
events.

low a consistent trend vs. pT × cosh(⟨y∗⟩) at forward rapidities 
(where jet production at a given jet energy E is dominated by 
xp ∼ E/(

√
s/2 ) partons in the proton) but do not do so at back-

ward rapidities (where the longitudinal momentum fraction of the 
parton originating in the lead nucleus, xPb, as well as xp are both 
needed to relate the jet and parton kinematics).

By analogy with Fig. 6 where the RCP values are plotted versus 
pT × cosh(⟨y∗⟩), the R pPb values in the four most forward-going 
bins studied are plotted against this variable in Fig. 7 . The R pPb
values in central and peripheral events are shown separately. Al-
though the systematic uncertainties are larger on R pPb than on 
RCP, the observed behaviour for jets with pT > 150 GeV is con-
sistent with the nuclear modifications depending only on the ap-
proximate total jet energy pT × cosh(⟨y∗⟩). In central (peripheral) 
events, the R pPb values at forward rapidities are consistent with 
a rapidity-independent decreasing (increasing) function of pT ×
cosh(⟨y∗⟩). Thus, the single trend in RCP versus pT × cosh(⟨y∗⟩) at 
forward rapidities appears to arise from opposite trends in the cen-
tral and peripheral R pPb, both a single function of pT × cosh(⟨y∗⟩).
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Fig. 3. Measured R pPb values for R = 0.4 jets in 0–90% p + Pb collisions. Each panel 
shows the jet R pPb in a different rapidity range. Vertical error bars represent the 
statistical uncertainty while the boxes represent the systematic uncertainties on the 
jet yields. The shaded box at the left edge of the R pPb = 1 horizontal line indicates 
the systematic uncertainty on T pA and the pp luminosity in quadrature. The shaded 
band represents a calculation using the EPS09 nuclear parton distribution function 
set.

Given the observed suppression pattern as a function of jet ra-
pidity, in which the suppression in RCP at fixed pT systematically 
increases at more forward-going rapidities, it is natural to ask if 
it is possible to find a single relationship between the RCP val-
ues in the different rapidity intervals which is a function of jet 
kinematics alone. To test this, the RCP values in each rapidity bin 
were plotted against the quantity pT × cosh(⟨y∗⟩) ≈ E , where ⟨y∗⟩
is the centre of the rapidity bin and E is the total energy of the 
jet. In relativistic kinematics, the total energy of a particle is given 
by E = mT cosh(y∗), where the transverse mass mT =

√
m2 + p2

T . 
In the kinematic range studied, the mass of the typical jet is suf-
ficiently small relative to its transverse momentum that approx-
imating the transverse mass, mT, with the pT is reasonable. The 
0–10%/60–90% RCP versus pT × cosh(⟨y∗⟩) is shown for all ten ra-
pidity ranges in Fig. 6. When plotted against this variable, the RCP
values in each of the five forward-going rapidities (y∗ > +0.8) fall 
along the same curve, which is approximately linear in the loga-
rithm of E . This trend is also observed in the two most forward of 
the remaining rapidity intervals (− 0.3 < y∗ < +0.8), but the RCP
values at backward rapidities (y∗ < − 0.3) do not follow this trend. 
This pattern is also observed in other centrality intervals, albeit 
with a different slope in ln(E) for each centrality interval.

These patterns suggest that the observed modifications may de-
pend on the initial parton kinematics, such as the longitudinal 
momentum fraction of the parton originating in the proton, xp . 
In particular, a dependence on xp would explain why the data fol-

Fig. 4. Measured RCP values for R = 0.4 jets in p + Pb collisions in central (stars), 
mid-central (diamonds) and mid-peripheral (crosses) events. Each panel shows the 
jet RCP in a different rapidity range. Vertical error bars represent the statistical un-
certainty while the boxes represent the systematic uncertainties on the jet yields. 
The shaded boxes at the left edge of the RCP = 1 horizontal line indicate the system-
atic uncertainty on Rcoll for (from left to right) peripheral, mid-central and central 
events.

low a consistent trend vs. pT × cosh(⟨y∗⟩) at forward rapidities 
(where jet production at a given jet energy E is dominated by 
xp ∼ E/(

√
s/2 ) partons in the proton) but do not do so at back-

ward rapidities (where the longitudinal momentum fraction of the 
parton originating in the lead nucleus, xPb, as well as xp are both 
needed to relate the jet and parton kinematics).

By analogy with Fig. 6 where the RCP values are plotted versus 
pT × cosh(⟨y∗⟩), the R pPb values in the four most forward-going 
bins studied are plotted against this variable in Fig. 7 . The R pPb
values in central and peripheral events are shown separately. Al-
though the systematic uncertainties are larger on R pPb than on 
RCP, the observed behaviour for jets with pT > 150 GeV is con-
sistent with the nuclear modifications depending only on the ap-
proximate total jet energy pT × cosh(⟨y∗⟩). In central (peripheral) 
events, the R pPb values at forward rapidities are consistent with 
a rapidity-independent decreasing (increasing) function of pT ×
cosh(⟨y∗⟩). Thus, the single trend in RCP versus pT × cosh(⟨y∗⟩) at 
forward rapidities appears to arise from opposite trends in the cen-
tral and peripheral R pPb, both a single function of pT × cosh(⟨y∗⟩).
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Fig. 3. Measured R pPb values for R = 0.4 jets in 0–90% p + Pb collisions. Each panel 
shows the jet R pPb in a different rapidity range. Vertical error bars represent the 
statistical uncertainty while the boxes represent the systematic uncertainties on the 
jet yields. The shaded box at the left edge of the R pPb = 1 horizontal line indicates 
the systematic uncertainty on T pA and the pp luminosity in quadrature. The shaded 
band represents a calculation using the EPS09 nuclear parton distribution function 
set.

Given the observed suppression pattern as a function of jet ra-
pidity, in which the suppression in RCP at fixed pT systematically 
increases at more forward-going rapidities, it is natural to ask if 
it is possible to find a single relationship between the RCP val-
ues in the different rapidity intervals which is a function of jet 
kinematics alone. To test this, the RCP values in each rapidity bin 
were plotted against the quantity pT × cosh(⟨y∗⟩) ≈ E , where ⟨y∗⟩
is the centre of the rapidity bin and E is the total energy of the 
jet. In relativistic kinematics, the total energy of a particle is given 
by E = mT cosh(y∗), where the transverse mass mT =

√
m2 + p2

T . 
In the kinematic range studied, the mass of the typical jet is suf-
ficiently small relative to its transverse momentum that approx-
imating the transverse mass, mT, with the pT is reasonable. The 
0–10%/60–90% RCP versus pT × cosh(⟨y∗⟩) is shown for all ten ra-
pidity ranges in Fig. 6. When plotted against this variable, the RCP
values in each of the five forward-going rapidities (y∗ > +0.8) fall 
along the same curve, which is approximately linear in the loga-
rithm of E . This trend is also observed in the two most forward of 
the remaining rapidity intervals (− 0.3 < y∗ < +0.8), but the RCP
values at backward rapidities (y∗ < − 0.3) do not follow this trend. 
This pattern is also observed in other centrality intervals, albeit 
with a different slope in ln(E) for each centrality interval.

These patterns suggest that the observed modifications may de-
pend on the initial parton kinematics, such as the longitudinal 
momentum fraction of the parton originating in the proton, xp . 
In particular, a dependence on xp would explain why the data fol-

Fig. 4. Measured RCP values for R = 0.4 jets in p + Pb collisions in central (stars), 
mid-central (diamonds) and mid-peripheral (crosses) events. Each panel shows the 
jet RCP in a different rapidity range. Vertical error bars represent the statistical un-
certainty while the boxes represent the systematic uncertainties on the jet yields. 
The shaded boxes at the left edge of the RCP = 1 horizontal line indicate the system-
atic uncertainty on Rcoll for (from left to right) peripheral, mid-central and central 
events.

low a consistent trend vs. pT × cosh(⟨y∗⟩) at forward rapidities 
(where jet production at a given jet energy E is dominated by 
xp ∼ E/(

√
s/2 ) partons in the proton) but do not do so at back-

ward rapidities (where the longitudinal momentum fraction of the 
parton originating in the lead nucleus, xPb, as well as xp are both 
needed to relate the jet and parton kinematics).

By analogy with Fig. 6 where the RCP values are plotted versus 
pT × cosh(⟨y∗⟩), the R pPb values in the four most forward-going 
bins studied are plotted against this variable in Fig. 7 . The R pPb
values in central and peripheral events are shown separately. Al-
though the systematic uncertainties are larger on R pPb than on 
RCP, the observed behaviour for jets with pT > 150 GeV is con-
sistent with the nuclear modifications depending only on the ap-
proximate total jet energy pT × cosh(⟨y∗⟩). In central (peripheral) 
events, the R pPb values at forward rapidities are consistent with 
a rapidity-independent decreasing (increasing) function of pT ×
cosh(⟨y∗⟩). Thus, the single trend in RCP versus pT × cosh(⟨y∗⟩) at 
forward rapidities appears to arise from opposite trends in the cen-
tral and peripheral R pPb, both a single function of pT × cosh(⟨y∗⟩).
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Fig. 3. Measured R pPb values for R = 0.4 jets in 0–90% p + Pb collisions. Each panel 
shows the jet R pPb in a different rapidity range. Vertical error bars represent the 
statistical uncertainty while the boxes represent the systematic uncertainties on the 
jet yields. The shaded box at the left edge of the R pPb = 1 horizontal line indicates 
the systematic uncertainty on T pA and the pp luminosity in quadrature. The shaded 
band represents a calculation using the EPS09 nuclear parton distribution function 
set.

Given the observed suppression pattern as a function of jet ra-
pidity, in which the suppression in RCP at fixed pT systematically 
increases at more forward-going rapidities, it is natural to ask if 
it is possible to find a single relationship between the RCP val-
ues in the different rapidity intervals which is a function of jet 
kinematics alone. To test this, the RCP values in each rapidity bin 
were plotted against the quantity pT × cosh(⟨y∗⟩) ≈ E , where ⟨y∗⟩
is the centre of the rapidity bin and E is the total energy of the 
jet. In relativistic kinematics, the total energy of a particle is given 
by E = mT cosh(y∗), where the transverse mass mT =

√
m2 + p2

T . 
In the kinematic range studied, the mass of the typical jet is suf-
ficiently small relative to its transverse momentum that approx-
imating the transverse mass, mT, with the pT is reasonable. The 
0–10%/60–90% RCP versus pT × cosh(⟨y∗⟩) is shown for all ten ra-
pidity ranges in Fig. 6. When plotted against this variable, the RCP
values in each of the five forward-going rapidities (y∗ > +0.8) fall 
along the same curve, which is approximately linear in the loga-
rithm of E . This trend is also observed in the two most forward of 
the remaining rapidity intervals (− 0.3 < y∗ < +0.8), but the RCP
values at backward rapidities (y∗ < − 0.3) do not follow this trend. 
This pattern is also observed in other centrality intervals, albeit 
with a different slope in ln(E) for each centrality interval.

These patterns suggest that the observed modifications may de-
pend on the initial parton kinematics, such as the longitudinal 
momentum fraction of the parton originating in the proton, xp . 
In particular, a dependence on xp would explain why the data fol-

Fig. 4. Measured RCP values for R = 0.4 jets in p + Pb collisions in central (stars), 
mid-central (diamonds) and mid-peripheral (crosses) events. Each panel shows the 
jet RCP in a different rapidity range. Vertical error bars represent the statistical un-
certainty while the boxes represent the systematic uncertainties on the jet yields. 
The shaded boxes at the left edge of the RCP = 1 horizontal line indicate the system-
atic uncertainty on Rcoll for (from left to right) peripheral, mid-central and central 
events.

low a consistent trend vs. pT × cosh(⟨y∗⟩) at forward rapidities 
(where jet production at a given jet energy E is dominated by 
xp ∼ E/(

√
s/2 ) partons in the proton) but do not do so at back-

ward rapidities (where the longitudinal momentum fraction of the 
parton originating in the lead nucleus, xPb, as well as xp are both 
needed to relate the jet and parton kinematics).

By analogy with Fig. 6 where the RCP values are plotted versus 
pT × cosh(⟨y∗⟩), the R pPb values in the four most forward-going 
bins studied are plotted against this variable in Fig. 7 . The R pPb
values in central and peripheral events are shown separately. Al-
though the systematic uncertainties are larger on R pPb than on 
RCP, the observed behaviour for jets with pT > 150 GeV is con-
sistent with the nuclear modifications depending only on the ap-
proximate total jet energy pT × cosh(⟨y∗⟩). In central (peripheral) 
events, the R pPb values at forward rapidities are consistent with 
a rapidity-independent decreasing (increasing) function of pT ×
cosh(⟨y∗⟩). Thus, the single trend in RCP versus pT × cosh(⟨y∗⟩) at 
forward rapidities appears to arise from opposite trends in the cen-
tral and peripheral R pPb, both a single function of pT × cosh(⟨y∗⟩).

400 ATLAS Collaboration / Physics Letters B 748 (2015) 392–413

Fig. 6. Measured RCP values for R = 0.4 jets in 0–10% p + Pb collisions. The panel on the left shows the five rapidity ranges that are the most forward-going, while the panel 
on the right shows the remaining five. The RCP values at each rapidity are plotted as a function of pT × cosh(⟨y∗⟩), where ⟨y∗⟩ is the midpoint of the rapidity bin. Vertical 
error bars represent the statistical uncertainty while the boxes represent the systematic uncertainties on the jet yields. The shaded box at the left edge (in the left panel) 
and right edge (in the right panel) of the RCP = 1 horizontal line indicates the systematic uncertainty on Rcoll .

Fig. 7. Measured R pPb values for R = 0.4 jets in p + Pb collisions displayed for multiple rapidity ranges, showing 0–10% events in the left panel and 60–90% events in the 
right panel. The R pPb at each rapidity is plotted as a function of pT × cosh(⟨y∗⟩), where ⟨y∗⟩ is the midpoint of the rapidity bin. Vertical error bars represent the statistical 
uncertainty while the boxes represent the systematic uncertainties on the jet yields. The shaded box at the left edge of the R pPb = 1 horizontal line indicates the systematic 
uncertainties on TpA and the pp luminosity added in quadrature.
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black stars from left figure 
replotted below with new 

 x-axis scaling

ATLAS Physics Letters B 748, 392–413 (2015)

Takeaway: pT×cosh(η)≡p (total momentum)  ⇒  p-going RCP appears to relate to xp  
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modify Glauber to conserve ptot of d/p and get
Rjet High EA

(p/d)A < 1 & Rjet Low EA
(p/d)A > 1

✦ Traditional Glauber treats all Ncoll collisions as equal

✦ Modify Glauber for depletion of energy (ptotal) of the proton/deuteron

✦ Primary result:  more high energy jets (from Ncoll) are correlated with 

lower overall multiplicity (by energy conservation)

✦ Takeaway: high & low EA events are mis-binned causing RCP to drop        
 
 

11

FIG. 17: Color Online: Same as Fig. 15, except for 40-
60% centrality.

FIG. 18: Color Online: Same as Fig. 15, except for 60-
88% centrality.

The experimental results for RdA in d-Au colli-
sions are rather unexpected. The largest modifica-
tion is seen in the most peripheral bin, which by all
accounts should resemble p-p most closely. We now
attempt to calculate the RdA using prescription B,
i.e., using the simulated number of charged particles
produced to bin in centrality. The charged parti-
cles are gathered over all rapidities, in events that
contain a high-pT ⇡

0 and then compared with the
outlined division in Fig. 9. Using this prescription,
an excellent agreement is obtained with experimen-
tal data on the nuclear modification factor of high pT

neutral pion production. One notes that for central
collisions, the RdA is consistent with one and con-
tinues to rise as one moves towards more peripheral

collisions.
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FIG. 19: Color Online: The fraction of events that shift
in or out from each centrality bin as the definition of
centrality is changed from binary collisions to number of
charged particles produced. The fractional bin shift is
plotted as a percentage of the number of events in the
original definition with number of binary collisions, as a
function of the transverse energy of the detected pion.
See text for details.

To understand the reason behind the positive
comparison between simulation and experiment, we
focus on how the events with jets are binned in dif-
ferent centrality bins. In particular we look at how
the number of events within each bin, change as we
transition from binning according to the number of
binary collisions to binning according to the number
of charged particles produced. We focus on events
with a high pT pion and isolate the number of events
captured in each centrality bin defined by the num-
ber of charged particles produced (prescription B),
subtracted from this is the number of events cap-
tured in the same bin defined by the number of bi-
nary collisions (prescription A). This di↵erence is
then expressed as a fraction of the number of events
captured using prescription A. This is plotted as
a function of the pT of the pion in Fig. 19. We
notice that central and the number of semi-central
(20-40%) events when binned in terms of produced
charged particles are suppressed compared to the
case when they binned according to the number of
binary collision. These lost events show up in the
more peripheral collisions, and lead to an enhance-
ment in those collisions. This is the reason that pe-
ripheral events as measured in experiment are en-
hanced compared to binary scaled p-p. Central col-

Kordell II & Majumder Physical Review C 97, (2018)

Low EA events getting extra counts

High EA events getting less counts

from (2) (slide 7)
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circumvent Ncoll w/ semi-inclusive measurement

Measure jet spectra vs number of triggers; 
Ncoll dependence cancels in ratio:

trigger (t)
recoil jet|φtrigger−φrecoil-jet|>3/4 π

transverse jet

1/2π<|φtrigger−φtransverse-jet|<3/4 π

A + p → t + jet + X 

If no nuclear modification for product “Y”: 

Sub into       and cancel Ncoll:

Ncoll calculation is no longer required to compare spectra to p+p


a
1

Nt,p+A
trig

dNp+A
jet

dpp+A
T, jet

=
1

σp+A→t+X

dσp+A→t+jet+X

dpp+A
T, jet

σp+A→Y = Ncoll σp+p→Y

a

( 1
σp+p→t+X

dσp+p→t+jet+X

dpp+p
T, jet ) Ncoll

Ncoll
=

1
Nt,p+p

trig

dNp+p
jet

pT, jet

method:from (3) (slide 7)
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application and results

✦ Use high |η| multiplicity to 
define EA (to isolate from 
jet region phase space) 

✦ Compare high EA to low 
EA h+jet spectra 

result (ALICE)


ALICE The European Physical Journal C. 76 (2016) 271

application

Takeaway: no jet quenching signal for both (a) semi-inclusive (non-Glauber) and (b) 
inclusive (Glauber) (see second reference) jet spectra within this pT (and ptot) range 

from (3) (slide 7)

Constraints on jet quenching in p–Pb collisions ALICE Collaboration
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Fig. 4: Ratio of Drecoil distributions for events with high and low EA measured in p–Pb collisions at
p

sNN =

5.02 TeV. Left panels: V0A 0–20% / 50–100%; right panels: ZNA 0–20% / 50–100%. Upper panels: R = 0.2;
lower panels: R = 0.4. The grey boxes show the systematic uncertainty of the ratio, which takes into account the
correlated uncertainty of numerator and denominator. The red line indicates the ratio for a pT-shift of the high-EA
distribution of �0.4 GeV/c.

of-cone is independent of p
ch
T,jet, which is consistent with the observation that the ratios REA in Fig. 4

are independent of p
ch
T,jet within uncertainties. The assumption that the average magnitude of out-of-cone

radiation is independent of p
ch
T,jet is likewise consistent with Drecoil measurements in Pb–Pb collisions

at 2.76 TeV [22]. Consideration of a more complex dependence on p
ch
T,jet is beyond the scope of this

phenomenological study.

The ratios REA are then expressed in terms of an average shift s̄ in p
ch
T,jet between low and high EA

events, where s̄ = �b · ln(REA). Fits to Drecoil for R = 0.4 over the range 15 < p
ch
T,jet < 50 GeV/c give

b = 9.26± 0.33 GeV/c for 50–100% ZNA and b = 9.05± 0.30 GeV/c for 50–100% V0A. Fits to the
ratios in Fig. 4 then give s̄ = (�0.12± 0.35stat ± 0.03syst)GeV/c for 0–20% ZNA, and s̄ = (�0.06±
0.34stat ± 0.02syst)GeV/c for 0–20% V0A, both of which are consistent with zero within uncertainties.
Fits to narrower ranges in p

ch
T,jet give similar results.
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