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Abstract

Quantum Chromodynamics (QCD), the fundamental theory that governs strong interac-
tion, has predicted the existence of the Quark-Gluon Plasma (QGP). The QGP is a state of the
strongly interacting matter in which quarks and gluons are no longer confined to volumes of
hadron. Experiments at the Relativistic Heavy lon Collider (RHIC) and Large Hadron Col-
lider (LHC), have provided evidences for the creation of QGP matter in the early 21st century.
Since the discovery of the QGP, physicists have been investigating the phase transition be-
tween hadronic phase and QGP phase, and the corresponding QCD phase diagram which can
be mapped and displayed into a two dimensional plane of temperature (77) versus baryon chem-
ical potential (115). Lattice QCD calculations predicted a crossover transition from hadronic
matter to QGP at vanishing p 5. Atlarge 5, QCD-based model calculations suggested that the
phase transition is of the first-order. One essential feature of the QCD phase diagram is the crit-
ical point (CP), where the first-order phase transition boundary terminates. Nowadays, many
researches worldwide are working towards finding the the possible CP in heavy-ion collisions,
especially the Beam Energy Scan (BES) program at the RHIC-STAR.

Within the framework of intermittency analysis, a search for critical density fluctuations
is ongoing to locate the possible CP in the QCD phase diagram. Based on the Ising-QCD cal-
culations, the density-density function has a power-law, or self-similar, structure which gives
rise to large density fluctuations in heavy-ion collisions. Such fluctuations can be probed via
an intermittency analysis by utilizing the scaled factorial moments (SFMs). The intermittency

termed as big bursts from small region (cells) of the phase space, appears as a power-law (scal-
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ing) behavior of SFMs. The strength of intermittency can be quantified by the intermittency
index (¢, ) extracted from the power-law behavior of SFMs on the number of partitioned cells
(M), and by the scaling exponents () obtained from the power-law behavior of higher-order
SFMs on the second-order one. Over the last decade, the NA49 and and the NA61/SHINE
experiments have been searching for the critical point by performing intermittency analysis in
heavy-ion reactions of various sizes and collision energies. Meanwhile, various models have
investigated the intermittency under various fundamental mechanisms in heavy-ion collisions,
such as the UrQMD (ultra-relativistic quantum molecular dynamics) model with hadronic po-

tentials.

In this thesis, we present the first measurement of intermittency in heavy-ion collisions at
RHIC, and show the collision energy and centrality dependence of SFMs and intermittency ex-
ponents for identified charged hadrons in Au+Au collisions from the STAR experiment. The
data presented here have been obtained from Au+Au collisions at Vo = 7.7,11.5,14.5, 19.6,
27,39, 54.4, 62.4, and 200 GeV, recorded by the Solenoidal Tracker at RHIC (STAR) experi-
ment from 2010 to 2017. These energies correspond to baryon chemical potential ranging from
20 to 420 MeV at chemical freeze-out in the QCD phase diagram. The mixed event method
is applied to eliminate background contributions, and the cell-by-cell method is proposed to
the application of efficiency corrections on SFMs. The SFMS of identified charged hadrons
are analyzed at mid-rapidity and within the transverse momentum phase space, and can be cal-
culated up to the sixth order with the range of number of cells M2 = 1 — 1002. We observe
a power-law behavior of scaled factorial moments in Au+Au collisions and a decrease in the
extracted scaling exponent () from peripheral to central collisions. The v is consistent with
a constant for different collisions energies in the mid-central (10-40%) collisions. Moreover,
the v in the 0-5% most central Au+Au collisions exhibits a non-monotonic energy dependence
that reaches a possible minimum around Vi = 27 GeV. The non-monotonic energy depen-
dence of v agrees with those from other several measurements, such as, the net-proton kurtosis,

the slope of directed flow for net-proton, and the ratio of light nuclei production.
We use the cascade UrQMD model to estimate the contributions from non-critical fluctua-
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tions on SFMs and intermittency exponents. It is found that the power-law behavior is not valid
when the background contributions are subtracted, in the original UrQMD model. Moreover,
a Critical Monte Carlo (CMC) model which can simulate critical intermittency driven by den-
sity fluctuations, is used to study the property of intermittency in heavy-ion collisions. Critical
fluctuations from the CMC model have been incorporated into the UrQMD model to describe
and understand the intermittency measured in experiments. By comparing the UrQMD+CMC
model results with those from the STAR data, it is found that the value of a calculated scaling
exponent falls in the range of the experimental measurement when 1-2 % signal of intermit-
tency fluctuations is added into the UrQMD sample.

The thesis is organized as follows. Chapter 1 is an introduction of the QCD phase diagram
and the critical point, and the framework of intermittency analysis. In chapter 2, we describe
the methods of background subtraction and efficiency correction for the experimental analysis.
We shortly introduce the STAR experiment at RHIC in chapter 3. The analysis detail of the
STAR data is given in chapter 4. The results from the STAR data are discussed in chapter
5. In chapter 6, we show the result of intermittency from the UrQMD, CMC, and hybrid
UrQMD+CMC models, respectively. Finally, a summary and outlook is given in chapter 7.

Keywords: QCD phase diagram, Critical point, Relativistic heavy-ion collision, Inter-

mittency, Scaled factorial moment, Scaling exponent.

il



i R

&5 772 (Quantum Chromodynamics, QCD) 2k % e/ I8+ I8 3 LA A
MRS . QCD BUETIS, fEmim M R AT, S 7RI TR s A HAE I 71
MRS, REREER], TERUh B & i T A eSS R TR TR
(QGP). BAWFLEINN QCP [ ZAHAET FHH A Y, ZJ5 t T R IR AN Al
MR T o AEIA RIS b, Bhaf KUY i AR B 1l S gk 74 QGP. 21
fitai], BNL AHXEHE B FxHEbl (RHIC) FI CERN KA FXHEYL (LHC) S04,
#HEL X T QGP W FAHAERE S . MG, BloeR—HAERR QGP i o 25 i i
TR AR SO AR SR . SR EARE P TR AH A (QCD M), e (T) 5
HER (pp) W HERDRIA, BB S P Y BE B T AT DA—— X2 A 1A
o BTSRRI A RORS S QCD BB SR, FEARE T AR IR R, QGP
58§ JFOH B A e — FP-P- I AL I . T QCD BUSHOMI TN, fEm = b3
FIIR LR, QGP M58 I AL AL J| T — AL . #E QCD MIE L, — A A
A5 RN QCD ISt mie 4T, TEERRERIN, ZDEAPALEALENTT QCD M4k
TS HRATREAFAER) QCD i rl, H¢dile RHIC-STAR g {4 L5 .

e BN, HOE TR R SR R mEE A Tl B Ay, RF 2t BRI A 4 Pk
Vo AT LA T AR AN ST Tl A A BBV R E QCD I F R AL
) AT A T ML 5 BRI ) — PO o B =4k Ising-QCD RYBIETHA., filffEE &
GEALT I SRS, PR ZR R A eR RO — Pl sl AR 254, X (R A530
s ) B PR 4 RE Bk o X R BETK T R B R BRI S , BIEAR =5 ) g /N IX
o (BoT) W, PR EE A I BRI K. Se b, FRATRTAMIB 3R (Scaled

v



e 3 ()
DOCTORAL DISSERTATION &Y/

Factorial Moment, SFM) kIl EEAIfE 250728 )% Bk, BB B3R IE— A1k,
WRAEHE REAFAEE B, REMI R R TEITN, SEEWEIT . (B 5HR
JER/NE L B RAEEL (0,), BUEFREEHRE (v) Ko . RIEFEEOT DA L 755 SFM Al
XIAHZS (B BT o3 BIAS T4 (M) BIFREE X RAE], AREEFREON T DAE I 75 5 By SFMs
Py SEM BIFREE X FRA5H] . 2010 4EPAK, T CERN [ NA49 1 NA61/SHINE £
VEHEATFRE T AR BE & DA SO RIS A0 8 B8 TR 1S 5006, iAot [l |k oM R -4k QCD
IS . R, AR Tt E TR, Hhan, 243058 THPLH A %] UrQMD (#
XN RT3 %) BBE, AR ArtSc (& R FRILH B EATH .

TEA RSO, FATERIE 7 RHIC 5 a1l S0 iy () 8. F AT i oA
RHIC-STAR L85 H () Aut+Au Kcdfs, TN RIRESRE AE &R 0037 sk T iopr e, 152
B AR AR R, LA DRI, M 2010 ] 2017 4, RHIC-STAR 5
B CERES I AutAu XHER S . X LSBT RO RE RS ((/5)
BIV, 2ole 7.7, 11.5, 145, 19.6, 27, 39, 54.4, 62.4 1200 GeV. XL EEE A
xR E] QCD H B R H k243X (np) TEEY 20 ) 420 MeV . SLE%0 32 M1 STAR
S P RIS TR 55 AN AT I R A E . TR R, RATR AR & F4F (mixed
event) Ji{ATHERTT SAPULIN BRI 0. RN, X TERBAESREBIT, BATPLHIHFR
AT T (cell-by-cell) )53k, BATTE THRIBIEZN (p,,p,) ., FLHREEXIE]
(Inl < 0.5) AP HLSRTRIBTRH . 72 H BTSSR T, BroRsErIpEl (¢) AIRATH
HRINH (¢=2—6), #R% (M) ATATHE ] 100 (M = 1—-100). FATRI,
RS A REEAS RIS RIMTIE R, LB iy SFMs F1 [ SFM 22 Ja]35 &
PREEAT N ol AT R AR EEA T, FRATAG B 45 X0 O BE NI RE RO .
TR, WDGREEE] DR, AREREHEE#Ae /DN . FEfR 0 AutAu fiffi (0-5%)
F, BRETRRCGRILL AR SRR RE R MO, HF HAE /5 =27 GeV Zifin] REfFAE R/ MH
Hil, HEWSERRI AR BB, L TR0 (ko®) FIEHER
(v1), BBMPHIL (N, x N,/N7), FREEFREUG SRS T i LWL I i Y 25

FeAT L 58 1z UrQMD B, fF 5l 5 B 5 i 5 3B 1oy ke 7 xR A ] &
BRI« 3T FrA BERRT 0, UrMQD A2 i S MR TR G A B e 4
X HBRNEA—H M0k BRI TS RS EREA N E, AR

A\



(ED) 1ttt
\e ‘ DOCTORAL DISSERTATION

IIBR AT A ATATAE, B UrQMD AU R I AT -5 [ BCA R RIAREE T . i il
FEHERIK (CMC) BT DB LA I K ) s 11, AT BRI IE A 8k
FRIPE SR, DA )RR BRI 58 B kv R B2 [ G FR o N T f# R STAR L
WEEN B EK, FRATHF CMC BEAL = AR il Sk i A E] UrQMD AR b il FE
UrQMD-+CMC BRI ZE AN STAR SR Rdu iy 428, Fii1 B2 UrQMD FH{EREA N
A CMC AU 1-2% i Sk 55 15, UrQMD+CMC BRI BREE SR RO STAR 5250
MERASEIN, EREE R NG

AR SCEEMANR © H—FN 4 QCD AHEIAIG A, PAS A 4 5 -1 ill 8 Ao [l
AL . 55 BRI AT R T SR AR B IR T . AR =, K
{82/ 24 RHIC-STAR 521, PAJK TPC Fl TOF #2555 E45 1 STAR SL5 4
W RAR AL BRANANY . FES T, FATTIE STAR SB[ BR AT AvSE R . 25N
JEROR HA LR RIS AT I SE R, 4% UrQMD, CMC Fil UrQMD+CMC B 45 R
R I FE TR AN SO B S TR B

Fegtul: QCD M. ImFt A, MXFEE B TRk, A, Brofed. brEdes

vi



Contents

1 Introduction
1.1 Quantum Chromodynamics . . . . . . . . . . . ... ... ... ...,

1.1.1  Asymptotic Freedom . . . . . ... ... ... ... ... ......

1.1.2  ColorConfinement . . . . .. ... ... ... ... ........
1.2 Quark-Gluon Plasma (QGP) . . . .. ... .. ... ... ... .......
1.3 QCD Phase Transition and the Critical Point (CP) . . . . . ... .. ... ..
1.3.1 QCD Phase Diagram and the QCD Critical Point . . . . . . ... ..
1.3.2  Non-monotonic Energy Dependence of Observables in Heavy-ion Col-

1.4

lisions . . . . . ..

The Framework of Intermittency Analysis in Heavy-ion Collisions . . . . . .

1.4.1 Local Density Fluctuations in Heavy-ion Collisions . . . . . . . . ..
1.4.2 The Observable: Scaled Factorial Moment (SFM). . . . . . ... ..
1.43 Intermittency Index . . . . . . . .. . ... ... ... ...
1.44 ScalingExponent . . . . ... ... ... ... ... ... .. ....
1.4.5 Intermittency Analysis from the NA49 and NA61 Experiments . . . .
1.4.6  Intermittency Analysis from the UrQMD Model with Hadronic Poten-

tialsandHydro . . . . .. .. ... L oo

2 Analysis Method

2.1

Background Subtraction . . . ... ... ... L

N 3 AW = e

10
13
13
15
16
17
21

23

27



AR ERZ0A%e'e CONTENTS
DOCTORAL DISSERTATION

2.1.1 Mixed EventMethod . . . . . .. ... ... o . 27

2.1.2  Cumulative Variable Method . . . . . . .. ... .. ... ... .. 29

2.2 Efficiency Correction: A Cell-by-cell Method . . . . . .. ... ... .. .. 31

3 The RHIC-STAR Experiment 35
3.1 Relativistic Heavy Ion Collider (RHIC)atBNL . . . . . ... ... ..... 35

3.2 The STAR Experiment . . . . . . ... ... ... ... ... u.no... 36
3.2.1 Subsystem: Time Projection Chamber (TPC) Detector . . . . . . .. 38

3.2.2  Subsystem: Time of Flight Detector (TOF) Detector . . . . .. ... 41

4 Analysis Details of the STAR Data 43
4.1 DataSets . . . . . 43
4.2 EventSelection . . . . . . ... 43
4.2.1 SelectionCuts . . . . . . ... 43

422 BadRuns . . .. ... ... 45

423 Pile-upEvents . .. ... ... 45

43 Collision Centrality . . . . . . . . . . . . . . e 52
4.4 Track Selection and Particle Identification (PID) . . . . . ... ... .. ... 56
4.5 Detector Efficiency . . . . . .. ... ... 59
45.1 TPCEfficiency . . . . . . . . . . . . e 59

452 TOFEfficiency . . . . . ... . . . . e 60

453 TPC+TOF Efficiency . . . . . . . . . . . ... . .. .. ... .... 60

4.6 Systematic Uncertainty . . . . . . . . . . . . . . ... 61

5 Results from the STAR Experiment 64
5.1 Efficiency Corrected and Uncorrected SFMs . . . . . ... ... ... ... 64

5.2 Energy Dependence of SFMs in Au + Aucollisions . . . . . ... ... ... 65

5.3 Centrality Dependence of SFMs in Aut+Au Collisions . . . . . .. ... ... 70

5.4 Mixed Events Method to Suppress Volume Fluctuation . . . ... ... ... 72

viii



CONTENTS [ RE AT

YOOI

DOCTORAL DISSERTATION \

5.5 Scaling Behavior of Higher-order SFMs on Second-order SFM . . . . . . .. 74

5.6 Scaling Behavior of the Scaling Index onthe Order . . . . . ... ... ... 77

5.7 Results of Scaling Exponent . . . . . ... ... ... ... 77

5.7.1 Corrected and Uncorrected Scaling Exponent . . . . . ... ... .. 79

5.7.2  Scaling Exponent for Different Fitting Range . . . . . ... ... .. 79

5.7.3  Scaling Exponent for Different Track Cuts . . . . .. ... ... .. 79

5.8 Centrality Dependence of Scaling Exponent . . . . . . ... ... ...... 80

5.9 Energy Dependence of Scaling Exponent . . . . ... ... ......... &3
5.10 Quantitative Estimation of the Non-monotonic Energy Dependence of Scaling

Exponent . . . . . . . ... 83

6 Results from Models 88
6.1 Results from the Ultra relativistic Quantum Molecular Dynamics (UrQMD)

Model . . . . . . e 88

6.1.1  Centrality Dependence of SFMs for Protons . . . . . . ... ... .. 90

6.1.2  Energy Dependence of SFMs for Protons . . . . . .. .. ... ... 91

6.1.3  Energy Dependence of SFMs for Charged Hadrons . . . . . . . . .. 93

6.1.4 Scaling Behavior of SFMs for Charged Hadrons . . . . . ... ... 95

6.2 Results from the Critical Monte Carlo (CMC) Model . . . .. ... ... .. 96

6.2.1 The Critical Monte CarloModel . . . . . .. ... ... ... .... 96

6.2.2 Baryon Density Fluctuations and Self-similar Correlations . . . . . . 97

6.2.3 Relation between the Relative Density Fluctuation and Intermittency 99

6.2.4 Critical Intermittency for Charged Hadrons . . . . . ... ... ... 100

6.3 Results from the Hybrid UrQMD+CMC Model . . . . . ... ... .. ... 102

6.3.1 The Hybrid UrQMD+CMC Model . . . . . .. ... ... ... ... 102

6.3.2  Apparent Intermittency in the UrQMD+CMC Model . . . . . . . .. 103

6.3.3 Energy Dependence of Scaling Exponent from the Hybrid UrQMD+CMC
Model . . . . . . . 105

X



AR S 2 VAS'E

DOCTORAL DISSERTATION CONTENTS
7 Summary and Outlook 108
References 121
Lists of Figures and Tables 131
Appendix: &30 LRy 133
Publications and Presentations 144
B 146



Chapter 1

Introduction

1.1 Quantum Chromodynamics

What is the universe made of and how it works? This has always been a fundamental
interest of science. Nowadays, the best theory to describe the most basic building blocks of the
universe, is the Standard Model [1, 2, 3, 4] which explains how elementary particles make up
all known matter and how they interact. It encompasses three of the four fundamental forces
in nature: the strong force, the weak force, the electromagnetic force. The strong force binds
quarks together to form protons and neutrons, and also binds protons and neutrons together
inside atomic nuclei. Quantum chromodynamics is the quantum field theory that describes
the strong interactions [5, 6, 7]. The QCD was developed by Harald Fritzsch and Heinrich
Leutwyler, together with Murray Gell-Mannover over a brief period from 1972-1973 [5, 6].

A quark is a fundamental constituent of matter and there are six types of quark fields of
varying masses in QCD [5, 6, 8]. They are known as three light quarks: up (u), down (d)
and strange (s), as well as three heavy quarks: charm (c), top (¢) and bottom (b). In analogue
to photon, the carrier of the electromagnetic force between two charged particle, gluon is the
carrier for the strong force between quarks. Gluons bind quarks together to form hadrons, e.g,

proton and neutron. Color, a new quantum number, was introduced to label the states of quark

1
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(anti-quark) which allowed allows two otherwise identical quarks to exist in the same particle.
In QCD, colors can be transformed by the color group SU(3), and have three values: red,
greed and blue, provided that a quark’s color can only take any one of three values.

The QCD has two salient features: asymptotic freedom and color confinement.

1.1.1 Asymptotic Freedom

The nuclear force is not a constant, but varies with the distance between the quarks. The
force between quarks, or strong force, becomes vanishingly small at short distance, while en-
hances at large distances. Equivalently, the force becomes weak and quark become a free
particle at high-energy scales. This property is called the asymptotic freedom [6, 9, 9, 10],
discovered by David Gross and Frank Wilczek [9], as well as independently by David Politzer
in 1973 [11].

The coupling constant, or gauge coupling parameter, is a number that determines the
strength of the force exerted in an interaction. In QCD, the coupling constant of strong inter-

action, «,, is introduced by a scale parameter A [6, 12]:

_9:(Q) _ An (i

2
) e Y W 2 (@)

where @ is the energy scale, n; is the number of the different quark flavors. The value of
A = (133 + 17) MeV measured by experiments [6, 12]. Eq. 1.1 reveals that strong coupling
constant decreases with increasing energy scale, and the strong force becomes smaller at large
energy scale accordingly.

The scale dependence of the coupling constant has measured by many experiments. Fig-
ure 1.1 shows the experimental measurements of the coupling constant as a function of the
energy scale. The solid line represent the QCD prediction, and different marks shows the val-
ues from experimental data. For a, its clearly seen that experimental data agreed very well

with theoretical prediction.
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Figure 1.1: Summary of measurements of the coupling constant (c,) as a function of the energy
scale (Q)). Figure taken from Ref. [12].

1.1.2 Color Confinement

Electrons can move around freely and be separated from the atom, and hadrons also can
be isolated. However, unlike electrons and hadrons, quarks and gluons cannot be separated
macroscopically from hadron and cannot be directly observed in isolation. Color confinement
is defined as that objects with color charge, e.g, quarks and gluons, do not exist as independent
physical objects in the QCD vacuum [6]. In quark potential model, quarks are point-like and
confined inside hadron by a binding potential V() defined as follows [6, 13]:

Vo(r) ~ o, (1.2)

where 7 is the separation distance between quarks, and o is the string tension that measures the
energy per unit separation distance. Eq. (1.2) indicates that an infinite amount of energy would
be needed to isolate a quark. However, at sufficiently high density, or high energy scale, the

color charge is expected to become screened, and the binding potential will become as [13]:
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1 — exp(—ur)

V(r) ~or| ] (1.3)

ur
where u = r~1 is the color screening mass. Figure 1.2 shows the V() as a function of the
r according to Eq. (1.3). Its shown that V' (r) increase with increasing at first but saturates at
a finite value, for the case u # 0. As the energy density of the nuclear substance becomes
sufficiently high, color deconfinement will occur, leading to quarks and gluons become de-

confined and can move freely in a larger volume than the size of hadron.

V(r) JJ:

hadron

u=0

Figure 1.2: The binding potential, V' (r), as a function of the separation distance, r. Figure
taken from Ref. [13].

1.2 Quark-Gluon Plasma (QGP)

The normal world we live in, is at low densities and temperatures where quark and gluons
are confined to the size of hadrons. However, as a consequence of de-confined quarks and

gluons when temperatures or densities become very high, quarks and gluons will become free

4
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and transform themselves into a new phase of matter, called *quark—gluon plasma’ (QGP) [14].
Its believed that 10 picoseconds after the Big Bang the early universe was filled with incredibly
hot quark-gluon plasma [14, 15], as shown in Fig. 1.3. Since the beginning of the century,
physicist have been able to recreate QGP experimentally by colliding heavy atomic nuclei
(called heavy ions as in an accelerator atoms are ionized) at relativistic energy [16, 17, 18, 19,
20]. At CERN Large Hadron Collider (LHC) and BNL Relativistic Heavy Ion Collider (RHIC),
lead and gold nuclei were accelerated to ultrarelativistic speeds and directed towards each other
(AutAu and Pb+Pb). In these heavy-ion collisions, the hundreds of protons and neutrons
in two collider nuclei smash into one another at high energies. Such collisions will create a
“fireball” called “’Litte Bang”, in which neutrons, protons and other hadrons melt into QGP.
Striking evidences for the existence of QGP have been collected by high-energy experiments at
RHIC and LHC. These include the suppression of non-prompt J /1) [19, 20], strong collective
flow [18, 21], jet quenching [18, 22], enhanced strangeness production [23, 24] and so on.

HISTORY OF THE UNIVERSE

Figure 1.3: Artist’ s conception of the evolution of the Big Bang. Figure taken from Ref. [25].
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Figure 1.4: The space time evolution of Little Bangs in relativistic heavy-ion collisions. Figure
taken from Ref. [26].

Figure 1.4 schematically depicts the evolution process of high energy nucleus-nucleus col-
lision (Little Bangs) in relativistic heavy-ion collisions. At first, two coming nuclei consisting
a large number of protons and neutrons, moved in opposite directions and traveled at 99.995%
the speed of light. These two nuclei looked flat as a pancake due to the Lorentz contraction
along the beam direction. Then they collided and smashed through each other, creating a fire-
ball when the collision energy is high enough [14, 27]. At this moment, quark and gluon were
not long confined inside the hadron and moved free in a limited volume, leading to the cre-
ation of QGP in the laboratory. Consequently, the collision was very quick and lasting around
10725 s [14]. The resulting QGP matter instantly expanded and cooled over the next few 1024
s, and quarks and gluons recombined to form a hadron gas, called hadronization. Then, hadron
gas underwent the chemical freeze-out when the inelastic scatterings ceased and particle yields
got fixed, followed by kinetic freeze-out when elastic scattering stopped and the particle mo-

mentum spectra were frozen. At last, produced particles flew out from the collision space and
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moved towards detectors. The information of particles, such as momentum and mass, will be

recorded by the detectors.

1.3 QCD Phase Transition and the Critical Point (CP)

In nature world, matter can occur in various states, or phases. What we know best is the
different phases of water (solid, liquid and gas). Fig. 1.5 shows the phase diagram of water
which identifies the physical state of a sample of water under specified conditions of pressure
(P) and temperature (7'). In Fig. 1.5, a pressure of 50 kPa and a temperature of —10 °C’

13

correspond to the region of the diagram labeled “ice” . And a pressure of 50 £Pa and a
temperature of 50 °C' correspond to the ‘“water” . In addition, at P = 25 kPa and T' = 200
°C, water exists only in the gaseous state. Its important note that there is a critical point which
is the end of first-order transition between the liquid and gas phases, when P = 22089 kPa
and 7' = 374 °C'. Above the critical point, there is no distinct change from the liquid phase to
the vapor phase. The physical properties of water change dramatically near the critical point,
such as divergence of the specific head (C,) and correlation length &.

The QCD theory suggested a phase transition from the ordinary nuclear mater, which
consists of hadrons inside which quarks and gluons are confined, to the QGP, a state of matter
in which quarks and gluons are no longer confined inside hadron. In analogue to the phase
transition of water, a obvious question for the QCD matter arise that what is the phase structure
of this matter if it exhibits different phases under different circumstance? Indeed, with the
discovery of the QGP at the RHIC [16, 17, 18], physicist have been investigating the phase

structure of the QCD matter over the last two decades.

1.3.1 QCD Phase Diagram and the QCD Critical Point

By tuning the collision energies in heavy-ion collisions, the phase diagram of QCD can be
mapped and displayed into a two dimensional plane of temperature (7") versus baryon chemical

potential (y,) [30, 31, 32, 33]. Figure 1.6 shows the QCD phase diagram in the two-dimensional
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Figure 1.5: The phase digram of water [28].

space of T and p . In this diagram, we can see that there has at least two distinct phases: a QGP
phase at higher 7" (yellow area) and a hadronic phase at lower 7" (green area). Lattice QCD
calculations predict a crossover transition from hadronic matter to a plasma of de-confined
quarks and gluons (QGP) at vanishing p 5 [34]. At large 1z, QCD-based model calculations

suggest that the phase transition is of first-order [35, 36], shown as a black solid-line.

An important landmark of the QCD phase diagram is the critical end point (CP), where the
first-order phase transition boundary terminates [35, 36, 37]. There must has a critical point if
the smooth crossover and the first-order phase boundary exist. So far, many efforts have been
made to search for the possible CP in heavy-ion collisions [30, 31, 38, 39, 40]. Experiments at
RHIC (US) [30, 31, 38] and CERN SPS (EU) [39, 41] are ongoing to search for possible CP.
In a few years, experiments at NICA (Russia) [42], FAIR (Germany) [40] as well as the HIAF

(China) [43] will join in this research activity worldwide.
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Figure 1.6: Schematic Quantum Chromdynamics (QCD) phase diagram in the thermodynamic
parameter space spanned by the temperature 7" and baryonic-chemical potential 1.,. The solid
black line denotes the first-order phase boundary between QGP and hadron phase. Solid square
at the end of boundary, denotes the QCD critical point. Figure taken from Ref. [29].
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1.3.2 Non-monotonic Energy Dependence of Observables in Heavy-ion

Collisions

To locate the possible CP in the QCD phase diagram, researchers have attempted to vary
the collision energy which covers a wide range of 7" and y 5 in heavy-ion collisions. When
the critical point is passed by the thermodynamic condition of the QGP matter, the expected
signature is the non-monotonic variation of the observable with the collision energy [33, 44,
45]. Several measurements from the BES program at RHIC have showed a non-monotonic
variation with collision energy (m ). These include the net-proton kurtosis [32, 46], the
slope of directed flow for protons and net-protons [47], the Hanbury-Brown—Twiss (HBT)
radii [48, 49], and yield ratio of light nuclei production [50].

T
C)l;i)tiilftal Quark Gl Pl
190.\%\ L uark Gluon Plasma

Wy

baseline

hadron gas

NG

0 us

Figure 1.7: (Left) The sketch of the QCD phase diagram with sign of the fourth-order cumulants
from calculations of the o model. The red region represents negative values and the blue region
represents positive values. The green dashed line is the chemical freeze-out lines in heavy-ion

collisions. Figure taken from Refs. [33, 44]

The non-monotonic variation with collision energy was predicted by many model calcu-
lations. An most important calculations was from the o field model that first time qualitatively
discussed the universal critical behavior of the fourth order (kurtosis) of multiplicity fluctu-
ations near the QCD critical point [33, 44]. The kurtosis is calculated by: K =< (JN)* >

10
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Figure 1.8: Collision energy dependence of the ratios of cumulants (C,/C,), for proton
(squares) and net-protons (red circles) in the Aut+Au collisions from the STAR experiment.
Figure taken from Ref. [51].

Jo* — 3, where SN = N— < N > and 02 =< (§N)? >, N is the multiplicity in a given
and <> denote the average over all events. In addition, the xo? is related to cumulant (C,,) by
ko? = Cy/Cy, where Cy =< (0N)* > —3 < (6N)? >2and Cy, =< (0N)? >= o2,

The C,/C, for the net-baryon number is related to the ratio of susceptibilities A5/\%
which has different values for the hadronic and QGP phases [52]. Figure. 1.8 shows the C, /C,
as a function of collision energy (/s ) in AutAu collision from the STAR experiment at
RHIC [32, 51], and it was found that C', /C,, for proton (squares) and net-protons (red circles)
exhibit a non-monotonic energy dependence. This result was consistent with the prediction
from QCD-inspired models [44, 45, 46].

In the meantime, the study of light nuclei production also showed a non-monotonic energy
dependence from the STAR experiment [50, 53]. Based on the deduction of coalescence for-
mula, the yield ratio N, x N,/ N, 2 of triton (1V,), deuteron (V) and proton (N,,), was predicted

to be sensitive to the neutron density fluctuations in heavy-ion collisions, and was expected to
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Figure 1.9: The yield ratio N; x N,, /N2 of triton (IV,), deuteron (IV,)) and proton (N,) in the
0%-10% central (left panel) and 40%-80% peripheral (right panel) Au+Au collisions from the
STAR experiment at RHIC. Figure taken from Refs. [50, 53]

show a non-monotonic behavior with collision energy [54, 55]. Figure 1.9 shows N; x N,/ N, 2
as a function of collision energy in the 0%-10% central (left panel) and 40%-80% peripheral
(right panel) Aut+Au collisions from the STAR experiment. As we can see, N; X N, /N2 in-
deed shows a non-monotonic energy dependence with an enhancement in the 0%-10% central
collisions, while it has a smooth decreasing with increasing energy in the 40%-80% peripheral
collisions. The observed non-monotonic behavior may be due to the enhanced baryon den-
sity fluctuations induced by the QCD critical point or first-order phase transitions in heavy-ion
collisions [50, 53].

The intermittency analysis also aims to search for the possible the QCD critical point,
and we will investigate whether the corresponding observable also exhibits a non-monotonic

energy dependence in the STAR experiment.
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1.4 The Framework of Intermittency Analysis in Heavy-ion

Collisions

Intermittency phenomenon is termed as big bursts from small region (cells) of the phase
space, which signal unusual fluctuations of density [56, 57]. Based on the QCD state equation
belonging to the 3D-Ising universality class, it’s shown that large density fluctuations near
the CP will lead to critical intermittency in heavy-ion collisions [56, 58, 59, 60, 61]. In this
section, we introduce the framework of intermittency analysis and how to search the QCD
critical point via an intermittency analysis in heavy-ion experiment. The observable, scaled

factorial moments, and its power-law (scaling) behavior are describe in detail.

1.4.1 Local Density Fluctuations in Heavy-ion Collisions

Upon approaching a critical point, the correlation length of system diverges and the sys-
tem becomes scale invariant, or self-similar when small pieces of an object are similar to the
whole object [62, 63, 64]. Analogous to the critical opalescence, a striking light scattering phe-
nomenon near criticality, large density fluctuations are developed due to self-similar structure
of the system near the QCD critical point [54, 55, 58, 59].

At first, the basic theoretical input is provided by the effective action of the 3D Ising model
7[n], which represents QCD in the vicinity of critical point 7" = T, u = p,.. For a QCD critical
system, the 7,[n], which can be looked upon as the free energy, is given by [56, 58, 59]:

1
I,fn] = T % / PH|Vnl? + GoP T T 1], (L.1)

where 0 =~ 5 is the isotherm critical exponent, GG is a dimensionless coupling in the effective
potential and within a range [1.5 — 2], n denote n(Z) which is the particle number density in
coordinate space.

The free energy Eq. (1.1) must be adapted the relativistic geometry of the nuclear collision

system. For this purpose, the longitudinal coordinate x; is replaced by the space-time rapidity
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y, and then dx) = 7.coshydy, n(Z, ) = p(Z)[27.sinh(dy/2)]~". Integrating now in rapidity,
Eq (1.1) is simplified as follows [56, 58, 59]:

- B
T[] = Cg? / P[5IV 1ol + GleC) ). (12)

The critical fluctuations of system belonging to the class of Eq. (1.2) can be described in

a scheme where the partition function is as follows [56, 58, 59]:
Zy e sl Y g — (64+ 1D)G(9C) M p3)’) = 0 (1.3)

A main characteristic of critical matter (6 =~ 5, G =~ 2) produced in nuclear collisions re-

vealed by Eq. (1.3), is that the density correlator < p(Z, )p(0) > obeys a power-law structure:

2
o5+

where dj =~ % is the fractal dimension. The power-law behavior in Eq. (1.4) is the origin of

—

< p(Z1)p(0) >~ [z ]2, (1.4)

critical opalescence with large density fluctuations in QCD matter.
The power-law of Eq. (1.4) developed in the coordinate space, can be transferred to the

momentum space for a small momentum transfer k:

lim (pgp7) ~ [k| =77, (1.5)
|k|—0

where p;. is the Fourier transform of particle number density from the coordinate space, and
(01, pi> is the two-particle correlator in momentum space. The Eq. (1.5) reveals a self-similar,
or fractal, structure in momentum space with a fractal dimension d = 2 — d. This self-
similar structure will give rise to large local density fluctuations which provides a tool for the
detection of a critical point in heavy-ion reactions.

In Fig. 1.10, clusters was produced in the entire phase space that illustrate the large local
density fluctuations in heavy-ion reaction. Figure 1.10 (b) shows the distribution of cluster in
the transverse momentum phase space. It’s shown that there are many bursts from small cell

of phase space, which is a typical phenomenon of intermittency.
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(a)

Figure 1.10: (a) a cartoon shows large local density fluctuations in 3D phase space. Figure
taken from Ref. [54]. (b) a cartoon shows large local density fluctuations in transverse mo-

mentum phase space.

1.4.2 The Observable: Scaled Factorial Moment (SFM)

In high energy experiments, the intermittency driven by local density fluctuations can be
measured by calculating the scaled factorial moment (SFM) of final state particles in momen-
tum space [56, 58, 59, 65]. The SFMs are chosen to be sensitive to the power-law singularity
of Eq. (1.5). For this purpose, the phase space is partitioned into M equal-size cells, and the
gth-order SFM, F, (M), is defined as [58, 59, 65]:

(e XM i — 1) - (ny — g + 1))
(i M )

where MP is the number of cells in D-dimensional momentum space, n; is the measured

(1.6)

multiplicity in the ¢th cell, and the angle bracket denotes an average over all the events.
For example, Fig. 1.11 show the transverse momentum phase space(p,,, p,,) space is parti-
tioned into 16 cells when M = 4, then n; is the number of black point in the ith cell. When the
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Figure 1.11: The transverse momentum space (p,, p,)) is partitioned into 16 cells to calculate

the SFM of multiplicity distribution.

transverse momentum space (p,;, p,)) is partitioned to M 2 equal-size cells and the order ¢ = 2,

Eq. (1.6) is shortly rewritten as follows:

(1 XM ny(ny— 1)
(= M )2

The study of multiplicity fluctuations in decreasing phase-space intervals using the method

Fy(M) = (1.7)

of SFM was first proposed several years ago [57, 66]. Recent studies show that one can esti-
mate the possible critical region of the QCD critical point by using the intermittency analysis

together with the estimated free-out parameters [58, 59].

1.4.3 Intermittency Index

The intermittency phenomenon appears as a power-law (scaling) behavior of SFMs [57,
58, 67]. If a system features local density fluctuations, we expect a power-law behavior of

F, (M) on the number of cells (MP), defined as follows [58, 59, 60, 65]:

F (M) o< (MP)%a, M > 1, (1.8)

q
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Figure 1.12: Fq(M ) (q=2-4) as a function of M? for a critical 3D Ising-like system. Figure
taken from Ref. [58].

where ¢, is called the intermittency index characterizing the strength of the intermittency. The
power-law behavior of Eq. (1.8) is expressed as F, (M )/ M scaling where the sign ”’/” denotes
“versus”. Near the QCD critical point, the value of ¢, is predicted to be equal to 5 X (g — 1)/6
for baryons and 2 x (¢ — 1)/3 for pions in the transverse momentum phase space [58, 67].
It’s worth to note that intermittency could be observed in the first-order transition since density
fluctuations in this region can be large and even follow a power-law geometry [68].

Figure 1.12 shows the (M) (¢ = 2 — 6) as a function of M? in double-logarithmic. It
is shown that F, (M) obey a clear power-law (scaling) behavior for a critical 3D-Ising system,
equivalently, the relationship between F, (M) and M 2 is a linear line in a double-logarithmic

plot.

1.4.4 Scaling Exponent

Another type of power-law behavior of higher-order F, (M) versus second-order Fy (M)
1s defined as: [69, 70, 71, 72]:

F,(M) o< Fy(M)Pa, M > 1, (1.9)

17



L 3 A
o= LA CHAPTER I. INTRODUCTION
9/ DOCTORAL DISSERTATION

In Fq

Figure 1.13: F, (q=2-4) as a function of the size of cell x according to Ginzburg-Landau (GL)

description of critical system. Figure taken from Ref. [69].
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Figure 1.14: F, (q=2-4) as a function of F}, according to Ginzburg-Landau (GL) description
of critical system. Figure taken from Ref. [69].
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where 3, is the scaling index. Here, the power-law behavior of Eq. (1.9) is expressed
as F,(M)/F,(M) scaling. According to Ginzburg-Landau (GL) description of critical sys-
tem [69, 70], F,(M)/F,(M) scaling is observed experimentally, while F,(M)/M scaling
could be washed out or absent. This is because that ¢, depends on the particular critical pa-
rameters which would vary with the temperature of system and are unknown in the dynamical
evolution of collision system. However, F,(M)/Fy(M) scaling of Eq. (1.9) is a universal and
visible behavior that is independent of whether F (M )/M scaling is fully realized near the
QCD critical point, since 3, is independent of those critical parameters. As show in Fig. 1.13
the relationship between F, (M) and M is a curve, but we can see in Fig. 1.14 that the rela-
tionship between F, (M) and F, (M) is still be linear.

201 & EMUO1
18
o KLM
16
14
ﬂq 12
10
B
61
4

Figure 1.15: 3, as a function of ¢—1 according to Ginzburg-Landau (GL) description of critical
system. Figure taken from Ref. [69].

To describe the general consequences of the phase transition, independent of consider-
ing details of critical parameters, the scaling exponent is defined and given by the power-law
relationship between 3, and ¢ [69, 70, 73, 74]:

B, o< (g—1)". (1.10)
Here v specifies the F, (M )/Fy(M) scaling of all orders and quantifies the strength of
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intermittency. The energy dependence of v could be used to search for the signature of the
QCD critical point. Figure 1.15 shows 3, as a function of ¢ — 1 based on the GL theory [69].
Near the QCD critical point, the critical value of v is predicted to be equal to 1.304 in the entire
space phase based on GL theory [69] and 1.0 from calculations of the 2D Ising model [70, 75].
Without subtracting background, v = 1.743 from the UrQMD model [76] and 1.94 from the
AMPT model [77]. These large values of v from transport models are driven by backgrounds,
while v can not be extracted after background subtraction. It is important to note that a larger

value of v does not imply more fluctuations because it may well be the consequence of a smaller
¢ [70].

Figure 1.16 shows the steps how to calculate the intermittency index (¢,) and scaling
exponent v in the framework of intermittency analysis. At first, we calculate the scaled factorial
moments of multiplicity distribution in transverse momentum (p,,, p,) space. Then, we can
calculate ¢, once F, (M) obey a power-law behavior with M?, and 3, once F, (M) obey a
power-law behavior with F, (M ). At last, the scaling exponent v is extracted from the power-
law behavior of 3, oc (¢—1)”. The centrality and energy dependence of ¢, and v are the focus
of this study.

1 D
<W2ﬁlni(ni—1)...(ni—q+1) >
Fq(M):

< %zﬁi n;>1
Fq(M) o< (M?)%a
Fq(M) o Fo(M)Pa
Bqx(g—1)"

Figure 1.16: The observables in the framework of intermittency analysis.
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1.4.5 Intermittency Analysis from the NA49 and NA61 Experiments

Experiments at CERN Super Proton Synchrotron (SPS) [39, 78] are ongoing to search for
critical intermittency by measuring nuclear collisions at various energies. Attempts has been
made by the NA49 experiment through changing system sizes of colliding nuclei (p+p, C+C,
Si+Si, Pb+Pb) at 158 A GeV/c and NA61/SHINE experiment by varying energies in p+p,p+Pb,
Be+Be, Ar+Sc and Xe+La collisions.

4.5+
(a)IICII+C
4.0
= e data
~ 35 x mixed
L -J 7

(b) "Si"+Si

2.0+ T \ T T \ T \ \ T
0 5000 10000 15000 20000 0 5000 10000 15000 20000

M2

45
S 40/

35 (¢) Pb+Pb
3.0+

25§ s e
L]
L ]

20+ T \ \ \
0 5000 10000 15000 20000

MZ

Figure 1.17: The measured second-order SFMs, F, (M), as a function of M? for proton in the
most central collisions at /sy = 17.3 GeV for (a) C+C, (b) Si+Si, and (¢) Pb+Pb collisions.
The circles and crosses represent the F,, (M) of the data and of the mixed events, respectively.
Figure taken from Ref. [65].
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Figure 1.17 shows Fy, (M) as a function of M? for data and mixed events at /Sy =17.3
GeV in C+C, Si+Si and Pb+Pb collisions from the NA49 experiment. The mixed event method
is applied to eliminate the background contribution and its detail is described in Sec. 2.1.1. In
Fig. 1.17, it is shown that F},(M) is larger than those of mixed events in the large M? region.
The AF,(M) [F,(M)ate — F,(M)™*®] was found to obey a power-law behavior with M? in
the Si+Si collisions and the extracted ¢, = 0.96 +-0.16 approached theoretical prediction [58],
indicating the presence of intermittency in Si+Si collision. However, the F, (M) was almost
overlap with those of mixed events in the C+C and Pb+Pb collisions, and therefore intermit-
tency was not visible in these two collision system. The reason is that the density fluctuations
can not develop in the small size of C+C system, and the signal of intermittency could be

washed out during the longer evolution of the hadronic phase in the Pb+Pb collision [65].

0.75 7 NAO61/SHINE Ar+Sc 150,

cent. 10-15%, pur >90%
0.5 1
S
= 0.25 1 -
< 0 &
do’ro —e—i
-0.25 1 power-law
05 NA61/SHINE preliminary

0 5000 10000 15000 20000
2

M

Figure 1.18: The measured AF, (M) as a function of M? of proton density in 10-15% central
Ar+Sc collisions at 150A GeV/c. Figure taken from Ref. [79].

In the successor to NA49, the NA61/SHINE experiment measured the intermittency for
proton in the Be+Be and Ar+Sc collisions [39, 80]. Figure 1.18 shows the preliminary results
on AF,(M) [F,(M)date — F,(M)™] in 10-15% central Ar+Sc collisions at 1504 GeV/c.

It is observed that AF, (M) obey a weak power-law with M?, however the statistical uncer-
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Figure 1.19: The measured second-order SFMs, F, (M), as a function of M? of proton density
in 0-20% central Ar+Sc collisions at 150 A GeV/c and in 0-10% central Pb+Pb collisions at
30A GeV/c. Figure taken from Ref. [80].

tainties of data points are large [79]. Furthermore, Fig. 1.19 shows the F, (M) as a function
of M? in 0-20% central Ar+Sc collisions at 150A GeV/c and in 0-10% central Pb+Pb colli-
sions at 304 GeV/c [79, 80]. Compared with the results in Fig. 1.18, the results in Fig. 1.19
is calculated using the cumulative variable method which is also used to subtract background
contributions and is described in Sec. 2.1.2. It shows that F;, (M ) with cumulative transforma-
tion, is nearly flat with increasing M?2, therefore the intermittency was not observed in Ar+Sc
and Pb+Pb collisions.

1.4.6 Intermittency Analysis from the UrQMD Model with Hadronic Po-
tentials and Hydro

Recently, the UrQMD Model with hadronic potentials [81] is made to reproduce the

signature of intermittency observed in experiment. In this model, the momentum correlations

between proton pairs is included into the mean-field mode of the the UrQMD model [81]. By

treating density-dependent potentials for both formed hadron and preformed hadron from string
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Figure 1.20: (a) Fy(M) as a function of M? in the 5-10% central Ar+Sc collisions at 404
GeV/e. The solid squares (circles) are F, (M) of real events (mixed events) from the UrQMD
model with hadronic potentials (UrQMD/M). The corresponding open squares and circles rep-
resent the measurements without hadronic potentials (UrQMD/C). (b) AF, (M) as a function
of M?. Figure taken from Ref. [81].
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fragmentation in a similar way, the density-dependent potentials is written as [81, 82]:

Ph Ph
= (22 )Y 1.11
U a(p0)+5(p0) (1.11)

where p, is the nuclear matter saturation density and p;, is the hadronic density.

The momentum-dependent term of hadronic potential is defined as:

tF f(r,p’)
U,g= m/dp’ ’ . (1.12)
! k=21,2 Po 1+ [(p—p')/and)?

where t,,, and a,,, are parameters. More detailed description of the UrQMD model with
hadronic potentials can be found in Refs [81, 82].

In Fig 1.20 (a), F,(M) from real events and mixed events show as a function of M? in
the 5 — 10% central Ar+Sc collisions at 40A GeV/c from the UrQMD model with and without
hadronic potentials, and the correlator AF, (M) [Fy(M)" ¢ — F,(M)™*] is shown in Fig 1.20
(b). For the UrQMD model with hadronic potential, F,,(M) of real events is larger than those
of mixed events, and AF, (M) shows a power-law behavior with M2, indicating the presence
of intermittency in this model. Moreover, the ¢, = 0.32 £ 0.03 extracted from the power-
law behavior of AF, (M), is similar to the one measured from the NA61 experiment [83].
For the UrQMD cascade model (UrQMD/C), it is observed that the values of F,, (M) of real
events are almost overlapped with those of mixed events and thus AF, (M) is around 0. The
extracted ¢, is around zero from the UrQMD/C model. The comparison between the results
from the UrQMD/M and those from the UrQMD/C model, indicates that the power-law behav-
ior of AF, (M) in the UrQMD/M model is due to the hadronic interactions, particular nuclear
potentials which lead to an enhancement of proton pairs with small relative momenta [81, 84].

Besides the UrQMD/M model that hadronic potentials is added into the UrQMD model,
another model is the UrQMD-hydro model that incorporating both transport and hydro-dynamical
descriptions of heavy-ion collisions[85, 86]. In the UrQMD-hydro model, microscopic trans-
port calculation for initial condition and freeze-out procedure is implemented with intermediate

hydrodynamic calculations [85]. Figure. 1.21 shows In F (M) as a function of In M 2 for all
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Figure 1.21: In F, (M) vs In M? for all charged particles in Au+Au collisions at 10A GeV/c
from the UrQMD model with and without hydrodynamic. Figure taken from Ref. [85].

charged particles in AutAu collisions at 10A GeV/c from the UrQMD-hydro model. In ad-
dition, variation of In F (M) with M 2 from the original UrQMD model is shown in a small
panel in Fig. 1.21. It is observed that In F (M) for all orders (¢ = 2 — 6) increase with in-
creasing In M? in the (0-5%) central Au+Au collisions from the UrQMD-hydro model, while
no power-law behavior of F (M) is visible in the original UrQMD model. This results infer
that the observed intermittency is closely related to the hydrodynamic evolution of the medium
produced in heavy-ion collision [84, 85]. It is worth to note that this observe signal is weak

since the intermittency index ¢, =~ 0.02 is small.
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Chapter 2

Analysis Method

2.1 Background Subtraction

2.1.1 Mixed Event Method

Data

Figure 2.1: A simple case for constructing mixed events.

In practice, heavy-ion collision systems involve a large number of background effects
that will significantly influence the particle multiplicity spectra in finite space [60, 65, 87].

When measuring scaled factorial moments, a large number of background effects significantly
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influence the results. These effects including the conservation laws, resonance decays, finite
lifetime of system, statistical fluctuations, experimental acceptance as well as other source for
trivial fluctuations, must be subtracted at the level of scaled factorial moments. The NA49
and NA61 experiments [60, 65, 83] apply the mixed event method to eliminate background
contributions. For this purpose, additional observable, AFq(M ), is defined as:

AF,(M) = Fiata(M) — F;e(M). (2.1)

The AF, (M), instead of F (M), is exclusively used to extract the ¢, in the power-law
function of AF, (M) o< (MP )%a, equivalently, AF (M) /M scaling. And 3, in the power-law
function of AF, (M) oc AFy(M )P4, equivalently, AF,(M)/AF,(M) scaling.

q

v) 7 [ T T ] v) 5[ T T T T
€ 10 27 Gev 0.5% g0 27 GeV 0.5%
6L J— ata ] J— ata
8 10 —— Mixed events 8 107 b —— Mixed events
10° ¢ 1
100 4 10°F E
3L N
10 10° F i
10% ¢ E
41 4
10 3 10
Y D S o
100 150 200 250 300 -2 -1 0 1 2
Nch px
(@) (b)

Figure 2.2: (a) N, distribution from data and mixed event in 0-5% central collisions at /sy
=27 GeV. (b) p, distribution from data and mixed event in 0-5% central collisions at ,/syy =
27 GeV.

Mixed events are constructed by randomly selecting particles from different original events,
while reproducing the multiplicity distribution of original events. The correlations between
pairs of particles which exist in the original event, are eliminated in the mixed event samples
since each particle now is chosen from different events. The method of mixed event obey three

rules as following:
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1) Mixed events are constructed by randomly selecting particles from the real (true) events.

2) Each particle in a mixed event is selected from a differently real event. As show in
Fig. 2.1, the three particles in mixed event-1 are selected from real event-1, 2 and 3.

3) The multiplicity distribution, total distributions of the mixed event are the same as the
real events. In Fig. 2.2, we can see that line of NV c%‘”'a distribution is overlapped with N/,

pPate s also overlapped with p

mix
T

2.1.2 Cumulative Variable Method

Besides the mixed event method to eliminate background contributions, another method
is the cumulative variable, which has been proved to drastically reduce distortions of intermit-
tency due to nonuniform single-particle density from background contributions [88, 89].

The cumulative variable X () is related to the single-particle density distribution p(x)
through [88, 89]:

X(e) = Lonen P 2.2)
x) = — . .
7 playda

Here x represents the original measured variable, e.g., p,, or p,,. p(z) is the density function of
x. x,,., and z, .. are the lower and upper phase-space limits of the chosen variable x.

The cumulative variable X (x) is determined by the shape of density distribution p(z). The
distribution of the new variable X (z) is uniform in the interval from 0 to 1. It has been proved
that the cumulative variable could remove the dependence of the intermittency parameters on
the shape of particle density distributions and give a new way to compare measurements from
different experiments [89]. To use the cumulative variable, the two-dimensional momentum
space p,.p, which is partitioned into M 2 cells will transfer to be pypy space. And the SFM
directly calculated in p,,p, space [F, (M )] will transfer to be C'F;, (M ), which is now calculated
in pxpy space. The process of fitting ¢§ from C'F, (M) is similar to that of ¢4 from F,(M)
according to Eq. (1.8).
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Figure 2.3: The black symbols represent the second-order scaled factorial moment as a function
of number of partitioned cells (a) in pure CMC events and (b) in CMC events contaminated
with Gaussian background fluctuations. The corresponding red ones are the SFMs calculated

by the cumulative variable method.

To test the validity of the cumulative variable method in the calculations of SFMs, we use
a Critical Monte Carlo (CMC) model [58, 61] of the 3D Ising universality class to generate
critical event samples. The CMC model involves the self-similar or intermittency nature of
particle correlations and leads to an intermittency index of ¢, = % [58]. In Fig. 2.3(a), both
F,(M) (black circles) and C'F, (M) (red triangles) are shown in the same panel. We observe
that C'F, (M) follows a good power-law behavior as F, (M) with increasing M?2. Within sta-
tistical errors, the intermittency index ¢5 fitted from C'F,, (M) equals ¢, obtained from F, (M ).
It means that the cumulative variable method does not change the intermittency behavior for a
pure critical signal event sample, which has been proved by Bialas and Gazdzicki when they
proposed to use the cumulative variable method to study intermittency [89]. In Fig. 2.3(b), the
CMC event sample is contaminated by hand with a statistical Gaussian background contribu-
tion, with the mixed probability A = 95%. The chosen value of A is close to the one used in the
simulations of background in the NA49 experiment [65]. In this case, one finds that the directly

calculated F’, (M) deviates substantially from the linear dependence, i.e., violation of the scal-
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ing law because of the Gaussian background contribution. So we can not make a good fitting
based on the scaling function defined in Eq. (1.8). However, the trend of C'F, (M ), which is
calculated by the cumulative variable method, still obeys a similar power-law dependence on
M? as that in Fig. 2.3(a). Furthermore, the intermittency index ¢ calculated from CF,(M)
keeps unchanged when comparing to the one in original CMC sample shown in Fig. 2.3(a).
We feel that these results are encouraging. They confirms that, in the intermittency analy-
sis, the cumulative variable method efficiently removes the effects caused by the background

contribution.

2.2 Efficiency Correction: A Cell-by-cell Method

In the experiment, some particles are not recorded due to the limited capacity of the TPC
and TOF detectors, hence the measured multiplicity distribution is different from the true one.
The values of SFMs are influenced by the efficiency of detector since they are calculated from
the measured multiplicity distribution of particles. To recover the true SFM from the experi-
mentally measured one, one needs to perform a careful study on the efficiency effect. Gener-
ally, the efficiencies in experiments are obtained by using Monte Carlo (MC) embedding tech-
nique. This allows for the determination of the efficiency, which is the ratio of the matched
MC tracks number and the number of input tracks. It contains the effects of tracking efficiency,
detector acceptance and interaction losses.

Let us denote the number of produced particles as N and the number of experimental
measured ones as n with a detection efficiency e. To correct the factorial moment for efficiency
effects, one has to invoke a model assumption for the response of the detector. It is often
assumed to follow a binomial probability distribution function [90, 91]. Moreover, according
to the detector simulations in the STAR experiment, the detector response is close enough to the
binomial distributions within statistical significance up to the 6th-order cumulants [32, 46, 92].

Then the probability to measure n particles given N produced particles can be expressed as
N!

p(n|N) = B(n,N;e) = AN — )t

(1 —e)N—n, 2.1)
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The true factorial moment is defined as f{"™¢ = (N(N —1)...(N — ¢ + 1)). It can be
recovered by dividing the measured factorial moment, f7¢s47¢? = (n(n—1)...(n — g+ 1)),
with appropriate powers of the detection efficiency [90, 93, 94]:

frreasured —ip(n —1)..(n—q + 1))

corrected __ —
£ == . . (2.2)

This strategy has been used for the efficiency corrections in the high-order cumulant analy-
sis [46, 93]. Consider that the probability to detect a particle is governed by a binomial distri-
bution, then both cumulants [93] and off-diagonal cumulants [91] can be expressed in term of
factorial moments and then can be corrected by using Eq. (2.2).

We apply the strategy for the efficiency correction to SFMs. Since the available region of
1)...(n,—
q-+1)) of measured SFMs should be corrected one by one. In this way, the efficiency corrected
SFM is deduced as

phase space is partitioned into a lattice of M? equal-size cells, every element (n; (n,—

M? p.(n,—1)(n,—q+1
o <# S i(ny )e_é i—a+ )>
Fqcorrec e (M) — - i
1 M n;
<M2 Zizl ?)q

(3

(2.3)

Here, n,; denotes the number of measured particles located in the i-th cell. The mean €;, is
calculated by <¥), representing the event average of the mean efficiency for the particles
located in the ith gell. Its value depends on the momentum range of the i-th cell and particle
species in experimental measurement [46, 94]. We call the efficiency correction technique of
Eq. (2.3) the cell-by-cell method.

To demonstrate the validity of the cell-by-cell method, we employ the UrQMD model
with the particle detection efficiencies used in real experiments. It is simulated by injecting
particle tracks from UrQMD events into the STAR detector acceptance with the experimental
efficiencies. In Fig. 2.4(a), we show the p, dependence of the experimental efficiency in only
the TPC detector in the most central Au + Au collisions at /sy = 19.6 GeV. It first increases

with increasing p,, and then gets saturated in higher-p, regions. We employ this tracking
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Figure 2.4: (a) Experimental tracking efficiencies as a function of p; in the TPC detector in
0-5% Au + Au collisions. (b) The second-order SFM as a function of number of partitioned
cells from UrQMD calculations.
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Figure 2.5: (a) Experimental tracking efficiencies as a function of p; in TPC + TOF detectors
in 0—5% Au + Au collisions. (b) The second-order SFM as a function of number of partitioned
cells from UrQMD calculations.

33



} DL fr A
[RESE AP CHAPTER 2. ANALYSIS METHOD
DOCTORAL DISSERTATION

efficiency into the UrQMD event sample by keeping a particle according to the probability
reading from Fig. 2.4(a) with the p; of that particle. And the measured F, (M ) is calculated in
the event sample after discarding particles. Next, we apply the correction formula of Eq. (2.3) to
do the efficiency correction on the measured F, (). In Fig. 2.4(b), the black circles represent
the original true F, (M), the blue solid triangles are the measured F, (M) after discarding
particles according to the TPC efficiency, and the red stars show the efficiency corrected SFMs
by using the cell-by-cell method. It is observed that the measured SFMs (blue triangle) are
systematically smaller than the original true ones (black circles), especially in the large number
of partitioned cells. However, the efficiency corrected SFMs (red stars) are found to be well
consistent with the original true ones.

For the case of TPC+TOF efficiencies, Fig. 2.5(a) shows the tracking efficiencies as a
function of p- in TPC and TOF. We apply the TPC+TOF efficiency effect to the UrQMD event
sample at /s\y = 19.6 GeV and then correct the measured SFMs by Eq. (2.3). The results
are shown in Fig. 2.5(b). Again, the SFMs corrected by the proposed cell-by-cell method (red

stars) are verified to be coincide with the original true ones (black circles).

34



Chapter 3

The RHIC-STAR Experiment

3.1 Relativistic Heavy Ion Collider (RHIC) at BNL

~ Jet Target
12:00 o’clock

s ¢
_———=(PHOBOS)
10:00-0*clock

4:00 o’clock

Figure 3.1: Schematic of the Relativistic Heavy Ion Collider (RHIC) complex at Brookhaven
National Laboratory . Figure taken from Refs. [95, 96].

The Relativistic Heavy lon Collider (RHIC) at Brookhaven National Laboratory (BNL),
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is a world-class particle accelerator where physicists are exploring the most fundamental forces
and properties of QGP matter [95]. It was the first machine in the world capable of colliding
heavy ions. The primary objective of RHIC is to investigate this phase transition and to study
the formation and property of QGP [96].

RHIC was completely constructed in 1999 and began the first physics program in 2000.
Over last two decades, RHIC has been successfully accelerated and collided different beam
species: p + p,p + Al,p + Au, He + Au,Cu + Cu,Cu + Au, Au + Au,U + U. The top
energy for heavy-ion beams (e.g., for Auions) is 100 GeV per beam and that for protons is 250
GeV.

Figure 3.1 shows the layout of RHIC. RHIC has two completely independent rings and
two sources of ions. The acceleration scenario for ions beam at RHIC is simply described as
following. At first, negatively charged gold ions were partially stripped of their electrons and
accelerated to the energy of 1 MeV at Tandem. Then beams of gold ions are delivered to the
Booster Synchrotron and accelerated to 95MeV. Next, ions were stripped again at Booster and
injected to the AGS that accelerated ions to the energy of 10.8 GeV. At last, ions were fully
stripped and transferred to RHIC rings through the AGS-to-RHIC Beam Transfer Line. More
details about acceleration scenario can be found in Refs [96].

RHIC has two major detectors (STAR and PHENIX) and two minor ones (PHOBOS and
BRAHMS), equivalently, four interaction points. The STAR experiment is at 6 clock, the
PHENIX experiment is at 8 clock, the PHOBOS experiment is at 10 clock and the BRAHMS
experiment is at 2 clock. Currently, only the STAR experiment is ongoing to operate collision

and other experiments have completed their task.

3.2 The STAR Experiment

The Solenoidal Tracker at RHIC (STAR) is one of two large detector systems constructed
at the RHIC. The STAR was designed primarily for measurements of hadron production over a

large solid angle, featuring detector systems for high precision tracking, momentum analysis,
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Figure 3.3: Cutaway side view of the STAR detector. Figure taken from Ref. [98].
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and particle identification. The large acceptance of STAR maked it particularly well suited for
event-by-event characterizations of heavy ion collisions [98].

Fig. 3.2 shows the layout of the STAR experiment, and a cutaway side view of the STAR
detector is shown in Fig. 3.3. There are two main sub-detectors: Time Projection Chamber
(TPC) and Time of Flight (TOF), to record the collisions in the STAR experiment. In the
following analysis, the TPC detector combined with the TOF detector are used to measure
momentum message and identify particle species, and we therefore discuss the TPC and TOF

detectors in detail.

3.2.1 Subsystem: Time Projection Chamber (TPC) Detector

The STAR’s ’heart’ is the Time Projection Chamber (TPC) detector which tracks and
identifies particles producing in heavy-ion collisions. Its acceptance covers |n| < 1 through
through the full azimuth angle. Particles, over a momentum range from 100 MeV/c to greater

than 1 GeV/c, are identified by measuring their ionization energy loss (dE/dx).

Figure 3.4: The STAR TPC detector surrounds a beam—beam interaction region. The collisions

take place near the TPC center. Figure is taken from Ref. [99].

Figure 3.4 shows the crude structure of TPC detector. The TPC was 4.2 m long and 4 m
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in diameter. It was an empty volume of gas in a well-defined, uniform, electric field of ~ 135
V/em. The magnetic field in TPC was 0.5 T. The TPC was filled with P10 gas (10% methane,
90% argon) whose primary attribute was a fast drift velocity. The transverse diffusion in P10
gas was 230 yum//cm at 0.5 T, and free electrons drifted at a steady speed around 5.45 cm/p.

The readout system was based on Multi-Wire Proportional Chambers (MWPC) with read-
out pads. The readout modules, or sectors, were arranged as on a clock with 12 sectors around
the circle. The track of a particle passing through the TPC was reconstructed by finding ion-
ization cluster. There were total 45 pad rows to record the hit point ionization clusters. The
clusters were found in separately in x, y, z place, which the x and y of a cluster were deter-
mined by the charged on adjacent pads row, and the z coordinate was given by measuring the
time of drift of a cluster. To extract the momentum information, the tracking software fit the
points on a track. Finally, The transverse momentum (p;) of a track was determined by fitting
a circle through the x, y coordinates of the vertex and the points along the track. In addition,
the total momentum was calculated using this radius of curvature and the angle that the track
makes with respect to the z-axis of the TPC.

The (dE/dx) of a particle was extracted from the energy loss measured on up to 45 pad
rows, identifying particle species in the TPC. Experimentally, only 70% of the pad rows were
performed to calculate the average (< dE/dx >). For a given charged particle, it’s dE'/dx
can be described by the Bethe-Bloch function as follows:
2m, c?3%v°T, o

-2 G.1)

dE Z1 1
_8 g2 f (o
- K amEGh 2

where K = 0.3071;\/4C emV2 is a constant, z is the charge of the particle, Z is the atomic
number of absorb, I is the average ionization energy of the material, ¢ is a correction based on
the electron density and 7),, ... is the maximum kinetic energy.

Figure 3.5 shows the measured dF/dx as a function of (p/q) in AutAu collision at
VSnn = 39 GeV from the STAR experiment. In this Fig. 3.5, the colored dashed lines repre-
sent the theoretical values given by Eq. (3.1) for different charged particles. Experimentally,

the criteria for particle identification is determined by a new observable no:
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1. (dE/dx) d
no = —log peasre (3.2)
R (dE/dm)Bishsel

where R = 0.55 is the relative energy resolution in TPC. The no following a Gaussian
distribution, describe how far a measured track always from theoretically expected value. Gen-
erally, a appropriate cut of [no| < 2 is applied to judge particle species in data analysis. In
Fig. 3.5, we can see that TPC is able to separate kaon (pion) and protons up to p ~ 1 GeV/e,
and poins and kaons up to 0.7 GeV/ec.
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Figure 3.5: Energy loss d E//dx as a function of rigidity (p/¢) in AutAu collisions at /sy =
39 GeV measured by the TPC detector. The colored dashed lines represent the theoretical

values for different charged particles.
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3.2.2 Subsystem: Time of Flight Detector (TOF) Detector

A full barrel Time-of-Flight (TPC) detector was proposed to extend the particle identifi-
cation to high momentum, since the particle identification in the TPC was limited at low mo-
mentum [100, 101]. The TOF detector was based on the Multi-gap Resistive Plane Chamber
(MRPC) which was basically a stack of resistive plates with a series of uniform gas gaps [101].
The TOF consists of 120 trays of MRPC modules that covered the entire acceptance of the TPC
detector. There were a total of 3800 MRPC modules with 23000 readout channels. The main
features of the proposed arrangement was to achieve a timing resolution of at least 100 ps.

The TOF detector determines charged particle velocity by measuring the time required to
travel from the interaction point to the time of flight detector, or between two detectors. The
start’ time (t,,,,.) Was measured by Vertex position detectors (VPD) that always 5.4m from
the TPC center, and the ’stop” time (Z,,,,) was read out by the TCPU card in the TOF system.
stop—t
(p), and total path length (s). Therefore, the inverse velocity, 1/4, for each track, is calculated
by:

Hence, the time intervals is At = ¢ Furthermore, the TPC provided the momentum

start*

1/8 = cAt/s (3.3)

where c is the speed of light. Then, the track momentum measured by the TPC detector

and the associated velocity allowed the calculation of the particle mass, m, via:

2 _ P’ _ .2 (cAt)?
= W = p*[ 52

Shown in Fig. 3.6 is the particle mass via the TOF for pions, kaons, protons, as labelled,

versus the rigidity (p/q) in Au+Au collisions at /sy = 39 GeV. The white dash lines rep-

resent the rest mass for different particles species. As we can see, the TOF detector will extend

—1] (3.4)

capability for kaons (pions) separation from 0.6 to 1.7 GeV/c, the range for proton separation
will be increased from 1 to 3 GeV/c. By combining the information from the TPC and TOF

detectors, we can measure pions, kaons, protons and so on, in the high p; range, which is

41



\ R [0S
) (R LAl CHAPTER 3. THE RHIC-STAR EXPERIMENT
DOCTORAL DISSERTATION

crucial to many measurements.

In the following analysis, TPC particle identification is performed using the measured
energy loss, with K+ and 7+ requiring a momentum range 0.2 < p; < 0.4 GeV/c, and p and
p requiring a momentum range 0.4 < py < 0.8 GeV/c. Moreover, mass squared from the TOF
detector is used for particle identification, with K+ and 7+ requiring a momentum range of

0.4 < pr < 1.6 GeV/c, and p and p requiring a momentum range of 0.8 < p, < 2.0 GeV/e.

107
108
10°
10*
10°

10°

p/q(GeV/c)

Figure 3.6: Mass (m?) as a function of rigidity (p/q) in Au+Au collisions at ,/3yx = 39 GeV
measured by the TOF detector. The dashed lines represent the rest mass for proton, kaons and

pions, respectively.
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Chapter 4

Analysis Details of the STAR Data

4.1 Data Sets

The experimental data presented here were measured by the STAR detector from the first
phase of Beam Energy Scan (BES) program RHIC. Those were Au+Au collisions at /sy =
7.7,11.5,14.5,19.6, 27, 39, 54.4, 62.4 and 200 GeV. In table 4.1, we show the basic information
about production message for the STAR data.

4.2 Event Selection

4.2.1 Selection Cuts

In present analysis, we select minimum bias trigger events with a z-coordinate (V) of
primary vertex within 430 cm for most of the colliding systems and energies, from the center of
the TPC along the beam line. This ensures uniformity of detector efficiency and ideal detector
coverage. The range of |V,| is chosen to optimise the event statistics and uniformity of the
response of the detectors. In order to reject background events which involve interactions with

the beam pipe, the transverse radius (V) of the event vertex is required to be within 2 cm (1
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CHAPTER 4. ANALYSIS DETAILS OF THE STAR DATA

V5nw (GeV) | Year Trigger 1D Production | # of Events(M)
7.7 2010 290001, 290004 P10ih 3.2
11.5 2010 310014 P10ih 6.8
14.5 2014 | 440005, 440015, 440006, 440016 P14ii 13.1
19.6 2011 340001, 340011, 340021 P11id 16.2
27 2011 360001 P11id 32.2
39 2010 280001 P10ih 89.3
54.4 2017 580021 P18ic 441.7
62.4 2010 270001, 270011, 270021 P10ik 46.7
200 2010 | 260001, 260011, 260021, 260031 P10ik 236
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Table 4.1: Basic information for the data sets.
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cm for 14.5 GeV) of the center of STAR detector. To remove pile-up events at /syy = 39,
54.4, 62.4 and 200 GeV, we require the V, difference between the two methods to be within 3
cm. In table 4.2, we show the event selection cuts for all energies.

In Fig. 4.2 and Fig. 4.3, we show the event selection cuts for /sy =39 GeV.

Vo (GeV) [ V. (em) [V, (em) [ [VpdV, — V[ (cm)
7.7 V.| <50
11.5
14.5 <1
19.6
27
39
54.4
62.4
200

<2

nan

V.| < 30

<2
<3

Table 4.2: Basic event cuts for the data sets.

4.2.2 Bad Runs

To ensure the quality of our data, one need a run by run study of several variables to
remove the bad runs. Run-by-Run QA was already done and bad runs at BES I energies are
given from official StRefMultCorr. Events were selected on the run-by-run variables: average
Refmult, Refmult2, V,, V., DCA, pp, ¢, n and remove the outlier runs beyond +/ — 30, as
shown in Fig.4.4.

4.2.3 Pile-up Events

Pile-up event is the event that contains more than one single-collision events [102]. It is

formed when the detector identifies two or more single-collision events as an event, since those
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Figure 4.1: V, Vs. V, distribution in Au + Au collision at ,/syy= 39 GeV.
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Figure 4.2: V. distribution in Au + Au collision at ,/sy= 39 GeV.
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Figure 4.3: (a) V, distribution in Au + Au collision at /sy = 39 GeV. (b) VpdV, — Vz
distribution. The dash line represent the value of cut.
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Figure 4.4: Run by Run QA of event level quantities, Refmult, Refmult2, V_, V, DCA, pr, ¢,
7 for trigger 580021 and 580001 at /sy = 54 GeV.
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single-collision events are produced within a small time and space interval. The multiplicity
of pile-up events are the combination of those from two or more single-collision events, and
therefore it has a oblivious tail shown in the reference multiplicity distribution. The unexpected

pile-up events must be removed by some 2D-plot cuts.

300 y= 0.46x -12.00

200

Tofmatched Tracks

100

R . I
0 200 400 600
Refmult

Figure 4.5: nToFmatch Vs. Refmult | /sy = 54 GeV.

Pile-up events cuts are applied in this analysis and based on 2D plots.

1. nToFmatch Vs. Refmult. Some TPC tracks are not matched to the TOF, that is out of
time pile-up events. It is defined as the primary tracks counts in |n| <1 as:

If(|n| <0.5&&dca<3&&nFitHits>10&&ToFmatchflag>0) nToFmatch++;

2. Beta-tofmatch Vs. Refmult. In some events, TPC tracks are matched to the TOF
detector, but the beta (v/c, velocity) is not correctly calculated. It is defined as:

If(|n| <1&&dca<3&&nFitHits>10&&beta>0.1) beta-tofmatch++;

Figures 4.5 and 4.6 show the 2D plots for /sy = 54 GeV. The pile-up event cuts at this
collision energy are:

if(nToFfmatch<=1||(nToFfmatch<0.46 x refmult-12)) continue;

if(beta-tofmatch<=0||(beta-tofmatch<0.88 x refmult-25.96)) continue;
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Figure 4.6: Beta-tofmatch Vs. Refmult at | /sy = 54 GeV .
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Figure 4.7: N, distribution in 0-5% at /sy = 54.4 GeV.
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Figure 4.8: (a) Without using N, Vs.btofTrayMultiplicity cut in analysis, the N, vs. N}
plot in the most central Au+-Au collisions at ,/syy= 54.4 GeV. (b) With using N_;, Vs. btof-

TrayMultiplicity cut in analysis, the N/, vs. N/, plot in the most central Au+Au collisions at
/San= 54.4 GeV.

Besides, for /syy= 54.4-200 GeV, it was found that there is tail in lower values of N,
distribution as shown as the black line in Fig. 4.7, the IV, is the charge multiplicity of a event
which after event selection in table 4.2 and track selection in table 4.4 within the windows
0.2 < pp < 2.0 GeV and |n| <0.5. To remove the tail, we have two cuts in Refmult Vs.
btofTrayMultiplicity plot and N_;, Vs. btofTrayMultiplicity plot, as show in Fig. 4.9 and 4.10,
respectively. The tail is mainly removed by the IV, Vs. btofTrayMultiplicity cut. Moreover,
we found that the left tail of NV, distribution was mainly caused by events which have lower
N}, and N_, multiplicity as show in Fig 4.8 (a). We can see that some data points are outed
of the main zone in the N, Vs. N_, plot in Fig 4.8 (a), and these events can be removed by
the IV, Vs. btofTrayMultiplicity cut as shown in Fig 4.8 (b).

It’s worthwhile to note that the effect of tail on the scaling exponent is little, since the
scaling exponent is 0.39344+0.0030 when the the N_;, Vs. btofTrayMultiplicity cut is not ap-
plied, while scaling exponent is 0.39034-0.0031 when the cut is applied. Although the change

on scaling exponent is small, we still need to discard these unexpected events. The cuts for
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Figure 4.9: Refmult Vs. btofTrayMultiplicity at , /syy= 54.4 GeV.
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Figure 4.10: N_;, Vs. btofTrayMultiplicity at ,/syy= 54.4 GeV.
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removing the tail at | /syy= 54.4 are listed below:
if( btofTrayMultiplicity > (3.45 xrefMult+222)) continue;
if( btofTrayMultiplicity < (2.88 xrefMult-132.2)) continue;
if( btofTrayMultiplicity > (5.78 x N, +200)) continue;

4.3 Collision Centrality

The collision centrality is the degree of overlapped region between the two nuclei in
nucleus-nucleus collision. Generally, the collision centrality is characterized by different quan-
tities. A commonly used quantity is the impact parameter b, which is defined as the distance
between the geometrical centers of the colliding nuclei in the plane transverse to their direc-
tion [33, 103], as show in Fig 4.11. In addition, the number of participant nucleons (V) and
the number of binary collisions (N,,;;), are also used to characterize the collision centrality.
Unfortunately, those geometrical variables cannot be directly measured in experiment. How-
ever, the impact parameter b is monotonically related to charged-particle multiplicity (V,;,)
which can be easily measured in experiment. Therefore, the collision centrality is usually de-
termined by a comparison between experimental measured particle multiplicity and Glauber
Monte Carlo simulations [33, 103].

The Glauber model, a Monte Carlo approach, is a multiple collision model that treats
an nucleus-nucleus collision as an independent sequence of nucleon-nucleon collisions [103].

This model is used to calculate geometric quantities (N,,,.;, IV.,;;) for a fixed impact parameter

art?

(b) which characterize the collision centrality. Figure 4.12 shows the relationship betwen IV,

(Ncou) and b in AutAu and Cu+Cu collisions at /syy= 200 GeV from the Glauber model.
In Fig. 4.13, it is shown how to define a collision centrality by comparing the particle
multiplicities with Glauber Monte Carlo simulation and the correlation between the V,;, and
the Glauber-calculated quantities b and N,
. 1s large for events with small b. In the simplest

For events with large b, their N_;, is low and

N, 41t 18 small, whereas N, is high and N,

par ar

case, the events with large N_,, is determined to be central collision events, otherwise they will
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Side view Beam-line view

Projectile B Target A

Figure 4.11: Two heavy ions, target A and projectile B, are shown colliding at relativistic

speeds with impact parameter b. Figure taken from Ref. [103].
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Figure 4.12: Average number of participants NN,,,., and binary nucleon-nucleon collisions
N_,;; in the Glauber Monte Carlo calculation, as a function of the impact parameter b. Figure
taken from Ref. [103].
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be peripheral events. Once the total integral of the experimental measured N _;, distribution is
known, centrality classes are defined by binning the N, distribution on the basis of the fraction
of the total integral, and is denoted as a percentage value (e.g., 0-5, 5-10%, 10-20%...), as
shown by the dash lines in Fig. 4.13. In this way, we can calculate the [V, from experiment

and determine the centrality classes with Glauber model simulations.

brl <1

12 10 8 6 4 2 0 {b(fm))
FT T T T T T E|

[ 50 100 150 200 250 300 350 N> 7]

10"

102 -

do /dN_, (arbitrary units)

107

i | I | | 1
[50 70 80 90 95 alam(%)\
|

P -

| I -
0 400

» L1 .
10 1600 2000

B(I]O J
Figure 4.13: An illustrated example of the correlation of the final-state-observable total inclu-

sive charged-particle multiplicity N, with Glauber-calculated quantities, such as, band N,,,,,.;.
Figure taken from Ref. [103].

The charged-particle density d N, /dn near mid-rapidity is well described by a two-component

model, expressed as:
dN.,

dn

where n,,, is the average multiplicity in p + p collisions, x is the fraction of the hard

npp[<1 - m)Npart + choll] (41)

component, the NV, and N, can be obtained from the Glauber model.

The multiplicity distribution was simulated on the basis of a convolution of the N,
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AU+AU, |5,=54.4 GeV

—-Data
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Number of Events (Normalized)

600
Refmult2

Figure 4.14: The Refmult2 distribution in Aut+Au collisions at /sy = 54 GeV. The black
circles represent the experimental data, and red solid line represent the Glauber MC simulation
with negative binomial distribution. The vertical dashed lines represent different centrality

classes.

distribution from a Glauber Monte Carlo simulation and an Negative Binomial Distribution

(NBD). The multiplicity (n) distribution was assumed to follow an NBD:

7(n + k) (n,,/E)"
T(n+ 1)7(k) (npp/k: + 1)tk

PNBD(”pp? kin) = (4.2)

where 7 is the gamma function, the n,, and k are treated as free parameters in the simu-
PP k,and x

to find the minimum \?/ DOF comparing between the measured N, and Glauber simulated

lation. Then, the multiplicity distribution was simulated for a grid of values for n

one.

Figure 4.14 show the reference multiplicity 2 (Refmult2) distribution at /syy = 54 GeV
from STAR data (black circles) and Glauber MC simulation (red solid line). The discrepancy
at small Refmult2 is due to low detector efficiency in the peripheral collisions (80-100%). The
Refmult2 from Glauber MC simulation is used to determine the centrality class. In Fig. 4.14,

the dash red lines represent the nine centrality cuts from 0-5%, 5-10% ... 70-80%, obtained by
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binning the Refmult2 distribution on the basis of the fraction of the total integral.

To avoid self-correlation [46, 104], the centrality is determined from Refmult2 within

a pseudo-rapidity window of 0.5 < |n| < 1, chosen to be outside the analysis window of
In| < 0.5. Finally, we list the Refmult2 cuts for centrality definition at ,/syy = 7.7-200 GeV,

in table 4.3.

VSnn(GeY) | 0-5% | 5-10% | 10-20% | 20-30% | 30-40% | 40-50% | 50-60% | 60-70% | 70-80%
7.7 165 137 95 64 41 25 14 7 3
11.5 206 172 118 80 52 32 18 9 4
14.5 225 188 129 87 57 35 20 10 5
19.6 258 215 149 100 65 40 22 12 5
27 284 237 164 111 71 43 25 13 6
39 307 257 179 121 78 47 27 14 6
54.4 363 300 204 135 85 50 27 13 5
62.4 334 279 194 131 84 51 29 15 7
200 421 355 247 167 108 65 37 19 9

Table 4.3: Centrality bins for Refmult2 at /sy = 14.5 GeV and 54.4 GeV

4.4 'Track Selection and Particle Identification (PID)

To reduce the contamination from secondary charged particles, only primary particles

have been selected, requiring a distance of closest approach (DCA) to the primary vertex less
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| < 0.5

No. of fit points > 20
No. of dE/dx points > 5

No . of fit points/ No. of possible hints | > 0.52
DCA <1

Table 4.4: Track quality used in BES I energies.

Protons, Kinematic Cuts PID Cuts

0.4 < pp <08(GeV/e) p<1(GeVic) TPC, |no,| <2

0.8 < pr < 2.0(GeV/c) p < 3(GeVic) | TPC+TOF, |no,| < 2,0.6 < m? < 1.2 (GeV?/c?)

Table 4.5: Particle identification selections for protons

Kaons, Kinematic Cuts PID Cuts

0.2 < pp <04GeVic TPC, [nok| < 2

0.4 < pp < 1.6 GeV/c | TPC+TOF, |noj| < 2,0.14 < m? < 0.4 (GeV?/c?)

Table 4.6: Particle identification selections for kaons

Pions, Kinematic Cuts PID Cuts

0.2 < pp<04GeV/c TPC, |no,.| < 2

0.4 < pp < 1.6 GeV/c | TPC+TOF, |no| < 2, —0.15 < m? < 0.14 (GeV?/c4)

Table 4.7: Particle identification selections for pions
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than Icm. Track must have at least 20 points (NFitPoints) used in track fitting out of maximum
of 45 hits possible in the TPC detector. The minimum number of points used to derive dE/dx
values is limited to 5. To prevent multiple counting of split tracks, at least 52% of the total
possible fit points are required (NHitsFit/NFitPoss). Track selection cuts for all energies are
listed in table 4.4, and Fig. 4.15 shows the NFitPoints distribution and DCA distribution.

2 210°F ‘ 3
g 57
8.0l 39 GeV g 39 GeV
ad 10°
10" ¢
10° 3
-40 -20 0 20 40 0 1 2 3 4 5
NfitPoints dca (cm)
(a) (b)

Figure 4.15: (a) NFitPoints distribution in Au + Au collision at /syy = 39 GeV. (b) DCA
distribution in Au + Au collision at /sy = 39 GeV. The dash line represent the value of cut.

These long-lived particles (7*, K=, p, p) can be directed identified by using both energy
loss information from the TPC detector and time of flight information from the TOF detector.
The identification capability of TPC and TOF can be found in Fig. 3.5 and 3.6. In Fig. 3.5,
we can see that the pions and kaons have good separation when the momentum is less than
0.6 GeV. In Fig. 3.6, the particle has good separation with other according to their m?2. In our
analysis, the associated TPC dE/dx information and TOF m? are used for pions, kaons and
protons identification. Tables 4.5, 4.6 and 4.7 show the particle identification cuts for protons,

kaons and pions, respectively.
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4.5 Detector Efficiency

4.5.1 TPC Efficiency
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Figure 4.16: (a) p; dependence of the embedding efficiency for proton at /sy = 19.6 GeV.
The red line is the fitting function according to Eq. (4.2). (b) p; dependence of the embedding
efficiency for pion at /sy = 19.6 GeV.

In real case, as we don’ t have 100% detector efficiency (include acceptance), we need
to estimate the effect of the detector efficiency on the observable. The TPC efficiencies as a
function of transverse momentum for identified particles can be calculated from the embedding
simulation.

Ngel(pr) (4.1)

6(pT> = NMC(Z)T)?

where N~ and N, represent the number of reconstruct track and Monte Carlo tracks,
respectively. Figure 4.16 shows the TPC efficiency as a function of p, which is well fitted by

the function:
y = poe ()" (4.2)
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4.5.2 TOF Efficiency

The TOF matching efficiency is calculated using a data driven method and can be calcu-

lated as:

The number of TOF matched track (MatchFlag> 0, Track cuts, | N sigma| < 2)
The number of TPC tracks (Track cuts, | N sigmal < 2) '

e(pr) =
(4.3)
Figure 4.17 shows the p dependence of the TOF match efficiency for protons and pions.
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Figure 4.17: (a) p; dependence of the TOF efficiency for proton at /syy = 19.6 GeV. (b) pr
dependence of the TOF efficiency for pion at /sy = 19.6 GeV.

4.5.3 TPC+TOF Efficiency

The particle identification method is different between low- and high-p; regions. The
TPC detector is used to obtain momentum of charged particles and do the particle identification
in low-p; region. Moreover, the TOF detector is used to do the particle identification in the

relatively-high-p, region. In this case, particles need to be counted separately for the two p
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regions, in which the values of the efficiencies are different. Based on different PID method
used in low p and relatively-high-p, region, thus we have efficiencies at two p, regions as
show in Fig. 4.18 and Fig. 4.19.

> T T n >‘ T T T > T T T T
8 TPC+TOF Efficiency LCJ TPC+TOF Efficiency LC> TPC+TOF Efficiency
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Figure 4.18: TPC+TOF efficiency as a function of p- for protons, kaons and pions in 0-5% col-
lisions at /sy = 19.6 GeV. The solid lines represent the fitting function according to Eq. (4.2)

at two pp regions.

4.6 Systematic Uncertainty

To estimate systematic uncertainty, we varied 3 track cuts including dca, NFitHit, NSigma
and different fit range for the number of cells M2. The DCA mainly controls the fraction of
background which are knocked out from the beam pipe by other particles. The selection of a
sufficiently large number of fit points can suppress track splitting in the TPC. The purity of
the charged hadron samples can be controlled by the no variable of the ionization energy loss.

Table 4.8 shows the DCA, NFitPoints and no are used to estimate the systematic error.

The default cuts used in the analysis are: DCA< 1, NFitPoints> 20, |bo| < 2, When we

vary one of the cut, the other cuts stick to the default value. For example, the systematic errors
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Figure 4.19: TPC+TOF efficiency as a function of p for pion in different centralities at /Sy

=19.6 GeV. The red lines represent the fitting function according to Eq. (4.2) at two p,- regions
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Table 4.8: Systematic cuts for DCA, NFitPoint and NSigma (protons, kaon and pions)
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from one kind of cut can be calculated as:

Error = \/% g(cuti —def.)?. 4.1)

Thus, the total systematic errors are calculated as:

Sys_err = \/Err(DCA)? + Err(NFit)2 + Err(NSigma)? + Err(M?2)2.  (4.2)

Here the Err(M?) denotes the systematic errors from the different fit range of M?2. For

each set of the cuts, we can calculate the point by point difference between the varied cuts and
the default cut.
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Chapter 5

Results from the STAR

Experiment

The results presented here are obtained from the Au + Au collisions at /syy = 7.7,
11.5, 14.5, 19.6, 27, 39,54.4, 62.4 and 200 GeV in the first phase of the BES program at
RHIC. We measure the SFMs of identified charged hadrons (h*) combining p, p, K+, and
7+ together. Particle identification is required in order to apply the efficiency correction
on the SFMs. The domain [—p,. 1005 P maz)l® [—Py.mazs Py,maz] Of the transverse momen-
= Dymax = 2.0 GeV/c is partitioned into M? cells to calculate the
SFMs according to Eq. (1.6). Statistical uncertainty of F, (M ydata and F, (M )™iT are es-
timated using the Bootstrap method, and statistical uncertainty of AF, (M) is calculated by
Err(AF,(M)) = \/Em*(Fq(M)d‘“fa)2 + Err(F, (M)mie)2

tum plane with p, 4.

5.1 Efficiency Corrected and Uncorrected SFMs

Figure 5.1 shows the efficiency corrected F; (M) Vs. uncorrected F, (M), it is observed

that both the values of F,, (M )9%%% and F, (M )™ are become smaller than uncorrected values.
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Also, the corrected A F, (M ) is smaller than uncorrected A F,,(M). Figure 5.2 shows the same
case for the sixth-order SFM.

1 Zo06f ]
"<|" + Uncorrected AF,(M)

05p g Corrected_AF,(M) 1

] 0.4F ]

ByY" 19.6GeV 0-5% charge(pp,k* 1)
+ Uncorrected F,(M)

O Uncorrected Mixed_FZ(M)
4 Corrected F,(M) ] 0.1
v Corrected Mixed_Fz(M)

0 2000 4000 6000 8000 100002 0 2000 4000 6000 8000 100002
M M

Figure 5.1: (Left) Efficiency corrected F., (M) Vs. uncorrected F; (M) for data and mixed
events in 0-5% central collision at /Sy = 19.6 GeV. (Right) Efficiency corrected AF, (M)
Vs. uncorrected AF, (M)

5.2 Energy Dependence of SFMs in Au + Au collisions

Figure 5.3 and Fig. 5.4 show F, (M )% and F,(M)™** corrected for reconstruction ef-
ficiency, from the second order to the sixth order, in the 0-5% central collision and 10-40%
central collision, respectively. Based on the statistic of BES-I data, the calculation of F (M)
can be performed in the range of M? from 1 to 1002 and up to the sixth order (q=6). In Fig. 5.3,
red marks represent F, (M) of original data while black marks represent F, (M) of associated
mixed events. Error bars of F, (M ydata and F,(M)™* were obtained from the Bootstrap
method. It is observed that all order of F, (M)4** are larger than F,(M )™ at large M? re-
gion at all /sy, therefore, a deviation of AF, (M) from zero is present in central Au + Au
collisions. F, (M )% was observed to overlap with F,,(M)™** and AF,(M) ~ 0 from the
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Figure 5.2: (Left) Efficiency corrected Fz(M) Vs. uncorrected Fi (M ).(Right) Efficiency
corrected AF, (M) Vs. uncorrected AF, (M)
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Figure 5.3: The scaled factorial moments, F (M) (¢ = 2 — 6), from data and mixed events
for charged hadrons in the most central(0-5%) Au + Au collisions at /sy = 7.7-200 GeV in

double-logarithmic scale.
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Figure 5.4: The scaled factorial moments, F, (M) (¢ = 2 — 6), from data and mixed events for
charged hadrons in central(10-40%) Au + Au collisions at /sy = 7.7-200 GeV in double-

logarithmic scale.
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Figure 5.5: (a)-(e) F,(M ydata and F, (M ymi@ for different order in the most central (0-5%)
Au + Au collisions at /syy = 27 GeV in double-logarithmic scale. (f)-(j) AF, (M ydata for
different order in the most central (0-5%) Au + Au collisions at /sy = 27 GeV in double-

logarithmic scale.
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UrQMD calculations (see Sec. 6.1.3), which cannot describe the data presented here, since it
does not incorporate any density fluctuations.

Figure 5.5 show Fq(M)d“t“, F,(M)™* and AF,(M)™"* as a function of M? for dif-
ferent order at /sy = 27 GeV. It is observed that all order of F, (M )data are larger than
F,(M)™ at large M? region, therefore a deviation of AF, (M) from zero is present in cen-

q
tral Au + Au collisions.
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Figure 5.6: The AF, (M) (up to sixth order) as a function of M 2 for the most central (0-5%)
Au + Au collisions at /sy = 7.7-200 GeV in double-logarithmic scale.

Figure 5.6 and Fig. 5.7 shows the AF, (q=2-6), calculated by Eq.(2.1), as a function
of M? in 0-5% and 10-40% central collisions, respectively. We find that AF, (M) (¢ = 2-6)
increase with increasing M ? and become saturated when M? is large (M? > 4000). Therefore,
AF,(M) (g = 2-6) does not obey a power-law behavior of AF, (M) oc (M?)% over the
whole range of M?2. Equivalently, AF, (M )/M scaling is not valid for the whole range of
M?. The ¢, cannot be extracted in a reliable manner (independently of M 2 range) due to the

absence of AF, (M) /M scaling, therefore we focus on the power-law behavior of AF, (M)
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Figure 5.7: The AF, (M) (up to sixth order) as a function of M? in 10-40% central Au + Au
collisions at /sy = 7.7-200 GeV in double-logarithmic scale.
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Figure 5.8: The AF, (M) (up to the fifth order) as a function of M? in 40-80% central Au +
Au collisions at /sy = 11.5 and 19.6 GeV in double-logarithmic scale.
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AF,(M)Pa and the scaling exponent.

As for the F (M) in peripheral Au+ Au collisions, Fig. 5.8 show the F, (M )data, E, (M)
and AF, (M) as a function of M 2 in 40-80% peripheral collisions at V/San = 11.5 and 19.6
GeV. We observe that almost four orders AF, (M)(q = 2 — 5) can be calculated in 40-80%
peripheral collisions while five orders can be calculated in central collisions. Since higher or-
der AFq(M ) can’t be calculated in peripheral collisions at lower energies, the B, /q scaling

can’t be extracted in peripheral collisions.

5.3 Centrality Dependence of SFMs in Au+Au Collisions

(a) 0-5% 7.7 GeV (b) 5-10%

(c) 10-20% (d) 20-30% Q1 | (e) 30-40%

Fqo(M)

(i) 20-30% (i) 30-40%

"n‘n“'

(9) 5-10% (h) 10-20%

~~ (] Tt
S i S o I |||‘| ‘H
Tt ak X || || M ‘
<4 =TT
102 o
16" 10° 10° 10 1(.)2 1;)3 10 1(.)2 1;)3 10* 162 10° o 10*

Figure 5.9: (a)-(e)F,(M)(q = 2 — 6), of identified charged hadrons (h*) in 0-5%, 5-10%,
10-20%, 20-30%, 30-40% centralities at V% = 7.7 GeV in double-logarithmic scale. Solid
(open) markers represent F, (M) of data (mixed events) as a function of M?. (f)-(j) AF, (M)
(q = 2-6) as a function of M? in these centralities at Vo = 1.7 GeV.

Figure 5.9 (a)-(e) shows the F, (M ydata and F, (M )™i® as a function of M? in in 0-
5%, 5-10%, 10-20%, 20-30%, 30-40% centralities at Vo = 1.7 GeV. Fig. 5.9 (f)-(j) show
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AF, (M) (q = 2-6) as a function of M? in this five centralities. The AFy(M) exhibits large
statistical error for large M? from 5-10% to 10-40% centrality collision. Therefore the higher
order AFg(M) for large M? cannot be calculated except the most central collisions (0-5%).
In the following calculation of scaling exponent, we will merge the 10-20%, 20-30%, 30-40%
centrality bins to one centrality bin (10-40%) at lower collision energies. And the centrality

dependence of scaling cannot be calculated for each centrality bin.

Figure 5.10 shows the centrality dependence of F,(M)%te, F (M)™“ and AF, (M)
(¢ =2-6)at /s ~=19.6 GeV. In the 30-40% centrality at Vi = 19.6 GeV, there are only
several data points of higher order A Fy(M ) which have large statistical error. Therefore, we
can calculate the scaling exponent from 0-5% central collision to 30-40% at Ve = 19.6 GeV.
In the following analysis, we will calculate the centrality dependence of the scaling exponent

when Vo > 19.6 GeV.
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Figure 5.10: (a)-(e) F,(M)(q = 2 — 6), of identified charged hadrons (h*) in 0-5%, 5-10%,
10-20%, 20-30%, 30-40% centralities at Vo = 19.6 GeV in double-logarithmic scale. Solid
(open) markers represent Fq(M) of data (mixed events) as a function of M2. (f)-(j) AF, (M)
(¢ = 2-6) as a function of M? in these centralities at VS = 19.6 GeV.
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Figure 5.11: The F,(M ) (up to the sixth order) as a function of M? in 0-5%, 5-10%, and
0-10% central Au + Au collisions.

In the cumulant analysis [46], it is known that calculating cumulants in such broad central-
ity bins leads to a strong enhancement of cumulants and cumulant ratios due to initial volume
fluctuations. A Centrality Bin Width Correction (CBWC) can effectively suppress the effect
of the volume fluctuations on cumulants within a finite centrality bin width. However, the
CBWC could not applied to the F (M) in the intermittency analysis since two main reasons:
1) One should perform the intermittency analysis only using Fq(M ) at larger M? region, and
the calculations of F, (M) at larger M? region, especially for higher order, require enough
event statistic. The events for a Refmult2 bin is too small to calculate F, (M) at larger M?. 2)
The computation time for F,(M)(g = 2 — 6) at different M (1 < M < 100) is already very
large, and it would require much longer time once we calculate Fq(M ) for each Refmult2 bin.
3) The rules of mixed events method also require enough statistic events.

In the intermittency analysis, the mixed event method is used to remove the possible effect
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Figure 5.12: The F,(M)™" (up to the sixth order) as a function of M? in 0-5%, 5-10%, and
0-10% central Au + Au collisions.
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Figure 5.13: The F,,(M)™" (up to the sixth order) as a function of M? in 0-5%, 5-10%, and
0-10% central Au + Au collisions.
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of the volume fluctuations belonged to one of trivial fluctuations or backgrounds. In Fig. 5.11,
we can see the values of F, (M)dete
5-10%. Also, in Fig. 5.12, F, (M )™ for 0-10% centrality is larger than the values 0-5% and
5-10%. However, as show in Fig. 5.13, the values of AF, (M) which equal to F, (M )%** —
F,(M )™ in 0-10% are smaller than the values in 5-10% and still larger than the values in

0-5%. Therefore, the mixed events method can effectively suppress the effect of the volume

in 0-10% centrality is larger than the values in 0-5% and

fluctuations for the F, (M) in the intermittency analysis.

5.5 Scaling Behavior of Higher-order SFMs on Second-order
SFM

As discussion in Sec. 1.4.4, even if AF,(M)/M scaling of AF, (M) o< (MP)%a is not
observed, the AF,(M)/AF,(M) scaling of AF, (M) oc AF,(M)Pa could still be visible in
heavy-ion experiment. In Fig. 5.6, we haven’t observe the AF, (M )/ M scaling. Next we draw
the plots for the AF, (M)/AF,(M) scaling.

In Fig. 5.14, we show AF, (M) (q=2-6) as a function of AF, (M) in most central (0-5%)
collision at /sy = 7.7 GeV. It is note that we removed data points of AFy(M) (M > 80)
which have very large statistical error at /sy = 7.7 GeV. As we can see, in Fig 5.14 (b), the
data points which have large error bars are removed. It’s required that the value of AFy(M)
minus it’s statistical error should larger than 2000, equivalently, AFg (M) — Err(AF4(M)) >
2000. And there were 4 data points which don not satisfy the requirement, should be deleted
in our calculation. It was found that the previous value of v is 0.51540.039 at /sy = 7.7
GeV (without removing these points) and the new values is 0.5354-0.041 after removing these
points. The change is not bigger, but it is necessary to remove those points, and therefore make
the AF, (M)/AF,(M) plot look cleaner.

Figure 5.15 shows AF, (M) (q=2-6) as a function of AF,(M) in most central (0-5%)
collision at all ,/syy and Fig. 5.16 show the results in 10-40% collisions. It’s note that the
AF,(M)/AF,(M) scaling are not observed in 40-80% peripheral collisions since the higher
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Figure 5.14: AF, (M) (q=3-6) as a function of AF;,(M) in the most central (0-5%) Au + Au
collisions at /syy = 7.7 GeV in double-logarithmic scale. The difference between Fig. (a)

and (b) is that some data points of AF(M) which have very large error bars, are removed in
Fig. (b).
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Figure 5.15: AF, (M) (q=3-6) as a function of AF,(M) in the most central (0-5%) Au + Au
collisions at /sy = 7.7-200 GeV in double-logarithmic scale. The solid lines represent the
power-law fit according to Eq.(1.9).
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Figure 5.16: AF, (M) (q=3-6) as a function of AF, (M) in 10-40% central Au + Au collisions
at /syn = 7.7-200 GeV in double-logarithmic scale.
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Figure 5.17: AF, (M) (q=3-6) as a function of AF,(M) in 0-5% central Au + Au collisions
at /syy = 19.6 GeV in double-logarithmic scale.
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order AF,(M)(q = 5 — 6) have very large statistical error and thus can not be calculated. In
Fig. 5.15 and Fig. 5.16, we clearly observe that A F, (M) (q=3-6) obey strict power-law scaling
with AF, (M) in central Au + Au collisions as expected.

Figure 5.17 shows more detail of the AF, (M)/AF,(M) scaling at /sy = 19.6 GeV.
The solid lines are the results of the power-law fit according to Eq.(1.9). Its note that one should
perform the intermittency analysis only using F, (M) at larger M? region because scaling
behavior is associated with small momentum scales [60]. In our analysis, the chosen fitting
range of AF, (M) isat M € (30,100) and is the same for all energy and centrality. Moreover,
value of 3 is obtained through the fit of AF, (M) /AF, (M) scaling and its error is determined
by the fit, that is, the slope of back straight line. Here, AF, (M)/AF,(M) scaling behaviors
are found with 85 > 85 > B, > (5. The extracted 3, is found to be changed little when the

fitting range is varied, and we set the fitting range as one of systematic error.

5.6 Scaling Behavior of the Scaling Index on the Order

Figure 5.18 shows 3 as a functions of ¢—1 in 0-5% (red marks) and 10-40% (blue marks)
central Au+ Au collisions at /sy = 7.7-200 GeV. Agree with theoretical expectation, all order
of 3, also obey a good scaling behavior with g, therefore scaling exponent, v, can be obtained
through a power-law fit of Eq.(1.10). The value of v which is shown in legend, is the slope
of linear lines and its error is determined by the fit. Figure shows the 3,/q scaling in 0-5%,
5-10%, 10-20%, 20-30% and 30-40% central Au + Au collisions at ,/syy = 19.6-200 GeV. At
VSN < 19.6 GeV, the 3, /q scaling in these centralities are not shown since large statistical
error for AF, (M)(q =5 — 6) and 3, can not be extracted.

5.7 Results of Scaling Exponent

As show in last sections, scaling exponent v can be obtained through a power-law fit of

B3,/ q scaling observed in central Au + Au collisions.
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Figure 5.18: The 3, as a function of ¢ — 1 in 0-5% and 10-40% central Au + Au collisions at
/Sxn = 7.7-200 GeV in double-logarithmic scale.
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Figure 5.19: The Bq as a function of ¢ — 1 in 0-5%, 5-10%, 10-20%, 20-30% and 30-40%
central Au + Au collisions at /sy = 19.6-200 GeV in double-logarithmic scale.
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5.7.1 Corrected and Uncorrected Scaling Exponent

Figure 5.20 shows the efficiency corrected (red marks) v Vs. uncorrected v (black marks)

for three fitting ranges. After efficiency correction, the values of v become larger.

> % Corrected v >0 55_l Y Corrected v 1 > 0.6} % Corrected v
Uncorrected v ) Uncorrected v Uncorrected v
0.5¢ o 7 I o 0.55F o
+ M?(26°,100%) * 0.5f + M?(307,100%) o5t M?(342,100%)
0.45F R * .
* X 0-45¢ 1 o.as} *
0.4} : * . * *
. ++ i * * P 0.4r + k 0.4fF + * * ]
([ o
0.35} o% ] os3sf +§t [ P 1 ossf +§Q o :
7 10 20 30 100 200 7 10 20 30 100 200 7 10 20 30 100 200
\Say (GeV) Sy (GeV) \Say (GeV)

Figure 5.20: Efficiency corrected v Vs uncorrected v in 0-5% central collision at /sy =7.7-
200 GeV.

5.7.2 Scaling Exponent for Different Fitting Range

Figure 5.21 shows the energy dependence of v for different fitting AF, (M) ~ M? range.
We can see that the trend of energy dependence is not changing with different fitting range.
Consider the statistical error, we set the range of AF,(M) from M? = 30 to M? = 1002 as
default fitting range. Moreover, the range of AF, (M) from M? = 26 to M? = 1002, and

from M? = 34 to M? = 100? will set as the variation of fitting range for systematic error.

5.7.3 Scaling Exponent for Different Track Cuts

Figure 5.22 show the v for different variation of track cuts in 0-5%. We can see the

NFitPoint cuts have more effect on v than other track cuts, but it is not remarkable.
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Figure 5.21: Efficiency corrected v for different fitting range at ,/syy = 7.7-200 GeV.

5.8 Centrality Dependence of Scaling Exponent

In last sections, we have extracted v for different centralities. Because the statistics at
lower /syy (X 14.5 GeV) are not enough, the centrality dependence of v can not be extracted.
Besides, v can not be extracted in peripheral collisions because higher orders of AF, (M) (q=5-

6) have very large statistical uncertainty.

In Fig. 5.23(a), we show the 3, as a function of ¢ — 1 in 0-5% central collisions. In
Fig. 5.23(b), we show the v, as a function of Average Number of Participant Nucleons <
Nport >inAut Aucollisions at /sy =7.7-200 GeV. Both of 3 and v atall /syy are scaled
by different factors. The statistical and systematical errors are shown in bars and brackets,
respectively. Meanwhile, Fig. 5.24 shows the the same result in the plot of centrality bin Vs.
v. From Fig. 5.23(b) and 5.24, its found that v decreases from mid-central (30-40%) to the

most central (0-5%) Au + Au collisions.

The event statistics at /Sy =7.7-14.5 GeV don’ t allow us to calculate the centrality de-
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Figure 5.22: v for different variation of track cuts in 0-5% central Au + Au collisions at /sy

=7.7-200 GeV. The red line represent the value of v in the condition of the default track cuts.
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Figure 5.23: (a) The scaling index 3, (q=3-6) as a function of g-1 in most central Au + Au
collisions at /sy =7.7-200 GeV. The solid lines are the result of the power-law fit according
to Eq. (1.10). (b) The scaling exponent v as a function of Average Number of Participant

g-1

part

Nucleons (< N,,,; >) in Au+ Au collisions at /sy =7.7-200 GeV.

Figure 5.24: The scaling exponent v as a function of centrality bin in Au + Au collisions at
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pendence of scaling exponent from 0-5% to 30-40% centrality. To calculate the v, the AF, (M)
is needed to calculate up to the sixth order. In Sec 5.3, we can see that higher order AFy(M ) in
30-40% centrality, can be calculated until /sy = 19.6 GeV. Therefore, the results for /syy
=7.7-14.5 GeV are not included in Fig. 5.23 (b). In future works, the BSE-II data will allow
us to calculate the centrality dependence of scaling exponent for /sy = 7.7-14.5 GeV.

5.9 Energy Dependence of Scaling Exponent

Figure 5.25 shows the energy dependence of v of charged hadrons in Au + Au collisions
for two collision centralities (0-5% and 10-40%). In the most central collisions, v exhibits a
non-monotonic behavior on collision energy and seems to reach a minimum around /syy =
20-30 GeV. On the other hand, v shows a flat trend with increasing /syy in 10-40% central
collisions. At lower /sy < 14.5 GeV, statistical and systematic uncertainty for v are large,
higher statistics data from BES-II will help confirm the trend of energy dependence of . Com-
pare to theoretical prediction of critical v = 1.30 from GL theory [69] and 1.0 from 2D-Ising
model [70, 75] which both are given in entire phase space and whole acceptance level, the ob-
served v is much smaller. Of course, it also much smaller than calculations from AMPT [77]
and UrQMD [105] models. It is note that the observed v is measured in available region of
transverse momentum space with n and p;- acceptance, critical v under such conditions need

to be pointed out in theory.

5.10 Quantitative Estimation of the Non-monotonic Energy

Dependence of Scaling Exponent

We estimate the non-monotonic energy dependence of v as performed in net-proton C,, / C,,
paper [32]. In Fig. 5.26, the red and black solids lines represent third and fourth-order poly-
nomial fit functions, respectively. We generated one million sets of points, and a fourth-order

polynomial function is applied to fit each new v vs. a /sy data set points. It was found that a
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Figure 5.25: Energy dependence of scaling exponent, v, of charged hadrons in Au + Au
collisions at /sy = 7.7-200 GeV. Red stars and blue circles represent v in most central
collisions(0-5%) and central collisions(10-40%), respectively. The statistical and systematical

error are shown in bars and brackets, respectively.
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Figure 5.26: (a) The scaling exponent for charged hadrons in the most 0-5% central Au+Au
collisions at /sy = 7.7-200 GeV. The bars on the data points are statistical and systematic
uncertainties added on quadrature. The black solid line is 3th-order polynomial fit function,
and red solid line is 4th-order polynomial fit function that best describe the data. (b) Derivative
of the fitted polynomial as a function of /sy
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total set of 255 sets were found to have the same derivative sign, and the probability that at least

one derivative at a given collision energy has a different sign is (10 — 255)/10°=99.9744%,

which corresponds 3.5 o.

V5an (GeV) | 7.7 GeV | 11.5 GeV | 14.5 GeV | 19.6 GeV | 27 GeV | 39 GeV | 54 GeV | 200 GeV
Case 1 5 0 0 1 49 2895 228 4220
Case 2 124 6 0 21 111245 | 15044 | 102330 | 210056
Case 3 1283 175 49 13248 463843 | 348772 | 258035 | 541681
Case 4 1419 1330 729 16977 222057 | 208601 | 221082 | 223433

All 2831 1511 778 30247 797194 | 575312 | 581675 | 979390

Table 5.1: The counts of different sign at all energies for 1 million data sets
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Figure 5.27: Counts of positive sign/10° versus collision energy.
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We recorded the counts of different sign (positive values of derivative) at various collision
energy. For example, given a set, if there is only a positive value of derivative in eight values
and this positive value is at ,/syy =27 GeV, the counts at /sy =27 GeV will add 1. Also, if
there are two positive values in eight values at | /syy= 27 GeV and 62.4 GeV, both the count
of different sign at ,/syy = 27 GeV and 62.4 GeV will add 1.

We listed the counts of different sign at all energies for 1 million data sets as table 5.1. In
table 5.1, ”Case 1” means that there is only a positive value of derivative (other are negative
values) and corresponding count for all energies. And soon, ”Case 4” means that there are
four positive values of derivative (other are negative values) and corresponding count for all
energies.

The counts of positive sign which are the values in the last row of upper table, are divined
by the numbers of data sets at all energies. Fig. 5.27 shows counts of positive sign/10° vs.
collision energy. We can see there is suddenly change at /syy = 19.6-27 GeV. In addition,
the value at /sy = 62.4 GeV is largest since the value of derivative at this energy is almost

large than 0 according to the fitting result of 4¢h-order polynomial function.
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Chapter 6

Results from Models

6.1 Results from the Ultra relativistic Quantum Molecular
Dynamics (UrQMD) Model

In high energy collisions, the UrQMD model has been widely and successfully applied to
simulate p+p, p+ A, and A+ A interactions [106, 107, 108]. It is a microscopic transport ap-
proach which treats the covariant propagation of all hadrons as classical trajectories combined
with stochastic binary scatterings, the excitation and fragmentation of color strings, and decay
of hadronic resonances [106].

The UrQMD model represents a Monte Carlo solution of a large set of coupled par-
tial integro-differential equations for the time evolution of the various phase space densities

f;(x, p) of particle species, which non-relativistically assumes the Boltzmann form [106]:

T:Stfi(m7p>a (61)

where x and p are the position and momentum of the particle.
Particles are represented by Gaussian wave packets in the phase space which read as [106,
109]:
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where L is the width parameter of the wave packet. The Wigner distribution function f;
of particle ¢ can be derived by [106, 109]:

filr,p) = ( 2)36(T”i)Z/?LQe(ppi)Q-QLz/h? 63)
T

where 7 and p are the coordinate and momentum of particle, given by the Hamilton’ s

equation of motion [106, 109]:

. oH . 0H
‘o Op,’ Pi or;

(6.4)

The Hamiltonian H consists of the kinetic energy 7" and the potential energy V (H = T+
V). The potential energies include the two-body and three-body Skyrme-, Yukawa-, Coulomb-
and Pauli-terms as a base [106, 109]:

V= V:Sf?); + VS(Z:I)J + VYuk + VC’ou + VPau (65)

The UrQMD model incorporates baryon-baryon, meson-baryon and meson-meson inter-
actions with collision terms including more than 50 baryon and 45 meson species, and all
particles can be produced in hadron-hadron collisions. Conservation law of electric charge
and baryon number are taken into account in the model [110, 111]. It can reproduce the cross-
section of hadronic reactions, and successfully describe yields and momentum spectra of var-
ious particles in A + A collisions [106, 112]. The UrQMD is a well-designed transport model
for simulations with the entire available range of energies from Schwerionen Synchrotron at
GSI Darmstadt (SIS) energy (/syy =~ 2 GeV) to the top RHIC energy (/syy = 200 GeV).
More details about the model can be found in Refs [106, 107, 113].

The UrQMD model is a suitable simulator to estimate non-critical contributions from the

hadronic phase as well as the associated physics processes since there is no phase transition to
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QGP state in the simulation. In this work, we use the cascade UrQMD model (version 3.4) to

generate event samples in Au+Au collisions at RHIC energies.
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Figure 6.1: The second-order scaled factorial moment (black circles) as a function of number
of partitioned cells from the most central (0% — 5%) to the most peripheral (60% — 80%)

collisions at ,/syy = 19.6 GeV. The corresponding red ones represent the SFMs calculated by
the cumulative variable method.

6.1.1 Centrality Dependence of SFMs for Protons

By using the UrQMD model, we generate event samples at various centralities in Au +
Au collisions at /syy = 7.7, 11.5, 19.6, 27, 39, 62.4, and 200 GeV. The corresponding event
statistics are 72.5, 105, 106, 81, 133, 38, 56 millions at /sy = 7.7, 11.5, 19.6, 27, 39, 62.4,
200 GeV, respectively. In the model calculations, we apply the same kinematic cuts and tech-
nical analysis methods as those used in the RHIC (STAR) experiment data [46]. The protons
are measured at midrapidity(]y| < 0.5) within the transverse momentum 0.4 < p; < 2.0

GeV/c. The centrality is defined by the charged pion and kaon multiplicities within pseudora-
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pidity |n| < 1.0. Since we only concern protons in the calculations and use pions and kaons
without protons to determine centrality, it can effectively avoid auto-correlation effects in the
measurement of SFMs. In our analysis, we focus on proton multiplicities in a two-dimensional
transverse momentum space of p,, and p,. The available two-dimensional (2D) region of trans-
verse momentum is partitioned into M? equal-size bins to calculate SFMs in various sizes of
cells. The statistical error is estimated by the bootstrap method [114].

The F, (M) measured at various collision centralities in Au + Au collisions at /sy =
19.6 GeV are shown as the black circles in Fig. 6.1. And the black lines are the fitting according
to power-law function of F, (M) o (M 2)%4, We find that the directly calculated SFMs can
be fitted with a small intermittency index. The values of ¢, increase slightly from the most
central (0% — 5%) to the most peripheral (60% — 80%) collisions.

6.1.2 Energy Dependence of SFMs for Protons

In Fig. 6.2, the black circles represent the second-order SFMs as a function of number of
partitioned bins, directly calculated in transverse momenta for proton numbers in 0% — 5% the
most central Au + Au collisions at /sqy = 7.7-200 GeV. It is observed that F, (M) increases
slowly with increasing number of dividing bins. The black lines show the power-law fit of
F,(M) according to Eq. (1.8). The slopes of the fitting, i.e., the intermittency indices ¢,
are found to be small at all energies. And they are much less than the theoretical prediction
¢ = 5/6 for a critical system of the 3D-Ising universality class [58].

We calculate SFMs in the same event sample by the proposed cumulative variable method
and then get the intermittency index from C F, (M ). The results are shown as red triangles and
red lines in Fig. 6.1 and Fig. 6.2. C'F, (M) is found to be nearly flat with an increasing number
of cells in all measured energies and centralities. Furthermore, the intermittency index, with the
value near to zero, is much smaller than the value directly calculated from F,(M). It verifies
that the background of noncritical effect can be efficiently removed by the cumulative variable
method in the calculation of SFMs in the UrQMD model. This method could also be used for
the intermittency analysis in the ongoing experimental at RHIC (STAR) or further heavy-ion
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experiments in search of the QCD critical point.

We would also note that the fit values of ¢§ from C'F, (M) are still not exactly zero al-
though they are much smaller than ¢, obtained directly from measured F,(M). It possibly
accounts for other effects such as proton correlations due to Coulomb repulsion and Fermi—
Dirac statistics [65] or the influence of momentum resolution [115]. Further studies on these

effects should also be concerned in the calculation of intermittency index in heavy-ion colli-

sions.
s 5 5 5 5
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Figure 6.2: The second-order scaled factorial moment (black circles) F, (M) as a function
of number of partitioned cells in a double-logarithmic scale at /sy = 7.7-200 GeV from
the UrQMD model. The black lines are the power-law fitting. The corresponding red ones

represent the SFMs calculated by the cumulative variable method.

In current experimental explorations of the intermittency in heavy-ion collisions, the NA49
and NAG61 collaborations have directly measured ¢, at various sizes of colliding nuclei [60, 65,
116], which are represented as blue symbols in Fig. 6.3. The intermittency parameter at /Syy
=17.3 GeV for the Si + Si system at NA49 experiment approaches the theoretic expectation

value, shown as red arrow in the figure, in the second-order phase transition in a critical QCD
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Figure 6.3: The second-order intermittency index measured at NA49 [60, 65] (solid blue sym-
bols) and NA61 [116] (open blue circles). The results from the UrQMD model in central Au
+ Au collisions are plotted as black circles. The red arrow represents the theoretic expectation
from a critical QCD model [58].

model [58]. The black circles of the UrQMD results give a flat trend with the value around

zero at all energies because no critical mechanisms are implemented in the transport model.

6.1.3 Energy Dependence of SFMs for Charged Hadrons

In our analysis, we apply the same analysis techniques and kinematic cuts as those used in
the STAR experiment. Charged Hadrons including proton (p), anti-proton (p), kaons (K+) and
pions () are selected within pseudo-rapidity window (] 1 |< 0.5), p; window (0.2 < pp <
1.6 GeV/e) for K* and 7+, and (0.4 < py < 2.0 GeV/c) for p and p. To avoid auto-correlation
effects, the centrality is determined from uncorrected charged particles within 0.5 <| n |< 1,
which is chosen to be beyond the analysis window |  |< 0.5. Two dimensional transverse
momentum space of p, and p, are partitioned into M ? equal-size cells to calculate F, (M)

with M? varying from 1 to 1002. The corresponding event statistics are 1.54, 1.17, 1.15, 1.25,
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Figure 6.4: The scaled factorial moments, Fq(M ) (up to sixth order), as a function of number
of cells (M?) of charged hadrons in the most central (0-5%) Au+Au collisions at V8N = 7.7-
200 GeV from the UrQMD model in a double-logarithmic scale. Red (black) marks represent
Fq(M ) of UrQMD data (mixed events), respectively. Statistical uncertainties are obtained
from the Bootstrap method and are smaller than the maker size.

1.20, 1.30, 0.5x 10 at V8w = 7.7, 11.5,19.6, 27, 39, 62.4, 200 GeV, respectively.

In Fig. 6.4, we show F, (M ) of UrQMD data (red marks) and the corresponding mixed
events (black marks) of charged hadrons, as a function of M2 in the most central (0-5%) Au+Au
collisions at /syy = 7.7-200 GeV. F, (M) of UrQMD and associated mixed events are calcu-
lated up to the sixth order. Its found that F, (M )Y"“MP are almost overlapped with F, (M )™,
which leads to the correlator AF, (M) ~ 0. It implies that the magnitude of F,(M)V%MP are
dominated by non-critical background contributions from the cascade UrQMD model. There
should be no intermittency in this model since it does not incorporate any self-similar local
density fluctuations. In contrast to the UrQMD model, Fq(M ydata (g = 2 — 6) are larger
than F,(M)™* and thus AF, (M) increase with increasing M? at RHIC energies from the

preliminary results of the STAR experiment.
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Figure 6.5: The higher-order F, (M) (q=3-6) of charged hadrons as a function of F;,(M) in
the most central (0-5%) AutAu collisions at ,/Syy = 7.7-200 GeV from the UrQMD model
in a double-logarithmic scale. Solid (open) marks represent F (M) of UrQMD data (mixed

events), respectively.

6.1.4 Scaling Behavior of SFMs for Charged Hadrons

We then investigate the F, (M)/F,(M) scaling as introduced in Eq. (1.9). The solid
symbols in Fig. 6.5 illustrate the higher-order F, (M YUrQMD (4=3.6) of charged hadrons as a
function of F,(M)Y@MP in the most central (0-5%) Au+Au collisions at /syy = 7.7-200
GeV. It seems that F,(M)V"9MPD (4=3-6) exhibit clear power-law scaling with F, (M)Vr@MD,
Whereas, the corresponding open symbols for the mixed events agree well with the UrQMD
results. It means that background effects dominate the observed F,(M)/Fy(M) scaling in
the cascade UrQMD samples. This scaling will be vanished if the background effects are
subtracted from the UrQMD results by the mixed event method.
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6.2 Results from the Critical Monte Carlo (CMC) Model

6.2.1 The Critical Monte Carlo Model

In order to study the intermittency behavior in detail by using the SFM method, we gener-
ate simulation events by implementing a critical Monte-Carlo (CMC) model [58]. The simula-
tion of CMC sample involving critical fluctuations in the baryon density requires the generation
of baryon momenta correlated according to the power law of Eq. (1.5). A Levy random walk
method [117] is proposed to produce the momentum profile of the final state particles, with the

probability density between two adjacent walks:

Vpglin —1-v
p : (6.1)
1— (pmin/pmax>y
Here p is the momentum distance of two particles which satisfying p € [P, Pmax)- The model

p(p) =

parameters can be setto v = 1/6 and p,,,;, /Pyax = 107" for the 3D Ising universality class with
the fractal dimension d P % The detailed description of the algorithm and implementation
of the CMC model can be found in [58, 67].

In Fig. 6.6, the open black circles show the second-order SFM as a function of the number
of partitioned bins in a two-dimensional momentum space. The results are obtained for an
ensemble of 600 critical events. In each event, the multiplicity distribution obeys a Poisson
with the mean value (nz) = 20. The solid black line is a fitting according to Eq. (1.8). Its
clearly seen that the SFMs follow a good power law behavior with the increasing number
of bins. It confirms that the CMC model can well reproduce the self-similar correlations as
shown in Eq. (1.5). The fitting slope, i.e. the second-order intermittency index ¢, is found to
be 0.834 + 0.001, which is consistent with the theoretic expectation ¢, = 5/6 for a critical
system with the fractal dimension d o % [58]. The open red triangles in the same figure
are results from the UrQMD model, with the same mean multiplicity around 20. The SFMs
of the UrQMD model are found to be nearly flat in various binning, with the intermittency
index is around 0. This is due to no critical related self-similar fluctuations implemented in the

transport model.
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Figure 6.6: The second-order SFM as a function of number of partitioned bins in a double-

logarithmic scale.

6.2.2 Baryon Density Fluctuations and Self-similar Correlations

In order to explore the baryon density fluctuations in the CMC model, we illustrate the
density distribution in a 2D momentum space in the upper pad of Fig. 6.7. The lower pad
shows the same plot with a contour view. From the figure, strong clustering effects in momen-
tum space, which indicating giant phase-space density fluctuations are found. The observed
large density fluctuations are probes of critical singularity of the system belong to the Ising
universality class. These large local density fluctuations are suggested to be a manifestation of

intermittency [58].

It is argued [62] that if intermittency occurs in particle production, large density fluctu-
ations are not only expected, but should also exhibit a self-similarity behavior. In the current
CMC model, the probability density distribution of two particles with distance p in momentum
space is given by Eq. (6.1). It implies that two particle correlations are determined by the Levy

distribution. The exponent of the Levy distribution is supposed to be related to the critical
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Figure 6.7: Baryon density fluctuations in a 2D momentum space.
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Figure 6.8: The baryon density probability distribution in four different magnification scales.
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exponent of a system at a second-order phase transition. And it characterizes the power law
structure of the particle correlation at the critical point [118].

Figure 6.8 presents the distributions of baryon density in four different magnification
scales. We observe that the curves look the same at every level of magnification. They fol-
low the same distribution in various momentum scales, i.e. scale invariant. Scale invariance
is an exact form of self-similarity where at any magnification there is a smaller piece of the
object that is similar to the whole. It is a typical character of a self-similar fractal system. The
self-similar or intermittency nature of particle correlations in the CMC model is closely related
to the large baryon density fluctuations which have been observed in Fig. 6.7, for a 3D Ising

universality class system.

6.2.3 Relation between the Relative Density Fluctuation and Intermit-

tency

In order to quantitatively describe density fluctuation, the relative density fluctuation of
baryons An is defined as [54, 55]:

Ap = (0% (n?) — (n)” 62)
(n)? (n)?
where the angle bracket means the average in the phase space of the whole produced event
sample.

By using the above introduced CMC algorithm method, we perform an event-by-event
analysis on the scaled factorial moments and fit the intermittency index according to Eq. (1.8).
In the mean time, the baryon relative density fluctuations are also calculated from the produced
baryons in the model. In Fig. 6.9, the solid black line shows the second-order intermittency
index ¢, as a function of An. The ¢, is found to be monotonically increased with increasing
relative density fluctuation An. Therefore, large intermittency is expected if giant baryon den-
sity fluctuations are developed near the QCD critical region. Furthermore, Once the relation

between An and ¢, is obtained one can get the density fluctuations by measuring intermittency
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Figure 6.9: The second-order intermittency index as a function of baryon relative density
fluctuation. The dash lines show the experimental measured density fluctuations at RHIC-
STAR [50, 119].

index from the same event sample, or vice versa. Thus, it provides an experimentally mea-
surable quantity to estimate the density fluctuations in addition to measuring the light nuclei
productions based on a coalescence model calculation [54, 55]. The RHIC-STAR experiment
has calculated relative density fluctuations through the measurement of the production yields
of proton, deuteron, and triton in the central Au + Au collisions [50, 119]. The dash lines in
Fig. 6.9 display the values of measured density fluctuations at /sy =7.7, 11.5, 19.6, 27, 39,
62.4 and 200 GeV, respectively.

6.2.4 Ciritical Intermittency for Charged Hadrons

InFig. 6.10 (a), the red symbols show the F (M) /M scaling from the CMC sample which
incorporates the same statistics, mean multiplicity and p, distributions as those in the UrQMD
sample at /5= 19.6 GeV. F, (M YOMC of all orders are found to rise with increasing M2,

100



2 paeanoe
CHAPTER 6. RESULTS FROM MODELS A e S
DOCTORAL DISSERTATION \

= 16 1 < 16 [
é 10 ] é%gls i
LLD- 1014 : LLU L
10%2 1g 10" r
10%° 107}
108 10° r
10° 10'f
10*R 10°F
10? 10°f
1 . .
10 10? 10°

Figure 6.10: (a) The scaled factorial moments as a function of number of divided cells in the
CMC (solid red symbols) and mixed event (open black ones) samples in a double-logarithmic
scale. (b) The correlator AF, (M) (q=2-6) as a function of M 2 from the CMC model. The solid
black lines are the fitting according to the power-law relation of Eq. (1.8). (¢) The higher-order
AF, (M) (q=3-6) as a function of AF,(M). The solid black lines are the fitting according to
Eq. (1.9).

The corresponding open black symbols are the results from the mixed events. we observe
that F,,(M)“M (¢=2-6) are clearly larger than F, (M )™, especially in large M? regions.
After subtracting background by using the mixed event method, Fig. 6.10 (b) shows the cor-
relator AF, (M) as a function of M?. A good scaling behavior is satisfied for each order of
AF,(M),ie. AF,(M)/M scaling is observed in the CMC model. Fig. 6.10 (c) presents
AF, (M) (g=3-6) as a function of AF,(M). Its found that the correlators AF, (M) follow
strict AF, (M)/AF,(M) scaling as illustrated in Eq. (1.9). Then we can fit the values of 3,
and obtain the exponent v by using Eq. (1.10). The value of v is found to be around 1.03+0.01,
which is slightly larger than theoretical expectation, i.e. 1.0 in the Ising system [70, 75]. It is
caused by the finite event statistics and momentum resolution. It will give an upper limit to the

number of maximum division cells and maximum order in real calculations.
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6.3 Results from the Hybrid UrQMD+CMC Model

In the mean time, various model studies have been conducted to try to understand the mea-
sured intermittency in experiments [76, 77, 120, 121, 122, 123]. An overview of the results can
be found in Ref. [84]. However, none of the models in the market can describe the latest inter-
mittency measurement in the STAR experiment and therefore warrants further investigations.
Among these models, the UrQMD is the one that can well simulate the dynamics of evolution in
A+ A collisions and successfully describes several experimental results [106, 108, 112, 124].
This cascade model has been proven to be appropriate for a background study in the inter-
mittency analysis since no critical self-similar mechanism is implemented in it. On the other
hand, a CMC model can easily simulate critical intermittency driven by self-similar density
fluctuations [58, 65]. But it can only produce scale-invariant multiplicity distributions in mo-
mentum space and does not include evolution of the system or background effects in heavy-ion
collisions. Therefore, it is meaningful to combine these two models together to get a hybrid
UrQMD+CMC one. In the hybrid model, the self-similar density fluctuations generated by the
CMC simulation are incorporated into the final-state multiplicity distributions in the UrQMD
event sample [125]. We will use this hybrid model to study intermittency at RHIC beam energy

scan (BES) energies and try to understand the STAR experimentally measured results.

6.3.1 The Hybrid UrQMD+CMC Model

In the previous sections, we have observed that the CMC model exhibits good intermit-
tency behavior as expected. Nevertheless, it is a toy model which only produces momentum
profiles of critically correlated particles and does not include the dynamical evolution in heavy-
ion collisions. One straightforward approach is to combine the CMC model with the UrQMD
model, which aims to realize the presence of intermittency in heavy-ion collisions.

To get the hybrid UrQMD+CMC model, part of the particles from the UrQMD model,
which have already passed through the microscopic transport and final-state interactions, are

substituted with those from the CMC simulation that have the same multiplicity and p distri-
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Figure 6.11: The AF, (M) (g=2-6) of charged hadrons as a function of M 2 in the most cen-
tral (0-5%) Aut+Au collisions at /sy = 7.7-200 GeV from the UrQMD+CMC model with

replacing fraction A = 1.7%. The solid black lines represent the power-law fitting according to
Eq. (1.8).

butions. The replacing fraction is defined as [126]:

A = NCMC

= , (6.1)
Nuromp

where Ngyc 1s the number of CMC particles and Ny, qvp 18 the multiplicity in an original
UrQMD event. To keep the p; distribution of the new UrQMD+CMC sample to be the
same as that of the original UrQMD sample, we require the replacement to take place when
|pr(CMC) — p,(UrQMD)| < 0.2 (GeV/c) is satisfied. For a system with weak signal but

strong background noises, as in the NA49 Si+Si collision, A is a small number.

6.3.2 Apparent Intermittency in the UrQMD+CMC Model

Figure 6.11 depicts AF, (M) as a function of M? in the most central (0-5%) Aut+Au
collisions at /sy = 7.7-200 GeV from the UrQMD+CMC model with the replacing fraction
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Figure 6.12: The higher-order AF, (M) (¢=3-6) as a function of AF, (M) in the most central
(0-5%) AutAu collisions at /Syy = 7.7-200 GeV from the UrQMD+CMC model with A =
1.7%. The solid black lines represent the power-law fitting according to Eq. (1.9)

A=1.7%. We observe that AF,, (M) (¢=2-6) exhibit good power-law behaviors with increasing
M? at various energies. It indicates that self-similar density fluctuations have been successfully
incorporated into the UrQMD+CMC model. The solid black lines are the power-law fitting
based on Eq. (1.8). Its found that the intermittency indices of higher order AF, (M) are larger
than those of lower ones at various energies.

The results from the STAR experiment, show that the AF, (M) /AF,(M) scaling is found
in the most central Au+Au collisions. And this observation can not be described by the cascade
UrQMD model. In the following, we will check whether the hybrid UrQMD+CMC model
could reproduce the experimental measured scaling-law.

InFig. 6.12, we plot AF, (M) (¢=3-6) as a function of A F;, (M) calculated from UrQMD+CMC
samples at seven RHIC BES-I energies with A = 1.7%. In this case, AF, (M) are found to obey
good power-law scaling behaviors with increasing AF, (M) at various energies, which agrees

with what observed in the STAR experimental data. The solid black lines are the fitting accord-
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ing to the F,(M)/F5(M) scaling in Eq. (1.9). The fitting range is chosen to be M € [30, 100],
which is the same as that used in the STAR experimental analysis. From these fitting, we can

obtain 3, and the scaling exponent v by Eq. (1.9) and (1.10), respectively.

6.3.3 Energy Dependence of Scaling Exponent from the Hybrid UrQMD+CMC
Model

In experiments, a possible intermittency signal may be shaded behind large background
effects or other noises. First, finite size effects [127], limited lifetime or critical slowing down
of the system will restrict the growth of critical fluctuations in dynamic evolution of heavy-
ion collision system [128]. Second, some trivial effects and experimental limitations, such as
conservation law [129], resonance decay and hadronic rescattering [130], finite fluctuations
inside the experimental acceptance [46, 131] as well as momentum resolution [115], will weak
or smear critical fluctuations. Its found that the observed power-law behavior in the NA49
experiment in Si+Si collisions can be reproduced by mixing 1% of CMC particles with 99% of
random (uncorrelated) ones, indicating that the noise or background is indeed dominant in the
experimental measurement [65]. It is meaningful to see how many percentages of intermittency
signal could be related to the scaling behavior observed in the STAR experiment.

Fig. 6.13 illustrates the energy dependence of the scaling exponent v in the most central
(0-5%) AutAu collisions at /syy = 7.7-200 GeV from the UrQMD+CMC model with four
different replacing fractions. We observe that all the v calculated in the UrQMD+CMC model
are smaller than 1.03, i.e. the value obtained in the pure CMC model. The reason is that
large fraction of background particles from the UrQMD model fade the self-similar behavior.
Furthermore, the values of v get larger with higher replacing fractions. And they are found
to monotonically increase with increasing /sy in all cases. This is due to more particles
from the CMC model being included in the data samples with larger A or higher energies. The
increase of the UrQMD particles in the mean time with energy has little effects on v because
the uncorrelated background fluctuations have been subtracted by the mixed event method

and the contribution to the value of v is much smaller than that from the CMC particles. For
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Figure 6.13: The energy dependence of the scaling exponent (v) in the most central (0-5%)
Au+tAu collisions at /s = 7.7-200 GeV from the UrQMD+CMC model with four selected

replacing fractions. The green band illustrates the range of  measured in the STAR experiment.

comparison, the green band in the same figure denotes the range of v (0.35-0.6) measured in
the most central (0-5%) AutAuat /syy =7.7-200 GeV from the STAR experiment. We find
that the calculated v in the UrQMD-+CMC model, with A chosen to be between 1% and 2%, fall
in the experimentally measured range. Therefore, the UrQMD+CMC model can successfully
reproduce the important scaling exponent measured by the STAR Collaboration. If infers that
only 1-2 % signal of intermittency could be related to the data sets from the STAR experiment,

which is similar to value of A = 1% in Si+Si collisions from the NA49 experiment [65].

The experimentally measured scaling exponent v exhibits a non-monotonic behavior on
beam energy and reaches a minimum around /sy = 20-30 GeV from the STAR experiment.
Our current hybrid UrQMD-+CMC model cannot reproduce this non-monotonic energy depen-
dence. It is due to a fixed replacing fraction A being used for various energies in this work. In
a real experiment, the fraction of critical particles over background ones could depend on col-

lision energy. This issue should be carefully taken into account in further study to investigate
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and understand the observed non-monotonic behavior at STAR.
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Chapter 7

Summary and Outlook

One of the major goals in heavy-ion collisions is to locate the critical point in the phase
diagram of strongly interacting matter predicted by quantum chromodynamics (QCD). Near
the QCD critical point, the collision system will develop large density fluctuations. Such fluc-
tuations manifest itself as critical intermittency in heavy-ion collisions, and can be probed
via the framework of intermittency analysis by utilizing the scaled factorial moments (SFMs).
The intermittency index and scaling exponent, extracted from the power-law scaling of SFMs,
characterize the strength the intermittency. The energy dependence of intermittency index and
scaling exponent could be used to search for the QCD critical point. In this thesis, we have
reported the intermittency analysis in heavy-ion collisions from the STAR experiment, as well
as models.

We have presented the first measurement of intermittency in heavy-ion collisions at RHIC.
The data presented here were obtained from Au+Au collisions at Vo = 7.7, 11.5, 14.5,
19.6, 27, 39, 54.4, 62.4, and 200 GeV, recorded by the Solenoidal Tracker at RHIC (STAR)
experiment from 2010 to 2017. These energies correspond to 1 5 values ranging from 20 to 420
MeV at chemical freeze-out in the QCD phase diagram. All data were obtained using the Time
Projection Chamber (TPC) and the Time-of-Flight (TOF) detectors at STAR. Charged hadrons,
including protons (p), antiprotons (p), kaons (K *), and pions (77), are identified using the TPC
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and TOF detectors. In experimental analysis, the mixed event method is applied to eliminate
background contributions, and the cell-by-cell method is proposed and used for the application

of efficiency corrections on SFMs.

In this data analysis, the transverse momentum space (p, —p,)) SFMs of identified charged
hadrons including p, p, K* and 7* within || < 0.5, have been analyzed and calculated up to
the sixth order in Au+Au collisions at /sy = 7.7-200 GeV. With background subtraction, a
distinct scaling behavior between the higher-order and second-order SFMs, AF, (M)/AF, (M)
scaling, is observed in Au+Au collisions at all energies. Based on the scaling behavior, the ex-
tracted scaling exponent » monotonically from the peripheral to the central Au+Au collisions.
Moreover, a non-monotonic energy dependence on collision energy is observed, and v reaches
a possible minimum around /sy = 27 GeV in the 0-5% most central collisions. However, a
constant energy dependence is observed in the mid-central (10-40%) collisions. Whether the
observed non-monotonic behavior is related to QCD critical point or not, detailed calculations
from dynamical modelling of heavy-ion collisions with a realistic equation of state is needed.
Note that a non-monotonic energy dependence of the fourth order net-proton cumulants ratios
has been observed at a similar energy region, which is suggested as a signature of the QCD
critical point [32, 46]. Understanding the non-monotonic behavior of the scaling exponent will

help to locate the critical point in the QCD phase structure.

In the original cascade UrQMD model, both for protons and charged hadrons, the values of
SFMs are observed to overlap with those from the mixed events, and AF, (M) for all orders are
around 0 at all collision centralities and energies. Neither AF, (M)/M or AF, (M)/AF,(M)
scaling is observed when the background contributions from the mixed events are subtracted.
Those results are consistent with the fact that the UrQMD model does not incorporate any

density fluctuations.

In order to study the intermittency behavior in detail by using the SFM method, we gener-
ate critical events incorporating strong intermittency by a Critical Monte-Carlo (CMC) model.
The SFMs obey a clear power-law scaling with M2 and the extracted ¢, 1s consistent with the

theoretic expectation, therefore the self-similar intermittent behavior can be well simulated in
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Au+Au Collisions at RHIC
Collider Runs Fixed-Target Runs
V(ggg #Events Hp Ve run V(Gsel;'f';' #Events Up Vbeam run

1 200 380 M 25 MeV 53 Run-10. 19 1 13.7 (100) S0 M 280 MeV/ -2.69 Run-21
2 62.4 46 M 75 MeV Run-10 2 11.5 (70) 30M 320 MeV -2.51 Run-21
3 544 1200 M 85 MeV' Run-17 3 9.2(44.5) S0 M 370 MeV/ -228 Run-21
4 39 86 M 112 MeV' Run-10 4 7.7(31.2) 260M 420 MeV 21 Run-18. 19, 20
5 27 585 M 156 MeV' 336 Run-11, 18 5 7.2(26.5) 470 M 440 MeV/ =202 Run-18, 20
6 19.6 995 M 206 MeV' 31 Run-11, 19 [3 6.2(19.5) 120M 490 MeV 1.87 Run-20
7 173 256 M 230 MeV Run-21 7 52(13.5) 100 M 540 MeV -1.68 Run-20
8 14.6 340M 262 MeV Run-14, 19 £ 45(9.8) 110M 390 MeV/ -1.52 Run-20
9 115 STM 316 MeV' Run-10. 20 9 39(73) 120 M 633 MeV/ -137 Run-20
10 9.2 160 M 372 MeV Run-10, 20 10 35(5.79) 120M 670 MeV -12 Run-20
11 7.7 104 M 420 MeV/ Run-21 11 32(459) 200M 699 MeV/ -113 Run-19

12 3.0(3.89) 2300 M 760 MeV/ -1.05 Run-18, 21

Figure 7.1: An overview of Beam Energy Scan Phase-II proposal at RHIC-STAR. The BES-II
program combines collider and fixed-target configurations, and covers a range of beam colli-
sion energy ,/Syy = 3-200 GeV [38].
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Figure 7.2: Energy dependence of scaling exponent, v/, of charged hadrons in Au + Au colli-
sions at /sy = 7.7-200 GeV. The red arrow represents the range of |/syx = 3-27 GeV in
the BES-II program.

110



LA
CHAPTER 7. SUMMARY AND OUTLOOK AL 3 |
DOCTORAL DISSERTATION

the CMC model. Based on the calculations from the CMC model, it is found that the self-similar
or intermittency nature of particle correlations is closely related to the observed large baryon
density fluctuations associated with the QCD critical point. Moreover, large intermittency is
expected if giant baryon density fluctuations are developed near the QCD critical region since
the intermittency index (¢,) is found to be monotonically in-creased with increasing relative
density fluctuation An. Furthermore, after including the same statistics, multiplicity, and trans-
verse momentum distributions as those from the UrQMD samples, we found that the calculated
SFM from the CMC model is larger than that from the mixed events. Both the AF, (M)/M
and the AF, (M)/AF,(M) scaling are clearly observed in the CMC model.

To describe and understand the STAR experimentally measured results, we incorporate
density fluctuations generated from the CMC model into the event samples from the UrQMD
model. The hybrid UrQMD+CMC model does exhibit strict power-law dependence up to the
sixth-order on the number of division cells in momentum space. The AF, (M )/AF,(M) scal-
ing is verified at all collision energies, which is consistent with the experimental results ob-
served in the STAR data. As 1-2 % signal of critical fluctuations from the CMC model is
embedded, the energy dependence of the extracted scaling exponents show that the values are
well within the experimentally measured range. This result indicates that there only exists 1-2
% of intermittency signal in the central Au+Au collisions from the STAR experiment.

The RHIC-STAR experiment has finished operating the second phase of beam energy scan
(BES-II) program in 2018-2021. Figure 7.1 shows the points of collision energy and corre-
sponding event statistics in the BES-II program. Compared with the first program, the second
BES-II program has more precise data with significant improved statistics. With data from
the BES-II program, we will confirm the energy dependence of scaling exponent, and extend
the collision energy to a lower energy (/syy = 3 GeV), as shown in Fig. 7.2. In upcoming
work, more precise measurement of intermittency will further improve our understanding of

the QCD phase diagram at finite baryon density.
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BRIGFEE A 5% I, F,(M)/M FREFTNEARFHFAE. (B2, 20 BB
LI, Fy(M)/M EREEMBIRA T LIRS SO LA F ORMIETSNE, RS
K 2.3 fR .

B TR 05 RABOR IS 1 . 7575 AEVERSC I | PRI 2SR AT IR, IR
S 100%. FFAT 2R TR AE BRI A0, BN AORL T4 RO B B b,
ST, SFMs AR T2 THOMEEE], B TE RIS RS FEANEH SFMs R
)T ELSE SFMs. [, ZESSB MR, ol 863G 4 R A TE ik, S 153
SFMs #EATIEIE, 135] SFMs [ETSHI. SEHINA, FMARE () RIRA I 1
[, A LRI RFIBTER A3y - feorreeted = freasured jed = (n(n—1)...(n—q+1)) /7.
A2 BN TR, SR TR R IE AR, REAR 23). &
{7 i UrQMD R IGIE AT (2.3 Rk . A STAR 5355 |- TPC Al TOF 4
WRBHORE, BEHLZE UrQMD S5 iy sbR T, AL SIS ORI A B i
FERGSLE . FATEIL, MABNAEIG, F,(M) 080k TR . 12,
R QIMATHCRBIENR, BIER F,(M) FIELSEH F,(M) EASERE A, 34
SR T A (2.3), WIBH TR, TTOARAME RN SFMs 5.

RIS, FRA1S B RHIC-STAR SEHe BRI S MO0 T

RHIC-STAR HIXHE T & T L AXHE F B FXHENL (Relativistic Heavy Ton
Collider, RHIC) {3F 3% [ K: & iy i £ S0l S R 550 %8 (BNL). B E K A 3.8
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ke PRSI B 28, Horp— SRR S g A “HEER7 o5 — SRR AR I B
FIHEA IR, FER A 4 DA SR, X 4 MRS B REE T 4 BEAR
FRE S AR T8 2% . STAR #£M#§ (solenoidal tracker at RHIC) {3 RHIC &5 11 6
B m. HAET, STAR ##s 2 RHIC ME—A37Eiz4T, H H & 1THRIF5E QGP #y 5
A1 QCD FHAE Y BRAHRIAS . STAR FRI % 3 EEB RS R 2= (TPC). AETI SR
M#s (VPD). "®ATHFEEMAS (TOF), Hifff&EReds (BEMC) %, Hrr, TPC & STAR
PRI A5 1 i T 2 AR 8 g% . TPC 22— MR URIES =, K 4.2m, BN
dm. EHREHTREN B = 0.5T, fefgill & b T IsEsh & (pr) 4 0.15 < pp < 30
GeVre, T H'E HAB AR ODREXE (9] < 1) MafifmildE (2r), TPCItR T
K, MEkhrrsha, H B gk 78 TPC R s Reft (dE/dx)
MR AT S 0. o T 208 STAR #R-Ngs ks 2558 /1, TOF #2454 TPC
[J5ME . TOF FHE i AHHRE) TOF A DA S IO A BRI AR 28, EATT 53 i ks 313k
TOF 57025 1747 i [) RN Al 42 % 2E i Bsp 1) . TOF $43E 771 ®ATH ), F4E & TPC #ik4it
W EEE, DS ER Fry M. S, FRATRI DR 7T %5
Ao % TPC Fl TOF, STAR #{YRY 7 N1H K N1k #5] 1.8 GeVie, B
YRR E) 3 GeVie,

STAR SZEG Bk : 7£ 20102017 4F, RHIC #8477 T 26— B B & & Fhl i RE &
4 (Beam Energy Scan-1, BES-I), SR£E T AutAu flffEREE ( m) HIA: 7.7, 11.5,
14.5,19.6, 27, 39, 54.4, 62.4,200 GeV . 7E08rH, HATE B RIESHREN T, fit—i&
AIFEERTE S 250 e, FRAT SRR ORI SR . R, FRATTHE
Prisi G (Pile-up events) , X SUR{E PN EE 2 Rl E DRI A8 A4 /R T
— R BE, AR E YR, Wl pr,n, V., V,, DCA 55, KFk
PEUFIRAEHTT (good run), Yt — BT M3 &L 25 T A Be iy F9E (KT 340
TSR, SERHIWT AR BIC (bad run), BATREA I TEHR R 24 . doL 2R e U2
A A ) R AR AT FRL TR D SR PR X 0.5 < || < 1.0 B DNEORBERY, 117 ] < 0.5
(AT R 3R T SEMs [, AT R I RIHOO LI &y 2 . Zead e, 9 4>
e RSB 3.3,6.813.1,16.2,32.2, 89.3, 441.7, 46.7, 236.0 x 106,

ST RIS B R RATIN STAR 3 IR G5 IRAGIHE
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STAR B I MIRK Ui e e . AT EREsh ‘2] (p,,p,) T, APUC R X ]
(7l < 0.5) FHAFHEIETHIMRE, Hd, WEBTAFERT (), ET (5), KN
T (K*), n AT (o%), I HREShESRITERR [—2 < p, < 2GeV/c]® [-2 <p, <
2GeV/c|. 75 H HIHISETTE T, SFMs BB AVHEZIANHY (¢ = 2—6), AT AT
BF) 100 (M = 1—100), & 5.3 BRI, fF 0 AutAu i (0-5%) T, 23R8
IR Faata(M) F1Fs (M), PARCEAN IS M? A8 REE R . ATAES], 4 M2 [
BRI (M? >1000), Fdete(M) BT Fre (M), XU AutAu ik 25
WL 5.6 RN T, MR RIGI SFMs, Bll: AF, (M) = Flate(M)—Fmi=(M),
il M2 (RECE R BAVRIERPORHE T, AF,(M) B§% M? risgRmigk, |
BT, Hk, B AF(M) o (M?)% JEARREMZ, Wildk RN RR
AF,(M)/M ¥EEAT R, WNTBRATREETHEE 6,

R AutAu Rl R R R AF, (M) /M EREEAT 4, (BT AR5 AF, (M)/AF,(M)
FREEFT . B 505 BRI, T AF,(M) It AF(M) R R, Bl
I AF, (M) il AF,(M) 2 [ 2 RAE S F . AF, (M) o Fy(M)Pa, BIFA1HF
WIFFI AF,(M)/AFy(M) FiE. FAEFTERER, Bl /5 =17.7-200GeV, kil
5] AF,(M)/AFy(M) 455, SR 2 Hi A RT3 e e b AR
WS . T RREIN T AF,(M)/AF,(M) F3EE, HlTRIAHEE5] 5, 70
BT, AT M R AF, (M), Bk, 55 6, ibfd, 1R mead
M2 > 900 KA AF, (M), [ 5.15 PR EREFR TRIGIIEEE, R IRAERE
H By WHHEIN . JAN, BT AF,(M)/AF,(M) FREERASET, 8, 3 RHEELA X A
FA AL T A

TER 5.23(a) 1, BATEAR THARERT, & OaEE (0-5%) 1, B, Fl g AYR%L
KFo By Mg ZIAF LT REHIRHER R By oc (¢ — 1), ZAFEGHEIBHIHI. 51K,
FATT AT A 3] AutAu REEIR R H v. B 5.23(a) FIRIEFRR TRIAMEEE, &
AR AR v AR/, 18] 5.23(b) SR (/5 =19.6-200 GeV T, v [ L LA
KF. WAEEIZ, MEAFD (30-40%) Bl HOmiiE (0-5%), v IE— B/,
BeAh, BT s, =7.7-14.5 GeV G R/, BATAREIT X =8 TR v i+
MR R o (EAREERR, v BEBOO AU R R I [ BGEGE . STAR 5236 UL
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BN v i) PO B, BT 2R SR AR -

Bl 5.25 WoRFRATRE EM AR, BRI LR T, FREERREL (v) AL AE
(/Bo) BRI 2 o FRATATAE 2], T bl (0-5%) Y AutAu fif b, HRREFR AR B
B S ) R BRG RE LA, O BLAE /5 =27 GeV ZiAq al REAFAE S/ IMEL. THiEfH
(10-40%) R, v HF-BAREH RERAIERTIAL AL, BT B JE R A e RN X
—SERUHIRERTE /5, = 20-30 GeV Z[HAY AutAu R AR THRIRRI P ERBLG]
ARG TIGAIX, AER K IH 75255 2 308 )y T A 90 R R TE R o S ) i 3]
() v (2 EPE TS IR FHEZ), FOAnsk [ 2D Ising BB 1.0 7045 2 E8- WiiH
BT 1.3 32 PO BE TR AR TR M) Bk /Y v, 528 E3RA]
HAEI 2 A RS R v, AR AT BAE N BB s A m v, B2 [n] < 0.5,
0.2 <pp <2.0FH, WHIBTH v, HAT, HEWEREEZERIERENGEREM,
QST TR TE (ko?) FIEHEGR (vy), BRI EIE (N, x N,/N7), v B4R HRE
BB T X eI 45 . 1T UrQMD B0 Rt AF, (M) /AF,(M)
PRI, B UrQMD BORUARETTSEAFEIFIBR T RIGH vo I, BATEHE—EAHE
BT AR RORTT S I — R, I HAI SRR 45 R U

UrQMD ERHI CMC BERIF )8k r Brati R EAHX 8 5 13) J12% (UrMQD) f&4l
B ATZ U TR BE pHp. prA Fl A+A REERYTE TSR, &R AR A
SIS (/5 ~2GeV) | RHIC ffeR (/5 =200GeV) JuR A EE FAlfE. T
UrQMD #8435 A5 40 & QGP A B3 FAHAARAS , BT AR RBIFGR Sl A A 0 K 5
Bk TP FRATETH UrQMD BLRL (3.4 fUAS) S5 A AutAu X8I SRR, Rl Y
fetA 74 /5 =7.7, 11.5,19.6,27,39,62.4,200 GeV, X AIFHLGEi N 1.54,
1.17, 1.15, 1.25, 1.20, 1.30, 0.5x10°, X Fi¥, FraRemf o LE TN, F (M) Mg
M? (3R GG, 107 ELECA W R R R TR T, el 6.4 Bs, JiF
A RiEREE T, UrQMD A F, (M)%et fl F (M)™ SEARE A, AT AF,(M) H{E
HACHER . BIR, R F(M)% e FIBg Fy(M)4te 2 [ R R, (L2l
RGBS S, UrQMD AR BRI AF,(M)/M Fl AF,(M)/AF,(M)
PREEAT A . UrQMD BB 25 I R BT R (R Bk, 2 B T8 A S A i
5 | S T ) 8 R B 7
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A1 TINS5 1 (CMC) BT 7o EA I L R Mk HO S R 2. CMC
LR T A AT Levy BEE , SUFRORL T2 T4 4 Fl UrQMD PR —FE .
I 6.6 Fi, CMC BB T F,(M) W RAR MY, 1A o,
AELEHGRE. & 6.10 BRIGHWIR T F,(M), 7TAFBH] CMC BIZ5 0 i 1
UFi AF,(M)/M R AF,(M)/AF,(M) 55 B4, 1M H CMC #2840 v {5 FIBE T
FOREAHISE , M) CMC BRI, T T B TR P b I T Ress s R I T . 72
CMC B, Fo i1 & BURL TR B IR SR BRI, 8P IR 722 A A R
FIIBIGE AT . A, MBS RS (An) 1E5:50 bk ik v 5
B8], T CMC B An, RIEHE ¢, MR ERA, B0 kR 1
SRETEIPIA YR, An 1 ¢, BIEHHIZR. ST, CMC FUE— IR
B, o SRR S B S, 1T FLI 0 5 1 B TR B f R RS

N T HIA STAR S8y AutAu filf 8 B BRES SR, FRATHE CMC 24 UrQMD
BEAEE Aok, BIHE CMC BAZM Il 54 k& A 3] UrQMD B2 A R Ay
UrQMD+CMC B, Jitt, FA15Er72E CMC S, X E85{4H UrQMD Ff: H A [H]
FEARL T 2 R MRS R0 A1, #H CMC SRR kL T B Heds UrQMD FkE
To BATRL T2, UrQMD+CMC Ff:H CMC KL 1 Fir 5 Y L BltBoR . el 6.11
F16.12 fii7 , UrQMD+CMC BEBUR B B2 AF, (M) /M F AF, (M) /AF,(M) brJE
0. W 6.13 FiRs, Eid B UrQMD+CMC R 25 5 F1 STAR SZIS SR 145 58 |
Fefi &2 UrQMD FmA CMC BAL Y 1-2% IlmFHikdg s, BIMES Bl 1-2%
i, UrQMD+CMC KA AR BEFE AU S5 AN e g I BAS B A4S 3R, e LU ETE N
F—E XAEERHA NALY SR Si+Si SLm iy 1% {55 lEBIHAT &

SRR FRATIEAI 204 7 RHIC SEXR AutAu Rl Ry jak, £ 2g5iemn
BT 2 g . A 2019 4E3] 2021 4E, RHIC B4 58 M58 —Hr B BE 1T, AutAu Xt
ATy Y] VS = 1.7,9.2,11.5,14.5,19.6, 27 GeV. RHIC HE A RE T HZLRE RS
) I S SRR, B AR O BE R 3-7.2 GeV 2 Ji]. H LT 45— BE & 4948 (BSED),
STAR SZEa e —WIRE Rl (BES-II) 34/ v iTPC. eTOF. EPD 4RM#%, SRMIEAY
RLFPRIACR R T2 AR ) e W] e, SE et Bt AR = 1 10 £, X
EWRE, FATRTAEARAE . o 51 e 1 A4 1) BRI T A &, i 7.2
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FLLOFELHTER TR . AN, ST BRI SR8 (/5 =7.7-27 GeV BEX MY
v NG IREM ARG IR . Kk, e BEAY (B BRI EREf E v 1 JF B BE B HOBTM
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