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Streszczenie

Polaryzacja czastek o ukrytym powabie w relatywistycimyc
zderzeniach proton-proton mierzona w eksperymencie STAR

Istnieje wiele ranych modeli produkcji czastki/«) w zderzeniach proton-proton, ktére do-
brze opisuja mierzony w eksperymentach przekréj czynrpradukcje//+. Dlatego potrzebna
jestinna obserwabla pozwalajaca na raniénie pomiedzy rnymi modelami produkcji /1.
Taka obserwabla nee byt ustawienie spinu czastHj/¢), nazywane polaryzacj#/+), poniewa
rézne modele przewiduja rda zalendst polaryzacijiJ/¢» od pedu poprzecznegp«).

Przewidywania modellV RQC D, ktére zawieraja wkiad od stanéw oktetu kolorowego,
(COM) sa w zgodzie z obserwowanym w eksperymentach widnigipr przy ré&enych en-
ergiach. Jednak model ten nie opisuje dobrze polaryz&eji zmierzonej przez eksperyment
CDF w FermiLab przy energii zderzenigs = 1.96 TeV i dla wysokich pedéw poprzecznych
J/1. Dla niskich pr model jest w zgodzie z pomiarem polaryzagjiy w eksperymencie
PHENIX przy energii zderzenig/s = 200 GeV. Te pomiary nie sa jednak rozstrzygajaca,
poniewa dla niskich pedéw poprzecznych modele Color Octet Modgblor Singlet Model
maja podobne przewidywania.

Model NLO Color Singlet Model ¢'SM) przewiduje podtana polaryzacje//+ dla nis-
kich i Srednich pedéw poprzecznych. Dla niskjghprzewidywania jakéciowo zgadzaja sie z
pomiarami widma//y pr w eksperymentach przy RHIC. Ten model rowniobrze opisuje
polaryzacje/ /1) zmierzona w eksperymencie PHENIX dla niskich pedéw pegzaych.

Dla niskichpr modeleCOM i C'SM maja podobne przewidywania odroe polaryzaciji
J/1. Jednak wraz ze wzrostem pedu poprzecznego trend przeaidyodeluCOM jest w
kierunku poprzecznej polaryzacji/1), natomiast model’S M przewiduje podtana polaryza-
cje, prawie niezalma odpr. Szczegodlnie wany jest wiec pomiar polaryzacji/v» przy wyso-

kich pedach poprzecznych, gdzie modele mamneoprzewidywania.
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W niniejszej pracy przedstawiony jest opis pierwszego @ompolaryzacji/ /1) w ekspery-
mencie STAR przy energij/s = 200 GeV, dla pépiesznéci J/) z przedziatuly| < 1ipr z
przedziatu 2< pr < 6 GeVk. W analizie zostaty zyte dane z roku 2009, triggerowane przez
elektron z wysokimpr. Ji) jest rekonstruowane w elektronowym kanale rozpadu. Wggaic
nik rozktadu katowego elektronéw z rozpadw Jparametr polaryzacji), jest wyznaczony
w ukfadzie odniesienielicity, w funkcji pedu poprzecznegd/+). Kat polarnyd jest katem
pomiedzy wektorem momentu pedu pozytonu, w spoczynkowlytadzie odniesienia /1),

a wektorem pedu//¢ w laboratoryjnym uktadzie odniesienia. Pomiar polaryzabj) w
ukiadzie odniesienidelicity pozwolit na poréwnanie otrzymanych wynikow z przewidywa-
niami ré&znych modeli produkcji/ /1), z modelemV LO* Color Singlet Model Y LO* C'SM)

i z obliczeniamiN RQC D zawierajacymi wktad od standw oktetu kolorowega{M).

Otrzymana polaryzacjadiv funkcji pedu poprzecznego pokazuje trend w kierunku poru
polaryzacji wraz ze wzrostemy. Trend ten jest innymi ziw przewidywaniu model@O M.
Otrzymany wynik jest natomiast w zgodzie z przewidywaniewdslu NLO™ CSM, w ra-
mach obecnych niepewaoi eksperymentalnych i teoretycznych.

Pomiar polaryzacji/ /1) przedstawiony w niniejszej pracy wygaia nieco mechanizm pro-
dukcji J /v poprzez wyeliminowanie modeltO M. Analiza nowych danych z roku 2011 przy
energii zderzenia/s = 500 GeV umaliwi dalsze postepy w rozahieniu pomigdzy bnymi
modelami. Dane te moga réwaiemazliwi¢ przeprowadzenie analizy petnego rozktadu ka-
towego elektronéw z rozpadd/+). Warto réwnig zaznacz§, iz w celu wyciagnigecia pre-
cyzyjniejszych wnioskow dotyczacych mechanizmu progiuk¢y), niepewndci przewidywa

teoretycznych musza bymniejszone.



Abstract

Different models of the 3/ production mechanism are able to describe the measured in ex
periments J) production cross section rather well. Therefore other nladde is needed to
discriminate among differentJ/production models. J/ spin alignment, commonly known as
Jh)y polarization, can be used as such an observable since sariodels predict its different

dependence opy-.

The prediction of N RQC D calculations with the color octet contributionS@ M) is in
good agreement with observed)Jpr spectra in experiments at different energies but fails
to describe the observed/Jpolarization measured gtf's = 1.96 TeV at highps in the CDF
experiment at FermiLab. For loy region, the model is in agreement with the PHENIX J/
polarization measurement afs = 200 GeV. However, the PHENIX measurement is limited to
smallps , where the data are not able to distinguish between the Qaitet Model and Color

Singlet Model predictions.

The N LO Color Singlet Model ('S M) predicts longitudinal 3/ polarization in the helicity
frame at low and migh; at mid-rapidity. TheN LO C'SM prediction for thepy spectrum is in
qualitatively agreement with RHIC data at Igw but misses the highex- part. The prediction
for the Ji{) polarization from this model is in good agreement with theeRHX data, which are
only for low pr.

For lowerpy COM andC'S M models have similar predictions of longitudinab Jjolariza-
tion. But with increasing a trend of theZO M model is towards the transverse polarization
while theC'S M predicts longitudinal polarization with almost pg dependence. Thus, it is es-
pecially important to measure the/Jpolarization at highep,, whereC'SM andCO M predict
different polarization.

In this thesis, the first J/ polarization measurement in the STAR experiment at RHIC, in
p + p collisions aty/s = 200 GeV atjy| < 1 and inpr range 2< pr < 6 GeVk, is reported.

The analysis is done using data from 2009 year, with a higktectron trigger. The J/is re-
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constructed via its di-electron decay channel. The angligairibution coefficient (polarization
parameter)\, of the Ji/ decay into electrons is extracted in the helicity frame asretion

of J/v pr. The polar angl® is defined as an angle between the positron’s momentum vector
in the Ji) rest frame and J/ momentum vector in the laboratory frame. The measurement of
Mg In the helicity frame allow us compare the measuredplarization with different model
predictions of the 3/ production: NLO™ Color Singlet Model Y LO* CSM) and N RQC D
calculations with the color octet contributionS@Q M).

Our analysis of the Jf polarization in the helicity frame indicates a trend tovgattie longi-
tudinal J{) polarization ag increases. It is in contrary to the prediction of th& A model.

The result is consistent with the prediction 8.0+ C'SM model, within the current experi-
mental and theoretical uncertainties.

The Ji) polarization analysis, that is presented in the thesisish&eady some light on
the Ji) production mechanisms by elimination of th& M mechanism. Further progress
in distinguishing between the@froduction mechanisms may be possible with analysis of a
newer data at/s = 500 GeV, taken in 2011 with much higher luminosity. Thisadatay also
allow to perform analysis of the full angular distributio@n the theoretical side, one needs
to stress that the uncertainties of the models need to beeddn order to draw more precise

conclusions.
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Chapter 1

Theoretical motivation

Quarkonia production in high-energy hadron collisionewa# to investigate the Quantum Chro-
modynamics.

Initial tests of quarkonia production mechanisms usingsection measurements are in-
conclusive since different models have similar prediioggarding the cross-section. It sug-
gests that other observables are needed to discriminategatine models. The quarkonia spin
alignment, commonly named as polarization, provide a venyartant information that may
help to pin down the mechanism of heavy quarkonia produeti@hthe bound state formation.

In this chapter we will briefly introduce the Standard Modedats theory of the strong
interactions, Quantum ChromoDynamics (QCD). Then, we stibw a method of the }/po-
larization extraction in the experiment. Finally, diffatanodels of the 3/ production will be

discussed, along with their predictions regarding thexsestion and polarization.

1.1 Standard Model and Quantum Chromodynamics

1.1.1 Standard Model

The Standard Model of the particle physics contains desonpf all known fundamental par-
ticles and their interaction via three, out of the four, kmdarces of nature: electromagnetism,
the weak force and the strong force. The gravity is not inetlth the model. Particles de-
scribed within the Standard Model are: fermions with spi2y, §auge bosons with spin 1, and
Higgs boson with spin 0.

There is three generations of fermions, which are mattdarges. Each of them contain

two quarks, one lepton and a neutrino, see Fig. 1.1. Eachidarhas a corresponding antipar-
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CHAPTER 1. THEORETICAL MOTIVATION

Three generations
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Figure 1.1: Elementary particles in the Standard Model.

ticle. Gauge bosons are force carriers that mediate fund@iiateractions. A very successful
guantum field theory of the electromagnetic (EM) interawtiothe Quantum Electrodynam-
ics (QED), describes the electromagnetic force betweergeldaermions as the exchange of
massless photons. Massil#* and Z° gauge bosons mediate the weak interaction between
particles of different flavors. The electromagnetic andkweaces are described in the unified
framework of the electroweak model. The Strong interadbietween color charged particles is
mediated by gluons, that themselves have a color chargestidrgy interactions are described
by a theory called Quantum Chromodynamics. The hypothésiizggs boson[[5] is a conse-
guence of a spontaneous symmetry breaking. The partidlekisd to a mechanism that gives
mass to elementary particles. Lately, the Higgs bosonenagst was tentatively confirmed by
the LHC experiments [6].

1.1.2 Quantum Chromodynamics

Quantum Chromodynamics (QCD) [1, 2] describes, within tten&ard Model, the strong in-
teraction of colored quarks and gluons. Since masslessiglcarry the color charge they can

interact also with each other. QCD is an extension of QEDs & non-abelian gauge quan-
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1.1. STANDARD MODEL AND QUANTUM CHROMODYNAMICS

tum field theory, and it is th&U(3) component of thesSU (3) x SU(2) x SU(1) Standard
Model of the particle physics. Quarks are color tripletghviihree colors: red, green and blue.
Anti-quarks have analogous anti-colors. Gluons are cattats.

The quark-gluon potential has a form:

4
(A iy (1.1)
3r

wherer is a distance between quarks,is (running) coupling constant ard~ 1 GeV/fm [2].
The value ofa, depends on the energy scale of a studied process, it desngdbancreasing
four momentun()? transferred in the interaction.

Two important properties of the QCD are: asymptotic freedord confinement. Asymp-
totic freedom refers to the weakness of the short-distamteeaction, while the confinement of

guarks follows from its strength at long distances.

Confinement

Free quarks are not observed in the nature. They are confinkddrons, barions;{q) or
mesons ¢g). At larger, the kr term becomes dominant. When one try to separate quarks
by pulling them apart, the gluon field forms a string of theocdield between them. With
increasing- energy in the system increases, and at some point it is éreaigemore favourably

to create a new pair of quarkgj, than to allow the string to extend further.

Asymptotic freedom

For largeQ?, o,(Q) — 0, and for small distances the first Coulomb-like part of Eq], 43 2,
becomes dominant. As a consequence, at large energies orabindsstances, bonds between
quarks are asymptotically weak and quarks act like freegb@st If the coupling constant is
small, o, < 1, perturbative calculations can be applied. The pertwbaCD successfully
describes hard processes (with high momentum transferyimdmergy collisions, for example
production ofce pairs in a hard scattering.

At low-energy regime() < 1 GeV, the coupling is so strong that the perturbation theory
breaks down. The QCD is facing difficulties associated with-perturbative calculations of
soft process (with small momentum transfer), such as hahtion. To solve some of the math-
ematical difficulties, other techniques have to be develppay. the lattice QCD or effective

theories.
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CHAPTER 1. THEORETICAL MOTIVATION

1.1.3 Summary

The Standard Model developed in early 1970s, successfilams most of experimental re-
sults and precisely predicted a wide variety of phenomenegr @me the Standard Model has
become a well established and tested physics theory. Isélitson, a brief description of the
Standard Model and the Quantum Chromodynamics, was peskelttis used to describe the
Jhy) meson and models of its production mechanisms in hadroisicols. The calculations and
predictions regarding variousydproperties are based on the Quantum Chromodynamics, as the

formation ofce pairs can be described using the perturbative QCD.

1.2 J/¢¥ meson

In this work, we will focus on the g/ meson. 3/ is a charmoniuni]7] (a hidden charm particle),
I.e. bound state of a charm quari &nd its antiquarkd). The bound states of a heavy quark
and its antiquark) are generally referred to as quarkonia.

The first charmed particle//«, was discovered in November 1974, simultaneously by
Samuel Ting et al. at BNL_[9]{) and Burton Richter et al. at SLAC [10])J. They were
both awarded the Nobel prize in 1976 for the discovery. Thgaich of this discovery on the
particle physics was so important that is known asNowember RevolutionThe existence
of the fourth quark had been speculated by Bjorken and Glashow in 1964 [11]. Thert
guark was also predicted in 1970 by the Glashow, lliopoutas laiani. It was required by
the Glashow, lliopoulos and Maiani (GIM) mechanism![12]pnder to cancel the anomaly in
week decays. And the prediction of the charm quark is useadiglited to them.

The various charmonia states differ in their total angulanmantum (), parity (P), charge
conjugation (), and principal quantum numbet) The most abundantly produced charmo-
nium is J/«. It is a heavy and "sharp" resonant state, with the width @f¥92.8)keV [1],
and mass approximately 3.1 GeV. The J a vector meson in an s-wave orbital state, and
its quantum numbers are the same as those of the phéfén= 1-~. Its isospin is 0 and
G-parity is -1. The spectroscopic arrangement of the chaimno family is shown in Fig[_1]2,
and properties of different charmonia states are gatherédh.[1.1.

Main Ji) decay modes, with their Branching Ratidsk), are [1]:

e J/i — hadrons BR = (87.7+0.5)%

Lu, d ands quarks had been known before
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o J/Ypy —ete” BR=(594+0.06)%

o J/{ — utpu~ BR=(5.9340.06)%

nd2s) v/

hadrons hadrons

hadrons hadrons

n15)

hadrons hadrons y+ radiative

JPC — o+ q== o+t 1++ 1+= o++

Figure 1.2: Spectrum and transitions of the charmoniuml|faf#).

Meson || n?5*1L; | JFC Mass (MeV)
U] 118, 0+t 2981.0+ 1.1
J/ 135, 177 | 3096.916+ 0.011
Xco 13p, | 0™ | 3414.75+0.31
Xc1 13P, 1**+ | 3510.66+ 0.07
Xc2 13P, 2T+ | 3556.20+ 0.09

e 1'p, | 1t~ | 3524.41+0.16
nc(25) 215, | 0~* 3638.9+ 1.3
Y 235, |17~ | 3686.10850!!

Table 1.1: Properties of charmonia [1].

The mentioned charmonium states are stable bound statey. af@ stable in a sense that

their mass is less than that of two light-heavy me3pss that strong decays into open charm

are forbidden[[8]. The mass af is just below the open charm threshold. Charmonium states

that are above the' can decay intd D pairs.

Quarkonium masses are largely determined by the bar quaskesaDue to large masses

of those quarks, many basic quarkonium properties can loelleggéd using a non-relativistic

potential theory [13].

2open charm mesongX) contain charm quark (or antiquark) and light antiquarkqeark)
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The Cornell confining potential [14] gives a good descriptid the observed charmonium
bound states. The potential forx) pair at separation distances:

V(r)=or— g, (1.2)

T

whereo is a string tension and is a gauge couplinga( = %as). Ground states at the lower
excitation levels of quarkonia are very tightly bound, angcimsmaller than the light hadrons.

Many of the J/> mesons observed at colliders are not directly produced @alirsions but
are a result of decays from heavier charmonium states or Boneson decays. The direct/J/
production, which is found to be about 60% {5B0% [28]) of observed//«, plus feed-down
from heavier charmonium states, andy, is called a prompt production: andy. account
for about 10% and 30% of the prompt production, respectivestimations from different ex-
periments are slightly different. The contribution fraimfeed-down is 8.6:2.5% or 8.1+-0.3%
from PHENIX experiment[15] and from fixed-target experirtee[16], respectively.y. ac-
counts for 366 or 25+5 from CDF experiment [17] and from fixed-target experimdhg],
respectively. The inclusive/production also contains the contribution frddrmeson decays,
non-promptJ/«. It is stronglypr dependent, and according to new STAR measurements, in
hadron collisions at/s = 200 GeV the contribution from the B meson decay is 10-25% ef th
observed//«y, for 4 < pr < 12 GeVE [18].

1.3 J/4 polarization

The topic of this dissertation is theydpolarization. A particle produced in a certain super-
position of elementary mechanisms may be observed préifaitgnn a state belonging to a
definite subset of the possible eigenstates of the angularentum componeni, along the
characteristic quantization axis. When this happens, éiniécfe is said to be polarized [19].

A nomenclature used for the polarization of vector mesorasnignalogy to the photon
polarization, since these particles share the quantum arsrdf the photon. The transverse
polarization means that the spin projection/is= +1, and.J, = 0 is for the longitudinal
polarization. The same terms are used do describspimealignmenbf vector quarkonia not
only with respect to their own momenta (HX frame), but alsthwespect to any other chosen
reference frame (GJ or CS frames)|[19].

For the Ji» decay, the geometrical shape of the angular distributidneofwo decay leptons,

in the Ji) rest frame, reflects the polarization of thhg&). A spherically symmetric distribution
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1.3. J/v) POLARIZATION

would mean that the «J/is on average unpolarized, an anisotropic distribution ld/onean
that the Jb is polarized. Figuré 113 shows dilepton decay distributibtransversely (a) and

longitudinally (b) polarized 3/ in thenaturalframe (polarization axis coincides with thej).

+1 m=20

=
I

a) I 4 b) 2 2

Figure 1.3: Representation of the dilepton decay distidouof transversely (a) and longitu-
dinally (b) polarized 3 in the natural frame. The probability of the lepton emission in one

direction is represented by the distance of the correspgralirface point from the origin. [19]

In an experiment, the coordinate system used for thiepdarization studies, has to be
defined. Figuré 114 shows possible definition of the cootdisgstem, as seen from the)J/
rest frame. The axis is the polar axis, which depends on the chosen refeffesce. Ther
axis lies on the production plane (x = y x z), which contains momenta of colliding beams,
and they is the production plane normal. The polar andleis defined as the angle between
momentum of a lepton from theidbecay (usually it i$™) in the Ji) rest frame and the chosen

polar axisz. The azimuthal angles, is determined by the production plane.

1.3.1 Reference frames

There are three reference frames that are usually useddalittpolarization measurements:
helicity [58], Collins-Soper[[59] and Gottfried-Jacksd@0] frames. In all frames the polar-
ization axisz belongs to the production planez). Figure[1.5 shows the production plane
definition on the left-hand side, and definitions of the paktion axisz in different rest frames

are shown on the right-hand side of the FFigJ] 1.5
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quarkonium
rest frame

production

plane —,

Figure 1.4: Representation of the coordinate system fodtheolarization measurement, in

the Ji) rest frame.[[19]

production plane y

/
/
/
b, / b,
collision

Q centre / quarkonium

/ of mass / rest

/ frame / frame

Figure 1.5: Definition of the production plane (left) and d#fons of the polarization axis in

helicity (HX), Collins-Soper (CS) and Gottfried-Jacks@j reference frames (right). [19]

In the helicity frame (HX) the axis is along the 3/ momentum in the center of mass frame.
The Collins-Soper frame (CS) defines thaxis as a bisector of the angle formed by one beam

direction and the opposite direction of the other beam, énJih rest frame:

N -
B P '

whereﬁa andl?b are the 3-momenta of each beam boosted into thergét frame. In the
Gottfried-Jackson frame (GJ), the polarization axis issgmoalong the momentum vector of
one beam boosted into the/Jlest frame.

In collider experiments, HX frame is usually used. Receratlgo the C8frame has been

used in some collider experiments. The GJ frame is mostliepm the fixed target experi-

3the CS frame was initially motived by Drell-Yan production
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1.3. J/v) POLARIZATION

ments.

1.3.2 Decay angular distribution

The Ji) polarization can be determined experimentally by meaguha dilepton decay angular
distribution. The decay angular distribution can be detifrem the J» production density
matrix using basic conservation rules, such as the parige&wation.

The information on the production polarization of the Meson is contained in the spin

density matrixp:

P=1 por  Poo  Po-1 (1.4)
P-11 P-10 P-1-1
The matrix is Hermitian and satisfi@3(p) = p11 + poo + p—1-1 = 1. poo it the longitudinal
polarization fraction andp{; + p_1_1) is the transverse fraction. Using parity conservation
rules: p_11 = pi1, P11 = P1-1, P10 = —p1o &Ndpg_1 = —pp1. SO there are only four

independent real parameterspirand a convenient set is:

P11 Re(p1o) +ilm(pio) P1-1
p= | Re(pio) — ilm(pio) 1—2pn —Re(p1o) + iIm(pio) (1.5)
P1-1 —Re(Plo) - Um(ﬂlo) P11

Let us assume, for a simplicity of the notation, that we hawecabody decayy — a+ (.
The particley is in eigenstatg of the total angular momentum and eigenstatef the magnetic
sub-state. Particle and3 have momenta/ and— 7 in the~ rest frame, and they helicities are
Ao @and)s. z andx axis are in the production plane. The derivation of the aagdistribution
is based on [61].

The decay state, expanded into angular momentum eigesistatés:

27+1
[PAaks) = ZIJmA A LDl (6,0, 0), (1.6)

wherep is a unity vector in the direction o/, A = A\, — g, DfnA are Wigner D-matrices

corresponding to matrix elementgn’ | R(¢, 6, v)|jm) of the rotation operataR(¢, 6, ). The
three Euler angles), # and specify the direction op. Wigner D-matrices written in therms

of real-value d-functions:
D} \(9,0,0) = e\ (B)e™ Y (1.7)
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and:

& =) =d (1.8)
The amplitude of the decay is:
A X Xs) = (PraslUljm), (1.9)
wherel is operator invariant under rotations and reflections. {y&ig.[1.6:

. 27 +1 »
An(B, Aas hs) = || =M Ay A5 D3y (6,6, ), (1.10)

whereM (A, Ag) = (jmAaAs|U|jm)

The probability fory — « + £ with p specified by Euler angles, § and in the rest

frame:

do 2j +1 R o
d4qu - 47 Z Z Am(p’ )\O“ )\B)pmm/Am’ (p7 >\a7 AB)

m,m/ )‘OH)‘ﬁ

Vit | | (1.11)
An Z Z |M<)‘OH)‘5)‘2D37:)\(¢7‘97w>D,Jn’)\<¢7971/})pmm'

m7m/ Aav)‘ﬁ

J /v is spin-1 particle withn = 0, the helicity conservation requires, # A\, and for decay

leptons \, and\; can be eitheg or —3. Also:
11— cost —sinf 1= cost

dy, (0) = — dyo(0) = BV dy_,(0) = 5 (1.12)

The full amplitude can be written as:

do 3 1 1
— = —|M(=, ——)|2{p11(1 + 00329) + (1 —2p11)(1 — 00520)

+Re(p10)V25in(20)cosp + pi_1sin*0cos(2¢)}

The cross-section is parametrized as:

do 3 1 1
——— = —|M(=, —=)[H{Wr(1 + cos*0) + W (1 — cos®0)

+WaV2sin(20)cose + Wansin®Ocos(20)}

Wr andW, are the transverse and longitudinal components, respéctiv’; corresponds only
to thep;; andp_;_; elements of the density matrix, amd; corresponds to thgy, element.

Wa andWa 4 are called theingle-spin flipanddouble-spin flipcomponents, respectively.
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Decay angular coefficients

The angular distribution can be written as:

W oc 14 Agcos?d + Nggsin(20)cosd + Agsin®Ocos(2¢), (1.15)
where
)\GE WT_WL :_1—3p11
Wr+ Wy 1—pn
dop = YW _ V2Relpr) (1.16)

Wrpr 4+ Wp 1 P11
_ 2Wan _ 2pa
? Wr + Wy, 1—pn

the \y parameter is often called the polarization parameterofatig constraints can be put on
the parametergy| < 1, [Agy| < § |As| < 0.5for Ay = 0andX; — 0 for Ay — —1 [65].
The angular distribution coefficients can be extracted fbrdimensional distributions. The

angular distribution integrated over
W (cosh) o 1+ Agcos0 (1.17)

And the distribution integrated ovér

W(p) x 1+ 3231&9005(2@ (1.18)

The diagonal term)y,, vanishes in both integrations, but can be extracted byidgfirariable

-
- ¢ — 37 forcosd <0
¢ = (1.19)
o — iﬂ' for cosf > 0
The W (¢) distribution is:
- 2\ -
W(d) 1+ ?Z/; ;\jcosqb (1.20)
In general,\y = —1 means full longitudinal polarization ang = 1 full transverse polar-

ization.

Frame invariant approach

In an experiment, theaturalpolarization axis is unknown, and a measured polarizatipedds

on the observable frame. As is was argued by P. Faccioli §18J.62, 63| 64|, 65], the chosen
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polarization axis has a radical effect of the magnitudes @agds of the angular distribution
coefficients. Therefore, in order to investigate the gblarization and understand its origin,
without depending on a model, both the polar and azimuttsatidutions with their kinematic
dependence have to be determined. Also, it is the best if éiheymeasured in at least two
geometrically complementary reference frames. HX and @adés are orthogonal (the frames
differ by a 90rotation around thg axis) when J/ is produced at higlh and has a negligible
longitudinal momentumyg > |pr|).

For that purpose, a frame invariant approach has been gealén frame-invariant quan-

tity, \, was proposed:

~ Ao + 3>\¢

A= ——— 1.21
= (1.21)

Any arbitrary choice of the experimental observation framiléalways give the same value of

)\, independently of kinematics. Since this quantity is atsslacceptance dependent, than the

standard anisotropy parametegs A\, and\,, it can be used to directly compare the polariza-

tion measurement in different experiments.

1.4 J/+ production

Jh) hadroproduction proceeds through two stages. First, @ir is produced in a hard scat-
tering of partons. The process is described by the pertiueo@CD. This is followed by a
hadronization process in which physical resonance, sucl/as formed. J) bound state

is produced via color-singlétor color-octef intermediate state. Based on the different pro-
duction mechanisms, theoretical models of the @éoduction can be divided into three main
groups, namely: Color Single Model, Color Evaporation Made Non-Relativistic QCD cal-

culations with color-octet components, which are descdribenext sub-sections.

Tests of the 3 production mechanism that use the measuredddss-sections are incon-
clusive since different models have similar predictionsthe cross-section. Measurements of
the Ji) polarization may help to distinguish between the modelsn@eting mechanisms dom-
ination in the different theoretical approaches lead tq \kiferent expected polarizations of

the quarkonia produced in the high-energy hadron collsion

4color-singlet is a colorless state
Scolor octet is a coloured state
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1.4.1 Color Singlet Model

The Color Singlet Model (CSM) is an application of QCD to heauarkonium production in
the high-energy regimé [20, 21]. In this model the only in@ytart from the PDE, is a wave
function which can be determined from data or calculatechfpmtential models.

The production of a charmonium is divided into two procegbes can be factorized. In
the first one, two on-shell heavy quarksandc) are created, then they are bounded and form
the meson. The first process is perturbative (of a scale abappately M? + p2) with the
cross section computable from the Feynman-diagrams. -é&mngrgy hadronic collisions, the
leading contribution comes from a gluon fusion process.nfRen diagrams for thés; states
production associated with a gluon are shown in[Eig).1.6hdfgerturbative amplitude to pro-
duce the heavy-quark pair on shell/(p)) is calculated at the leading orderadn, it refers to
Leading Order CSM (LO CSM). It is assumed that charmonium&rks are created at rest in
the meson frame (static approximation) and that the coldrtha spin of the:¢c pair do not
change during the binding. It is also required that the gaproduced in a color-singlet state,

since physical states are colorless.

Sy

..Il,;l .,HJ 'I""‘l

Figure 1.6: Diagrams fagg —3 S;g at LO within the CSMI[20].

The LO CSM prediction for the d/cross section is more than order of magnitude below the
CDF experiment measurements[23] . Figure 1.7 shows diffetecross section as a function
of pr measured in the CDF experiment compared to predictions ofZISM and LO CSM
including the fragmentation processes![22]. Addition & tragmentation improves the high-
pr part. This disagreement between the theoretical predetmd experimental results has led

to further improvements of the CSM model and to developmémniea models, for example

the Parton Distribution Function
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with color-octet contributions.

10 ————————r——— —
r i BR(JAy—p 1) do(pp—Jiy+X)/dpy b/Gev)
; Vs=18TeV;;i<0.6 ]

[ % - LO colour-singlet
A e [ e colour-singlet frag.
10 E S, -

" 10 T e B
5 10 15 20
pr (GeV)

Figure 1.7: Differential cross-section as a functiorpgfof the CSM (LO and fragmentation)

compared with the direct production of/dfrom CDF [20].

Next-to-leading Order (NLO) QCD corrections to color-detgjuarkonium production [24]
show an important enhancement of the cross section, efipatiaigh pr, see Fig[ 1.9. Also,
CSM with s-channel cut contribution (off-shell quarks ire thound state) was proposed|[25]
[26].

It is now accepted that! anda® corrections to the CSM are essential for understanding
the J /v pr spectrum in high-energy hadron collisions![27]. The predits at LO and NLO
accuracy are sufficient to account for the observed magafithep-integrated cross section
[28] (see Fig.[1.8), however the NLO CSM under-predicts ttess section differential in
pr and the slope is too steep (see Hig.] 1.9) [27]. Figure 1.9sdlewvs a newer CSM model
prediction, NNLO*, which is in a much better agreement wite RHIC data fop; > 5 GeVk.
This calculations include contributions fromy and gq fusion at NLO (up tax?), cg fusion at
LO (at«?) and the leading contributions fromyg andggq fusion ata® (NNLO*) [27]. Since
the CSM predictions are for directdproduction, PHENIX and STAR inclusiveidproduction
data shown in Fid._119 are multiplied by the expected fractibdirect Ji) (59 + 10)% [28].

The J1) polarization in the helicity frame is drastically modifiedNLO, comparing to LO
CSM predictions. At LO J) is predicted to have transverse polarization, which is gagiee-
ment with measurements of COF [35] and PHENIXI[32] experitaeim NLO calculations, the
polarization is increasingly longitudinal with increagipy (J, = 0), along the 3J) momentum

direction [27]. The most recent NLOCSM prediction for the polarization of promptyJ/
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Figure 1.8:do /dy x Br in p+p collisions at/s = 200 GeV from CSM at LO and NLO accuracy
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Figure 1.9:do /dpr x Br in p+p collisions at,/s = 200 GeV andy| < 0.35 from CSM at
various orders ofv, [27] compared to the PHENIX [29] and STAR [31] data.

which is shown in Fig[[1.10, is consistent with the PHENIXgridation measurement at low
pr. The NLO" contains the yield at NLO accuracy fromy and gq fusion added to the yield
from cg fusion at LO accuracy. This calculation does not includealfitributions which may
influence the polarizatioryg andgq fusion at NNLO* andcg fusion at LO (or NLO¥*) at large
pr could influence the yield, and the polarization may end upedastoongly longitudinal or
slightly transversal. But, in contrary to the NRQCD cald¢gas with color-octet transitions,

the polarization in the CSM is not expected to become styotighsverse with increasing:

[27].
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Figure 1.10: Comparison between the extrapolation ¢%) for prompt Ji in p+p collisions
at./s = 200 GeV (blue band), the range @ffor the direct NLO" (two dashed lines) [27] and
the PHENIX measurements at mid-rapidity[32].

1.4.2 Non-Relativistic QCD calculations with color-octetnechanism

Non-Relativistic Quantum Chromodynamic (QCD) [40} 41/, 42,/44) 45] is an effective field
theory. In this formalism intermediate color-octet states, in addition to color-singlet states,
can bind to form the charmonium. The transition from thenmiediate color-octet state to the
final color-singlet state is possible by emitting a low eegtpion. The theory is based on a
systematic expansion in both andv (v is a quark velocity within the bound staté, ~ 0.23).
The important quantity of the formalism, is the factoripatbetween the short-distance, pertur-
bative contributions and the hadronization-otdescribed by non-perturbative matrix elements
defined within NRQCDI[20]. Jf production cross section associated with some hadron X is
[20,21]:

o(J/y + X) Z d(ce[n] + X)(07¥), (1.22)

wheredo is the inclusive cross section for producing tlagoair in the color and angular mo-
mentum state. (OZ/¢> are the long distance matrix elements (LDME), which takeoaot of
the transition between the pair and the final physical state dfy. The <O;f/ “’Z’> parameters
are determined in powers of In principal, there is unlimited number of the matrix elertse
with various values ofi, but in calculations only the matrix elements at small peng are

considered. The Fock-state decomposition of thiesiate, in powers of is:

[7/0) = O(1)|ce*SIV]) + O(v)|ee* Py g) + O(v?)|ce[* S g)

(1.23)
O(w)|ee*S{"1gg) + O(w?)|ce[* DY 1gg) + - - -0
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There are color-singlet and color-octet LDME. The colorgbet ones are fixed by theory
and can be find from the factorization formalism. They apprately represent the probability
that perturbatively produced quark pair will evolve inte tbonsidered physical bound state.
This part of the 3/ production is described in CSM as well. The color-octet LDRiize the
probability of a transition between intermediate colotedstates!s.”, 3P®) 15 and the
final color-singlet’ S; state. This elements are not known and have to be deternioedsf fit
to the data. More details on the LDME can be found heré [20}. Haalron collisions at high
energy and at large; color-octet diagrams dominate for the)Jdroduction, that is why the
model is often called Color Octet Model (COM).

The NRQCD is in good agreement with measuredcibss section. But one shall remember
that the color-octet matrix elements are fit to reproducetiserved cross section as a function
of pr. NLO NRQCD calculations [53] successfully describe the dfoss-section measured
in the CDF experiment a{/s = 1.96 TeV [54], as it is shown in Figl_1.11. The model is
also in agreement with measurements at lower energysof= 200 GeV, from STARI[34, 18]
(calculations taken from_[55]) and PHENIX [33] (calculaigtaken from[[56]) experiments,

see Fig[1.I2 and T.11.3.

o
o
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Figure 1.11: Transverse momentum distribution of promptplbduction at Tevatron afs =

1.96 TeV [54] with the NRQCD prediction [53].

(1) denotes color-singlet state, and (8) color-octetestat
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Figure 1.12: PHENIX 3} pr spectrum mea- Figure 1.13: STAR 3} pr spectrum measure-
surements for mid and forward rapidity aments for mid-rapidity at,/s = 200 GeV
Vs = 200 GeV [33] compared with different[34, (18] compared with different model pre-

model predictions. dictions.

The Ji) polarization measurement is a crucial test for the NRQCofazation and the
color-octet mechanism. At highy, the model predicts strong transverse polarization in the
helicity frame (/. = +1, with respect to the g/ momentum direction), increasing wifh-
[48,/49,50[ 51] 52]. Itis in contrary to CSM calculations ekfito-leading and higher orders,
which predict longitudinal 3/ polarization. Gluon fragmentation is the dominant proaass
the production of a quarkonium with much larger than the quarkonium mass. Wherns
m .y, the fragmenting gluon is almost on its mass shell, and ietbee transversely polarized.
The c¢ pair inherits this polarization, and NRQCD predicts tha golarization is preserve
during the non-perturbative transition via a soft-gluorission to the final physical state. This
prediction is in disagreement with CDF polarization measent|[35]. CDF observes that the
Jh) becomes slightly longitudinal with increasipg, as it can be seen in Fig._1]14.

At lower pr the situation is different. The prediction for the CDF enesg(,/s = 1.96
TeV) shows almost no polarization gt =~ 5 GeVk, and according to calculation for lower
energy {/s = 200 GeV) [47] the polarization may even become slightly iardjnal at lowp
(1.5 GeVE < pr < 5 GeVk). The strong transverse polarization is not expected lsecthe

fragmentation dominance does not occur at thisegion [47]. Figuré_1.15 shows the polar-
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ization measurement from PHENIX[32] afs = 200 GeVt and at mid-rapidity, compared to
COM prediction for prompt 3 [47]. The NRQCD prediction agrees with the two PHENIX
data points. However, the measurement is limited to spalwhere the data are not able to

distinguish between the COM and CSM predictions regardieglt) polarization.

pp— Jy+X Vs=200 GeV  |y[<0.35

1 ] ®  Helicity Frame
= = — = s-cha 1 cut CSM
0.8 : (a) ] 05 4 s-channel cu
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Figure 1.14: CDF prompt 4/ polarization at T

mid-rapidity at\/s = 1.96 TeV in helicity Figure 1.15: PHENIX inclusive df polariza-
frame [35] compared to NRQCD [48][46] andjon at mid-rapidity at,/s = 200 GeV in he-
kr-factorization [36] models. licity frame [32] compared to CSM [25] and

COM [47] predictions.

1.4.3 Color Evaporation Model

The Color Evaporation Model (CEM) was first proposed in 197,[B8][39]. The model does
not assume that the heavy quark pair produced by the petittegbateraction is in a color-
singlet state. Itis considered that the color and the spihe&symptoticc state is randomized
by soft interactions occurring after its production. As asequence, the quantum numbers of
thecc pair are not correlated with the quantum numbers of the firedon. The fraction of the
cc pairs that form a particular chamonium state is assumend tadependent of the production
process. The total cross section for the charmonium pramuig calculated as the total cross
section for quark pair production multiply by the probatilihat cc is in a color-singlet state
(1/9):

1 2mp dUCE
= d 1.24
“ 9 /zmc " am (1.24)
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The cross section af¢c production is integrated from the thresha@lah. up to the threshold to

produce two charm mesorn&x ). The cross section for theydis then:

OJ/p = PJ/Ooniums (125)

wherep;,, is the inverse of the number of quarkonium between and2mp. Thep;/, can
be determined only from the fit to the data. [[20]

The CEM prediction for the J/ cross section is in good agreement with the measured cross
section. Figurels 1.12 and 1113 show the newgstpectrum from STAR [34][18] and PHENIX
[33] compared to the CSM prediction.

However, the simple CEM model prediction does not describkétive production ratios for
charmonium states between processes and as functionsofirc variables [20, 21].

It was suggested that in the framework of the Color Evapondtiodel multiple soft gluon
exchanges destroy the initial polarization of the heavyriyair [39]. SinceJ = 0 states
get its color randomized during the evolution, the final angular momentum vecﬁrhas no
preferred alignment. One can say that theid/"unpolarized" - probability to found ¢/in each
of the angular momentum eigenstatgss the same] /(2J + 1) [19]. But, in general there is

no prediction regarding the:djolarization from the CEM.

1.5 Thesis scope

In this thesis, the first g/ polarization measurement in the STAR experiment at RHIQ),-tn
p collisions aty/s = 200 GeV at|ly| < 1 and inpr range 2< pr < 6 GeVk, is reported.
The analysis is done using data from 2009 year, with a higlelectron trigger. The J/is
reconstructed via its di-electron decay channel. Thisysmafocuses on the polar anghe, The
angular distribution coefficient (polarization paramgtey of the Ji) decay into electrons is
extracted in the helicity frame [58] as a function.bf) pr. The extraction o\, in the helicity
frame allow us to compare the measured pblarization with different model predictions:
NLO* Color Singlet Model Y LO™ C'SM) [27] and NRQC D calculations with the color
octet contributions@O M) [47].

38



Chapter 2

The STAR experiment

The Solenoid Tracker at RHIC (STAR) is one of two large experits, currently taking data,
at the Relativistic Heavy lon Collider (RHIC) at Brookhavdational Laboratory. RHIC is the
first machine in the world capable of colliding heavy ions #malfirst hadron collider with two
independent rings which can collide polarized protons. ne@ the rings travel in opposite
directions and can collide at six interactions points. TAAR experiment is placed at six
o’clock position of the RHIC rings. RHIC is designed to ogeraith high beam luminosities.
It can collide heavy ions, e.g. gold ions, at a wide center agsrenergy range, from5 GeV

up to 200 GeV and protons up t0500 GeV. RHIC is also able to provide unsymmetrical
collisions, e.g. deuterons on gold ions or coper ions on gold.

The Relativistic Heavy lon Collider complex is shown in Bdl, it consists of a chain of
particle accelerators. Atoms are ionized in the Tandem \é@ahaff, then ions travel to the
small, circular Booster which accelerates ions to highergyn Then ions are directed to the
Alternating Gradient Synchrotron (AGS) which further decates them and injects into the
RHIC rings where they are accelerated to a desire energy amdbe stored for many hours
in order to conduct experiments. The same accelerator enplsed for polarized protons,
which are supplied by the Linac. Protons travel the same wdyeavy ions, starting from the

Booster.

2.1 STAR detector

The STAR detector is a multi-purpose detector. It was buildttidy strongly interactive mat-

ter created in ultra-relativistic heavy-ion collisionglats space-time evolution, and search for
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Figure 2.1: The RHIC accelerator complex.

signatures of a possible quark-gluon plasma (QGP) formafibe aim is to understand the mi-
croscopic structure of hadronic interactions at high epdensities. The three main categories
of STAR physics program are: a study of high density QCD, mesamsent of the spin structure
function of the proton, and a study of photon to pomeron adgons from electromagnetic

fields of the passing ions at RHIC [66].

The STAR detector consists of many subsystems, it has adcidal geometry and a large
acceptance with a full azimuthal coveragef = 27). FigurelZ.2 shows a layout of the STAR
detector. The main, and most important for this analysissgstems are marked in the figure.
The main tracking detector for charged particles is the TRngection Chamber (TPC) [67]
which is also used to identify particles usid@' /dx (ionization energy loss). The TPC pseu-
dorapidity range isn| < 1.8 with a full azimuthal coverage. Charged particles mammeane
obtained due to their bend in magnetic field, the STAR maé8¢fovers the TPC and most
of the subsystems. It is a room temperature solenoid magtteawniform magnetic field of
a maximum value 0.5T. Outside the TPC is the Time Of FlightkT{®9][70] detector with a
pseudorapidity coverage of| < 0.9 andA¢ = 27. The TOF extends, by measuring a particle
velocity, STAR patrticle identification capabilities to mentum ranges where the TPC alone is
not very efficient. Direct identification of /K /p is possible up to momental.7-1.9 GeV¢,
and(r + K)/p identification up top ~2.9-3.1 GeV¢. The Vertex Position Detectors (VPD)

[71], which are placed outside the magnet and close to then Ipgae, are start detectors for a
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Figure 2.2: The STAR detector.

particle Time of Flight measurements and provide a minimues krigger. Between the TOF
and the magnet there is the Barrel Electromagnetic Caloeim@EMC) [72] which covers
In| <1andA¢ = 27. The BEMC is used to study rare, high-processes, such as jets, leading
hadrons, direct photons, heavy quarks, and provide largepéance for photons, electrons,
andrn mesons. The BEMC is a fast detector and it is utilized to disicrate against pileup
tracks in the TPC (tracking detectors are too slow), ari$ingh other beam crossing falling

within the TPC drift time. BEMC can be also used to trigger aghkp electrons.

2.1.1 Time Projection Chamber (TPC)

The Time Projection Chamber (TPC) [67] is a main trackingickefor charged particles in the
STAR detector. It has a cylindrical shape and provides a ¢tet@goverage around the beam
line. Its inner and outer radius is 50 cm and 200 cm, respagtiihe TPC in a volume filled
with a gas in a uniform electric field e 135V /cm. Itis 4.2 m long and 4 m in diameter. A
pseudorapidity range for tracking jig| < 1.8 with a full azimuthal angle. A schematic view
of the TPC is shown in Fig.2.3. The TPC records particle saehd from the curvature of
a track in the magnetic field the particle momenta from 100 kayp to~30 GeV/c can be
measured. A particle identification is done using partioleization energy lossif/dx) in
the TPC gas, an example of thé&'/dx distribution as a function of the particle momentum is

shown in Fig.2.4. Pions and protons can be separated up ®eM2..
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Figure 2.3: The STAR TPC.

Charged particles passing through the TPC gas ionise gasatod leave traces made of
released electrons. These primary ionizing particles ecenstructed from the released sec-
ondary electrons which drift to the ends of the detector endtectric field. The TPC is filled
with the P10 gas (90% of argon and 10% of methane) and itsymess2mbar above atmo-
spheric pressure. The uniform electric filed is defined byimt¢bnductive Central Membrane
(CM) at the center of the TPC, concentric field-cage cylis@ard the readout end caps. An op-
erating voltage of a cathode at the CM is 28 kV, while the em$cavhere anodes are placed, are
at ground. The read out system at the end caps is based onrWitdtiProportional Chambers
(MWPC) with readout pads.

MWPC chambers on the end caps consists of a pad plane anditinegglanes: an anode
wire plane (amplification/readout layer), a ground wirengland a gating grid. The purpose of
the ground wire plane is to terminate the filed in the avalanelgion and provide additional rf
shielding for the pads. The gating grid is a shutter to cdmniry of electrons from the TPC
drift volume into the MWPC, and blocks ions produced in the R&/from entering the drift
volume. The readout planes are modular units arranged irdt®rs around the circle. Each
sector is divided into an inner and outer part, see a schenme @nhode pad plane with one full
sector in Fid.26. The outer sub-sectors have continuod€@eerage in order to optimize the
dFE /dz resolution and improve a bit the tracking resolution. Theeinsub-sectors, which are in

the region of the highest track density, are optimized fooadgtwo-hit resolution. These sub-
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Figure 2.4: ThelE /dx distribution as a function of the track momentum at magnfded of
0.25T [67].

sectors are built from smaller pads, with separate pad r@gsause of that the inner sectors
do not improve significantly théE /dx resolution. Their purpose is to improve the momentum
resolution by extending the position measurements to smadii, along a track, and to detect

particles with low momenta.

Track reconstruction.

A track can be reconstructed by maximum 45 pad rows, usutlly less due to the track
curvature, emission angle, fiducial cuts, etc. The traclffigiency is on average about 80-
90%. The trajectory of a primary particle is reconstructgddmning ionization clusters along
the track. The clusters are found separately,ip andz direction. Localx direction is along
the direction of a pad row, axis extend from the beam line outwards and is perpendituthae
pad rows, and the z axis is along the beam line. A cluster Xamgle inx position, is created
from ionization points on adjacent pads, within a pad rowhwimilar drift times. Ther andy
coordinates of a cluster are determined by measuring thgeloa adjacent pads in a single pad
row. The localr is found from the Gaussian fit to the signal distribution oa plads, withy =

0. Then the local coordinates are translate to the globabooates using a pad global position.
The z coordinate of a point inside the TPC is determined by meagtthe time of drift of a
cluster of secondary electrons (realised during the gasataon), from the point of origin to
the anodes on the end cap dividing by the average drift wgld8ince the drift velocity has to

be known with a precision of 0.1% in order to reconstruct pasiwith a sufficient accuracy, it
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Figure 2.5: The TPC anode pad plane with one full sectdr [67].

is measured every few hours during the data taking usingalpaser tracks [74].

The found space points are associated with each other im fardeconstruct the track of a
particle. The association is done using a special traclaftgvare. In order to extract the particle
momentum, the points on a track are fitted with a track modeé tfack is modelled as a helix,
and then effects that cause a trajectory to slightly devrata the helix, such as the energy loss
in the gas, are taken into account in the model. In order taddwmken track fragments, it is
required that a track has hits on at least 10 pad rows. To wepitte momentum resolution
of a track, the primary vertex can be used. The primary vagdgund by extrapolating all
reconstructed in the TPC tracks back to the origin and tathegglobal average of the found
positions of tracks origins. Tracks that have a distancéefctosest approach to the primary
vertex (in three dimension) less than 3 cm are refitted wighpttimary vertex included in the fit

and are called primary tracks.

The tracking efficiency depends on the acceptance of thetdetéhe electronic detection
capabilities, two-hit separation capabilities of the eystand the fiducial cut. The efficiency,
as well as the momentum resolution, are estimated usingaietltracks embedded into real
events. Details on the tracking efficiency, momentum antexaesolution, and £'/dz can be

found herel[67].
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2.1.2 Time Of Flight (TOF)

Time of Flight system [69] [70] [71] extends the TPC chargadrdon identification capabilities
to higher particle momenta. The TPC alone can separateatha@drons/K and (+K)/p up
topr ~ 0.7 and 1.1 GeV, respectively. The TOF provide charged hadrefts and (r+K)/p
separation up tpr ~ 1.6 GeVE and 3.0 GeW, respectively[[75]. The inverse velocity/ 3,
distribution as a function of particle momentum is show ig[Ei6. s is a track path length
divided by the Time of Flight and the speed of light= pathLength/TimeO f Flight/c. The
TOF time resolution isS 100 ps. Charged hadron identification can be extendedig? < 4
GeV/c using a combination of the TPC and TOF detectors [75].

A start time for the Time of Flight measurement is given by YD detectors/[71], and
the TOF detector is a stop detector for the time measurenéetVPD detectors are mounted
outside the STAR magnet, on both sides of the STAR detectdrvany close to the beam
pipe, as it can be seen in Kig.2.2. The detectors consist bfatBamatsu fine mesh dynode
photomultiplier tubes. The VPD also provides position okeaent vertex and can be used as a

minimum bias trigger.

pVPD + MRPC TOFr

T R R T R
p (GeV/c)

Figure 2.6: The inverse velocity for charged hadrons as etiimof a particle momenturm [69].

For lower momenta it is not possible to efficiently identifig@rons using the TPC only.
The electron identification can be improved, using bofly dz information from the TPC and
g from the TOF. For momenta below 1.5 GeMhere are regions where proton and Kaon
dFE /dz bands overlap with the electrat¥’ /dz band, and thus it is not possible to obtain a pure

electron sample in this momentum range, using the TPC aldmeupper plot in Fig.2]7 shows
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thedE /dx distribution as a function of particle momentum f6+Au collisions [75]. Slower
hadrons can be efficiently rejected using a cut onahél /3 — 1| < 0.03, Fig.Z¥b shows the
dFE /dz distribution with thel /5 cut applied. The electrod£'/dz band is now well separated

from the pion band.

dE/dx (keVicm)
=

Energy loss
.

0 0.5 1 1.5 2 258 3

Particle momentum p (GeV/c)

Figure 2.7: The TP@FE/dz as a function of a particle momentum [75].

The TOF detector has a full azimuthal coverage with pseyuidity range of|n| < 0.9. It
is placed outside the TPC detector and is arranged in 126.tfidye TOF detector is based on
the multi-gap resistive plate chamber (MRPC) technologlye MRPC is a stack of parallel,
resistive plates (float glass), with a series of uniform gagsgn between. The TOF MPRC
cross section is shown in Hig.2.8a, Eigl2.8b shows thegatinircuit board with readout pads
array. On outer glass plates, graphite electrodes aregldcethe electrodes high voltage (
14 KV) is applied and a strong electric field is generated in eagh dae inner glass plates
float electrically. Copper readout pads are located outhiglelectrodes. The signal induced on
the readout pads is a sum of avalanches that result fromaoizinside the gaps, caused by
a charged particle going through the glass stack. Duringadioe, the MRPCs are surrounded
by a gas, that consists of Freon R-134a in 95% and 5% of isobu[69]
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Figure 2.8: (a) Cross section of the TOF MPRC module. (b) Tie/\of the printed circuit

board with readout pads array. [70].

2.1.3 Barrel Electromagnetic Calorimeter (BEMC)

The BEMC [72] is located between the TOF detector and the StRgnet, it covers pseu-
dorapidity range ofn| < 1 and full azimuthal angle. The detector’s depth is appraxtaty

20 radiation lengths (28,) atn = 0. It is a sampling calorimeter build of a lead and plastic
scintillator. The BEMC consists of 120 modules, 60grand 2 inn, each of module is built
of 40 towers, 2 inp and 20 iny. The detector has 4800 towers in total, 0.05 by 0.05 in ¢.

A side view of a module is shown in Fig.2.9. The energy resotuis dE/F ~ 16%/VE. A
BEMC module consists of 20 lead layers and 21 layers of $laitdr, two first, thicker layers of
scintillator are used as a PreShower detector (PSD) [72&pAtoximately 5 radiation lengths

from the front of the stack the Shower Maximum Detector (SNILZJ is located.

A BEMC tower's size, at the inner radius,4s10 x 10 cm? atn = 0, and increases with

increasingn. While the size is enough to provide precise energy measmenfor isolated
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Figure 2.9: A side view of a BEMC module [72].

electromagnetic showers, it is larger that the Molier raffiand thus does not allow for a pre-
cise spatial reconstruction of electromagnetic showetsigh spatial resolution measurements
of a shower distribution in orthogonal transverse dimemsican be done using the Shower
Maximum Detector (SMD). The SMD provides information on awkr position and a shape
as well as on a longitudinal development (i.e. along a towkthe electromagnetic shower. It
is essential to separaté and isolated (direct) photons and identify electrons frbmintense
hadron background. The SMD is a wire proportional countiep-seadout detector, it consists
of two layers. Itis is located at 5.6 radiations lengths in the calorimeteryat 0. Near this
depth there is a maximum density of electromagnetic shqwatls energy> 1-2 GeV. There
is 1200 areas, approximately 0.1 by 0.1nir- ¢, each of the area has 15 stripesbiand 15 in
n. So there is total of 36 000 stripes in the SMD. The SMD doudyet is shown in Fi§.2.10.
The PreShower detector (PSD) is integrated into each of808 BEMC towers. The first
two scintillating layers of the BEMC are used as the PSD. Téteator provides the longi-
tudinal shower development after (1-1.5) radiation lengfhe PSD is important for® and

~ discrimination (especially at highy it is difficult to make this discrimination at the STAR

1The Moliere radius is a characteristic constant of a mdtdescribing its electromagnetic interaction proper-
ties. It gives the scale of the transverse dimension of thetelmagnetic showers. By definition, it is the radius of

a cylinder containing on average 90% of the shower's eneegypsition[[73].
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Figure 2.10: The BEMC SMD double layefs [72].

detector radius with the SMD), it can be also used for thetedathadron discrimination.
The BEMC detector is used to trigger on and to study rare,-pigprocesses, such as jets,
leading hadrons, direct photons, heavy quarks. The detiedtst and sensitive to the particles’

total energy and thus it is an important part of the STAR lév&igger.

Electron identification

The tower energy and shower information from the SMD detezda be used to identify elec-
trons. The SMD is especially useful in hight intensity eaniment, like in Au+Au collisions.
The BEMC is constructed so that an electron should depdsitsaénergy it the BEMC
towers. While hadrons, even those which shower in the BEMGally deposit only a fraction
of their energy in the towers. The energy deposited by agyait the BEMC can thus be used
to discriminated between electrons and hadrons, by takingratio, whereFE' is energy ang
in the track momentum. For low mass electrdns: p and theE /p ratio is expected to be 1.
The SMD can help to further discriminate between electrons lzadrons. At the depth
where the SMD is placed, the electromagnetic shower shauldlly developed while hadronic
showers are still incomplete. Electrons should have mdseimithe SMDn — ¢ than hadrons,

since their broader shower activate more SMD stripes.
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Chapter 3

Data analysis

3.1 Analysis method

This section contains a brief description of used analysthod for Ji) reconstruction and the
Jh) polarization extraction.

In this analysis the inclusiveJ/production is studied. Inclusivé/v’s are prompt//y’s
(directly produced and from a feed-down from the higherezkitates of the charmonium,
and x¢) and non-prompt//+’s from a feed-down from thé? meson decays. J/lifetime is
very short,7 x 10725 (the decay width i92.9 4 2.8keV [1]) , and theB meson lifetime is
longer, (0.453 4+ 0.041) x 10~*2s [1]. In general, it is possible to separate the flom the B
meson decay by reconstructing the secondary vertex. BBTAR detector does not have the
necessary resolution.

Jh) is analysed via its dielectron decay chanigd — ete~ (BR = 5.94% + 0.06% [1])
at mid-rapidity (y| < 1). The branching ratio to leptong/y» — ete~ andJ/¢ — p*u~, is
high due to the fact that the hadronic decay modes are siggutdy the OZI Rule. Also, the
advantage of leptons is that they do not interact strongly.

Since J/) decays almost in the collisions vertex it cannot be recant#d using a topo-
logical method, so a statistical method is used. All electandidates in an event are paired
with all positron candidates and the)Jk identify ase™e™ pairs which invariant mass is in a
range2.9 < m.+.- < 3.3 GeV/?. A combinatorial background under the)Jéeak (random,
uncorrelate@d™ e~ pairs) is estimated using a like-sign technique. &lland alle~ in an event
are paired and the background is a sum ofall* ande e~ pairs: N.+.+ + N.-.-. In order to

get the J signal, the background distribution is subtracted fromdiséribution fore*e™.
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In this analysis we are interested in high-Ji) which have at least one" or ¢~ with high
pr. Used High Tower K T') trigger allows us to select events with high-electron and it is re-
quired that at least one of electrons from the décay satisfies thE T trigger conditions. With
the HT trigger requirements the obtain/Jare with2 < pr < 6 GeV/c and the combinatorial
background under theidkignal is reduced significantly.

Electrons are identified using information from the TPC di&te In addition, the TOF
detector is used for lower momenta and the BEMC detector iffitedn momenta. Event and
track selection, and offline cuts are described in sectichd 83.2.2. Efficiencies are extracted
from the data and a Monte Carlo simulation, and are discusssettion 3.4.

In this document, during analysis discussion, we refer tih lebectrons and positrons as

electrons.

J/ polarization analysis method

Jh) polarization is analysed via the angular distribution af glectron decay fromJ/in the
helicity frame [58]. In the helicity frame the polarizatieris is along the J/ direction in the lab
frame. The angular distribution is derived from the densitrix elements of the production
amplitude using parity conservation rules. In this analysie are interested in the polar angle
0. It is the angle between the positron momentum vector in therdst frame and the «J/
momentum vector in the laboratory frame, as it is illustlateFigure[3.1.

The angular distribution integrated over

the azimuthal angle is parametrized:
JIy rest frame

o 14 Agcos?d (3.1) ST

dcost g e

where angular decay coefficieR} is called

a polarization parameter and contains both — 75

e-

the longitudinal and transverse components
Y
of the Ji) cross section. When, = 0 there
Figure 3.1: Definition of thé angle in helicity
IS no polarization)y = -1 means full longitu-
frame.
dinal polarization andy = 1 corresponds to full transverse polarization.

In this analysis they; dependent J/ polarization parametek, is obtained by extracting
thed angle from the data and fittingorm(1 + Agcos®d) function tod N /dcos6 distributions in

threeps bins.
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CHAPTER 3. DATA ANALYSIS

3.2 Event and track selection

3.2.1 Eventselection

The p+p 200 GeV dataset used in this analysis is from year 26818 cted with the High
Tower (HT) trigger. The trigger required transverse energy deposit@ single BEMC tower
to be within 2.6< E; < 4.3 GeVIL. The AT trigger also includes a minimum bias trigger
that required a coincidence two Vertex Position DetecttrB D) [71]. Information about the
trigger is gathered in a tallle 8.1. The table shows the trigigend name, integrated luminosity,
number of events taken with that trigger and the trigger @¢mns. The analysed data was

sampled from an integrated luminosity-of..8 pb~1.

Trigger Id | Name Lum Nevents | Description

240570 | BHTO* 1.807 pb~'] | 36.137 M| 11(2.6GeV) < HT < 18(4.3GeV)
VPDMB*
IBHT22

Table 3.1: High Tower trigger used in the analysis.

In the analysis, tracks that originate from a primary vexé&an event are used. In order
to ensure a good quality of selected events, cuts on a TPGprivertex position are applied.

The cuts are listed below:

o —(|Vi| <107 A|V,| < 107* A V.| < 10~*) cm - primary vertex positions in, y andz

have to be greater tham— cm
o [V.] <65cm

Vi, Vy, andV,, arex, y andz positions of a primary vertex, respectively.
The integrated luminosity of analysed sample with the Hggeir is~1.8 pb~! and after
applying cuts on the vertex position the integrated lumiiyas ~1.6 pb—! (~ 32.8 M events).
The same cut ofV,| < 65 cm, on thez position (along the beam axis) of a vertex is
applied in the data and the simulation analysis. Theut helps also to select tracks with a

good quality. Tracks that originate from a vertex which isffam the TPC center, close to the

lthis is a transverse energy range that corresponds to DSMa(Bgma Modulator) ADC range ofl <

dsmAdec < 18
2BHTO trigger (7" > 11) with a minimum bias triggef{P DM B) and BHT2 trigger T > 18) excluded.
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3.2. EVENT AND TRACK SELECTION

detector edge, are reconstructed based on fewer hit poirtkei TPC and thus have a worse
quality. A distribution of thez position of a primary vertex is shown in Fig._B.2. One can see
that applied cut ofv, does not reject many events, and so the efficiency of the quiiis high.

A vertex withz andy andz positions equal to zero is a badly reconstructed verte)s ihig

also required that, y andz positions of a vertex are greater thH#T* cm.

>_<103 - | — | 1/ na 1.206e+04 / 187
42 300 Constant 3.066e+05 +6.952e+01
3 - Mean -5.532:+ 0.004
o C _
250 Sigma 22.75 + 0.00
200 =
150 —
100 —
50 -
3 et T TN hrere
-900 -150 -100 -50 0 50 100 150 200

Z [cm]

Figure 3.2: Z position (along the beam axis) of the primargtesefor HT triggered events
fitted with the Gaussian function. The mean value is shiftedegative values due to a beam

misalignment. Vertical lines represent the range ofitheut (V| < 65).

To reduce the pile-up, it is required that each track is metdb a fast detector (BEMC or
TOF), more details about track cuts are in the followingisegiB3.2.2.

3.2.2 Track selection
3.2.2.1 Track quality and acceptance cuts

In the analysis only primary tracksare used. Following track quality and acceptance cuts are

applied:
e 0 < flag < 1000

e nFitPts > 15

3Tracks which originate from a primary vertex, that have tistaghce of the closest approach to the primary

vertex is less than 3 cm
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nFitPts/nFitPtsMax > 0.52

DCA<2cm

Inl <1

pr > 0.4 GeVic

Flag variable is a track quality control flag from the track fittipgocedure. Tracks with
a negative value of th¢lag are poorly reconstructed and are removed. Also, tracks théh
flag > 1000, which are pile-up tracks, are not included in this analysis

To ensure a good quality of a track and a good resolution adigktmomentum the cut on
a minimum number of points in a track fit {'it Pts) of 15 is used. In addition, the number
of nF'it Pts has to be greater than 50% of possible number of fit points dieroto remove
splittracks. The cutisaFit Pts/nFitPtsMax > 0.52, wheren Fiit PtsMax is the maximum
number of available points in the fitting procedure.

Jh) has a very short lifetime so it decays in the event vertexrdfbee we use only primary
tracks with the cut on the distance of the closest approathetprimary vertex oDCA < 2
cm.

The transverse momentum cut for a single track is quitepewy 0.4 GeV/e. This is mostly
in order to increase a number of extractetd)’s and due to an acceptancedssd. Increasing
the value of the cut op; causes loss of the«/signal at|cosf| ~ 1. Decreasing the value
of the pr cut below 0.4 GeW does not change the acceptance:drd, while increases the
combinatorial background under the)Bignal.pr > 0.4 GeVic cut is optimal in terms of the
acceptance inosf and a significance of thedkignal.

Figured3.B[ 314, 3%, 3.6, 37, B.8 shawitPts, nFitPts/nFitPtsMax, DCA, n, pr

and momentum distributions after all track quality and @taece cuts, respectively.

3.2.2.2 Hight Tower trigger conditions

It is required, in this analysis, that at least one of elewrfyxom the J) decay fired theHT
trigger (the trigger conditiont1 < dsmAdec < 18). And an additional cut op; > 2.5 GeVic
is applied on the transverse momentum of the particle trext fine trigger.
A decision if a particle fired the trigger is made by the triggenulator based on the DSM
ADCHvalue in a BEMC tower (the trigger conditiohl < dsmAde < 18). The lower dsmAdc
“Delta Sigma Modulator ADC
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CHAPTER 3. DATA ANALYSIS

cut corresponds to a minimum transverse energy depositagimngle BEMC tower of- 2.6
GeV. In order to ensure that the particle that was found byrtgger simulator as a particle that
fired the trigger was indeed a particle that could fired a @idthere can be other hitin the same
BEMC tower), an additional cut on that partigle is applied in the data analysipy > 2.5
GeV/c. The requirement of one electron with high reduces the combinatorial background

and allows to obtair/ /¢ signal with highpr.

3.2.2.3 Electron identification cuts

Jh) is reconstructed via its di-electron decay channel. Inotdeselect electrons and reject
hadrons information from the TPC, TOF and BEMC detectorssedu Electron identification
(eID) cuts are applied using that information.

For whole momentum ranges, variable which is based of& /dz B from TPC is used to

select electronsuo,. describes a probability that a given track is an electronisdéfined as:

o — 109l(AE/d) (A /dz | pisnee) 62

Oe

dFE/dx is a measured ionization energy loss in the TRE/dx | picnser IS @n expected value
of dE/dx from the Bichsel function[[77] and. is the resolution of th&E/dx. Figure[3.9
shows adF /dx distribution as a function of rigidityy(« ¢) for tracks that passed the track
quality and acceptance cuts, which are listed in Tabl] 3.2 figure also shows theoretical
predictions of the Bichsel functions for different paidpecies. One can see that there is a lot
of hadrons, especially pions in the sampld. < no, < 2 cut selects electrons very efficiently
and rejects a lot of pions in whole momentum range and othdnoha forp = 1.4 GeV/c. The
no. cut is asymmetric because the pion expect&ddz range is below the electron expected
dFE /dz range, and due to the relativistic rise at highgthe pion band gets closer to the electron
band. Figuré 3.10 shows tlié’ /dx distribution after the TOFy < 1.4 GeV/c) and the BEMC
(p > 1.4 GeVlc) elD cuts, and thé £/ dx distribution for particles identified as electrons (after
all elD cuts) is shown in Fid,_3.15.

Forp < 1.4 GeV/cthere are regions where proton and Kaon bands overlap vétéléctron
band. In that momentum range protons and Kaons cannot leaejefficiently with the TPC

alone without a significant loss of electrons at the same.tifie TOF detector (72% of full

SParticle ionization energy loss in the TPC gas per unit offien
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Figure 3.9:dE/dz distribution as a function Figure 3.10:dE /dx distribution as a function

of rigidity (p=¢q) for particles that passed traclof rigidity (p x ¢) for particles that passed the

quality and acceptance cuts. TOF (p < 1.4 GeV/c) and the BEMC § >
1.4 GeVic) elD cuts.

TOF was installed in 2009) allows to apply cut on tievariable. Since electrons are faster
(1/8 ~ 1) than hadrons|1/8 — 1| < 0.03 cut rejects hadrons (mostly protons and kaons)
at lower momenta very well. The cut corresponds @02 the TOF resolution and is used at
p < 1.4 GeVle. In order to assure that a given track from the TPC is propedyched to
the TOF, cut on they.,../2 variable is applied:|yL.cq| < 2 cm. Figure[3.I1 shows thg/3
distribution after the track quality and acceptance cts|fi...;| < 2 cm cut was also applied
when matching a track to the TOF). Figlire 3.12 showslthedistributions after the TPC and
BEMC elD cuts. The horizontal lines represent a range of fhiecut. Thel /g distribution for

particles identified as electrons (after all elD cuts) invghan Fig[3.16 .

For higher momentay > 1.4 GeVl, the information about energy deposited in BEMC
towers is used to reject hadrons. For electrons it is exgdab@ £//p ~ 1, whereF is total
energy deposited in the BEMC, anpdis a track momentum. And thus/p > 0.5 ¢ cut is
used to select electrons and reject hadrons. The cut is dose taken energy is from a single
BEMC tower An x A¢ = 0.05 x 0.05) that a given track projects to, and only fraction of the
electron energy might be deposited in that tower (energpsitgrl by the electron can spread
to surrounding towers). The cut &f > 0.1 GeV (F is energy deposited by a track in a BEMC
tower) removes the noise in a BEMC tower. When projecting & Tiack to the BEMC the

nearest BEMC tower is taken. Therefore, there is no need [ty @m additional cut, on a

3 = v/c = pathLength/TimeO f Flight/c
"y10cal is they coordinate of a hit local position in the TOF
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Figure 3.11:1/ distribution as a function of Figure 3.12:1/5 distribution as a function of

momentum for particles that passed the trackomentum for particles that passed the TPC

quality and acceptance cuts. and BEMC ¢ > 1.4 GeVi) elD cuts. The
horizontal lines represent the range of the

cut.

distance between a track and the matched BEMC tower. Thandsst in they — ¢ plane,
between the track projected from the TPC and the center afertthat the track projects to is
alwaysR(n — ¢) < 0.035.

The SMD is not used in this analysis. We checked that a cut omngbar of SMD hits
almost do not improve a significance afidB ratio of observed 3/ signal, but cause decrease
of a number of observed/v’s.

Figure[3.18 shows th&' /p distribution after the track quality and acceptance cuis & >
0.1 GeV cut s also applied). The/p distribution after the TPC elD cuts is shown in Hig. 3.14.
The vertical line represents the value of thigp cut.

Below are listed electron identification cuts, and cuts asguhat a track matches to a given

detector:

o —1<no, <2

11/ —1] <0.03forp < 1.4 GeVie

|Yrocat] < 2 cmforp < 1.4 GeVie

E/p > 0.5 c (E - energy in a single BEMC tower) for> 1.4 GeVic

E >0.1GeVforp > 1.4GeVlc
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Figure 3.13: E/p distribution for particles Figure 3.14: E/p distribution for particles

that passed track quality and acceptance cutsat passed the TPC elD cuts. The vertical

The distribution is fopp > 1.4 GeV/c, where line represents a lower value of ti#&/p cut.

the £//p cut is used. The distribution is fop > 1.4 GeVle, where
the F'/p cut is used.
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Figure 3.15: dF/dx distribution as a func- Figure 3.16: 1/ distribution as a function
tion of rigidity (p * ¢) for particles identified of momentum for particles identified as elec-
as electrons (after all elD cuts, the TOF cutsons (after all elD cuts, the TOF cuts fpr<

for p < 1.4 GeVlc and the BEMC cuts for 1.4 GeV/c and the BEMC cuts fop > 14
p > 1.4 GeVik). GeVie).
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3.2.3 Summary

In summary, the applied cuts on events and track are gathefed.[3.2:

Id | Cut Comment

1 | triggerld = 240570

2 | =(|Va] < 107* AV, < 107* A | event cuts
V.| <107*) cm

3 | |V, <65cm

4 | 0< flag < 1000

5 | nFitPts > 15

6 | nFitPts/nFitPtsMazr > 0.52 track quality and acceptance cuts

7 | DCA<2cm

8 |Inl<1

9 | pr>04GeVic

10 | at least one electron in an event thahe trigger condition:11 < dsmAdec <
fired the HT trigger 18

11 | pr > 2.5 GeVic for an electron that fired the trigger

12| -1 < no, <2 elD cut

13| |1/5—1| <£0.03 elD cut, forp < 1.4 GeVic

14| E/p>05c¢ elD cut, forp > 1.4 GeV/, E - energy in

a single BEMC tower
15| |Yroca| < 2CmM TOF matching, fop < 1.4 GeVie
16| £ > 0.1 GeV BEMC noise removal, fop > 1.4 GeVie

Table 3.2: All cuts used in the analysis.
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3.3. Ji) SIGNAL AND COS6 DISTRIBUTIONS

3.3 JAk) signal andcosf distributions

Jh) signal is extracted using a statistical method. All elexsrand positrons in an event are
paired with each other and invariant mass.{), pr, rapidity (y) andcosf of ete~ pairs are
calculated. A combinatorial background (random, uncategle e~ pairs) is calculated using
the like-sign technique - the background is a sum oéa#t™ ande e~ (N ++ + N.-.-) inan
event. The J} signal is obtained by subtracting the invariant mass tistion of the combina-
torial background from the invariant mass distribution&ire* e~ pairs. J/¢'s are identified
as electron/positron pairs with the invariant mass range%f 3.3 GeV/. It is also required
that a least one of electrons froneae~ pair fired theH T trigger.

Figure[3.1¥ showgr andy distributions for allete™ pairs and Fig.3.18 shows- andy
distributions for the 34 signal after the background subtracti@(< m.. < 3.3 GeV/c?). The
Jh)y is between -1 and 1 and most.ffi’s havepr between 2 and 6 GeV/

—~ T T T T T T
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Seof 3
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o o ]
040:— E
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20
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Figure 3.17: Left plot shows; and and right plot shows y distribution of unlike-sign pairs
black (solid line) and like-sign pairs that represent thelbimatorial background in red (dashed

line) for 2.9 < m,. < 3.3 GeV/c?.

3.3.1 Jkip invariant mass distributions

Left plot in Fig. [3.19 shows an invariant mass distributidrel@ctron/positron pairs with the
combinatorial background, 2 pr < 6 GeVk and|y| < 1. The distribution after the combi-
natorial background subtraction is shown on a right plotign B.19, the red line is J/ signal

from a MC simulation which is discussed in section 3.4.1. Wemof Ji) (N,,,), signal to
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Figure 3.18: Left plots shows; and and right plot shows y distribution for/dsignal after the

combinatorial background subtractiadh{ < m.. < 3.3 GeV/?).

background ratio/B) and the signal significanceig) © in this p; range are:
o Ny =T91+30
e S/B=14.7, S-signal, B - background
o sig = 26.40

The significance of a signal is defined as a ratio of the signtlle statistical uncertainty of the

signal:
S S
(= — = 3.3
S =5 VS +2B (33)

Since the polarization parametgs can be J) pr dependent, the obtained/Jsignal is
divided into three Jf pr bins with comparable number of entries: <2 pr < 3 GeVk, 3
< pr < 4 GeVk and 4< pr < 6 GeVk. The invariant mass distributions for that bins are
shown in Fig[3.20, 3.21, 3.P2. The distributions are forftllecosf coverage,—1 < cosf < 1.

Number of 3/ (V,/,), signal to background ratic5( 5) and the signal significancei)

in thatp ranges are:
e 2< pr <3GeVk:

— Ny = 283418

~ S/B =142

8see appendixIB
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Figure 3.19: Invariant mass distributions of electroniwon pairs for 2< pr < 6 GeVik and
ly| < 1. Plot(a) shows unlike-sign pairs in black (filled circleapldike-sign pairs that represent
a combinatorial background in red (open circles)) signal to background ratio is15 and
the signal significance is26 0. Plot[(b) shows 3/ signal after the combinatorial background
subtraction (blue filled circles), the red line is a MC simida. Number of J in the mass
range 2.9< me+.- < 3.3 GeVE? is ~790.

— 519 = 15.7T0

e 3<pr <4GeVk:

— Ny =272+ 18
~ S/B =136

— s1g = 15.40

e 4< pr<6GeVek:

— Ny =236 £ 16
- S/B=16.9
— sig = 14.50
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Figure 3.20: Invariant mass distributions of electroniwon pairs for 2< pr < 3 GeVik and
ly| < 1. Plot(a) shows unlike-sign pairs in black (filled circleapldike-sign pairs that represent
a combinatorial background in red (open circles)) signal to background ratio is14 and
the signal significance is’16 0. Plot[(b) shows 3/ signal after the combinatorial background
subtraction (blue filled circles), the red line is a MC simida. Number of J in the mass

range 2.9< me+.- < 3.3 GeVE? is ~280.
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Figure 3.21: Invariant mass distributions of electronfipor pairs for 3< pr < 4 GeVik and
ly| < 1. Plot(a) shows unlike-sign pairs in black (filled circleapldike-sign pairs that represent
a combinatorial background in red (open circles)) dignal to background ratio is’14 and
the signal significance is15 . Plot[(b) shows J/ signal after the combinatorial background
subtraction (blue filled circles), the red line is a MC simiida. Number of %) in the mass

range 2.9< m.+.- < 3.3 GeVE? is ~270.
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Figure 3.22: Invariant mass distributions of electroniwon pairs for 4< pr < 6 GeVik and
ly| < 1. Plot(a) shows unlike-sign pairs in black (filled circleapldike-sign pairs that represent
a combinatorial background in red (open circles)) signal to background ratio is17 and
the signal significance is’15 0. Plot[(b) shows 3/ signal after the combinatorial background
subtraction (blue filled circles), the red line is a MC simida. Number of J in the mass

range 2.9< me+.- < 3.3 GeVE? is ~240.

3.3.2 Uncorrectedcosf distributions

The polar anglé is the angle between the positron momentum vector in theelt frame and
the J{) momentum vector in the laboratory frame.sé distributions, in each analysed/Jpr
bin are obtained by counting number o JIN +.- - (Ne+e+ + Ne—o-) With 2.9 < m,. < 3.3
GeV/c?) in eachcosf and Ji) pr bin. 10 bins incos® are used. An example of the invariant
mass distributions in one @bsd bins (0.8< cosf < 1) and 2< pr < 3 GeVk is shown in Fig.

8.23.

Figure[3.24 shows uncorrectedsf distributions fore™e~ pairs before the background
subtraction (black full circles) ancbsé distributions for the like-sign background (red open
circles), in analyse@r bins. Figurd 3.25 showssf distributions after the background sub-

traction.
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Figure 3.23: Invariant mass distributions of electronfipor pairs for 0.8< cosf < 1, 2 <
pr < 3 GeVkand|y| < 1. Plof(a) shows unlike-sign pairs in black (filled circlasd like-sign
pairs that represent a combinatorial background in redn(gpeles). J/> signal to background
ratio is~9 and the signal significance4e8 . Plot[(b) shows 3} signal after the combinatorial
background subtraction (blue filled circles), the red lsm@iMC simulation. Number of ¢/in

the mass range 29 m. .- < 3.3 GeVE? is ~75.
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Figure 3.25: Uncorrectedbsd distributions after the combinatorial background sulitoag for

each analyseg; bin.

3.4 Efficiencies

Raw Ji) distributions are corrected for the STAR detector acceggatine tracks reconstruction
efficiency, the electron identification efficiency and thigcefncy of the High Tower trigger. All
used in the data analysis cuts are taken into account. Rom tlante Carlo simulation is used,

which is described in the following sectibn 3.4.1.

3.4.1 Jk) Monte Carlo simulation

We use Monte CarloN/ (') simulations to estimate the efficiency. This total efficgrontains
detector acceptance, efficiencies of used track quality andl electron identification cuts and
HT trigger efficiency. The\/C' .J/v’s are embedded into real events and the detector response
is simulated. The procedure is calledbedding.

In used embedding 3 Monte Carla/J{per event) were embedded into real events. In the
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simulation, J/ decays only into one channelfe~. MC vertex distribution is taken from
the real data. In order to save computing time, the inputgp)/ and rapidity distributions
are simulated flatpr is simulated from 0 to 20 Ge¥/and|y| < 1.5. Also, there is no J/
polarization in the embedding, the inpuitsd distribution is flat.

The detector response is simulated using the GEANT softf¥&je Then the TPC response
for the simulated\/C tracks is applied and the tracks are embedded into realsverdrder to
get the same environment as in the real data analysis. Nextracks are reconstructed in the
TPC and associated with theC tracks. At this point the TPC information for the electrons
from the J/) decay can be used in the same way as it is done in the real ddysian

After the TPC embedding, the BEMC embedding is done. The BEdPonse is simulated
with the same calibration tables that were used for the rai@. dAnd the response is superim-
posed with the real BEMC data. The simulated BEMC hits areeztded for towers which had
a good status during the data taking. Finally, the simulpteticles have to be associated with
the BEMC hits.

Basic distributions for electrons, fromydfilecay, from embedding were compared with dis-
tributions for electrons from the data, and reasonableesgeait was found. Small differences

between the simulation and data are taken into account tersgtic uncertainties estimation.

3.4.1.1 Input Ji) pr and rapidity weighting

J/1’'s are embedded into real events with unifopmand rapidity distributions. Then, the-
andy distributions are weighted according to experimental skap

The pr weight is found by fitting function from Ed._3.4 to PHENIX (26@ata [29]) and
STAR (2009 highpr preliminary result([57]) 3/ pr spectrum. The spectrum with the fitted
function is shown in Fig._3.26.

flor) = AL+ (5)7)° (3.4)

Obtained values of the fitting parameters, in pherange from 0 to 10 GeV/ are:
o A=4.23+4.23
e 3=4.10+0.13

So, thepr weight is:
p _
wllV = 4.32(1 + (rfO)Q) 6 % pr (3.5)
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Figure 3.26:.J/¢ pr spectrum with function Figure 3.27: J) rapidity distribution with the
from Eq.[3.4 fitted inpr range from 0 to 10 Gaussian function (Ed._3.6) fitted.
GeVre.

To estimate the weight fay distribution, data from the PHENIX experiment [29] are used

Figurel3.2¥ shows the distribution with the Gaussian function fitted to the data:

2
exp(—o'j‘g ) (3.6)

Obtained value of the fitting parameter i$:= 1.424 0.04. So, the rapidity weight is:

0.5y2
1.4162) 3.7)

A total input Welghtwmput, is a product of the, weight the and; weight:

wij = exp(—

wl? = w‘]/d’ X w‘]/w (3.8)

input

3.4.1.2 Cuts and weighting

The same procedure is applied in the embedding analysiglas data analysis. The same cuts
as those used in the data analysis, listed in the fable 32yswd. Track quality, acceptance
and the BEMC cuts as well as the HT trigger conditions arectlrepplied in the embedding
analysis code. Matching to the BEMC is done in the same wap #3ei data analysis, i.e. a
reconstructed TPC track is projected to the BEMC and a tawagithe track projects to is taken.
SincedE'/dx no. and TOF conditions are not well simulated in the embeddifigiencies of
theno, cut and the TOF cuts, for single electrons, are calculate the data. The TPC elD
(no, cut) efficiency is obtained as a function of momentum. The T@fching efficiency, with
the efficiency of thel / 8 cut, is used as a function gf This efficiencies are applied in the
embedding code as a weight§, ,, as it is discussed in Sdc. 3.4.3.

The final weight consist of botla¢, , andw;],{;fﬁ w‘!ﬁé X wﬂﬁt
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3.4.1.3 Ji) signal

The invariant mass distribution of they/Jdsignal obtained from the embedding (so called the
Ji) lineshape) is shown in Fig. 3.28a, along with the dignal from the data, for 2 pr < 6
GeV/c. The Ji) lineshape is obtained after applying all analysis cuts aeigmis.
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Figure 3.28: Thel/v signal after the combinatorial background subtractionéglfilled circles)
with the J{) signal from the embedding (red line). Hlot|(a) shows the efding lineshape with-
out applying additional smearing on the embedding momenRIot](b) shows the embedding

lineshape with the additional- smearing of 0.71%.

The J{) signal from the simulation is narrower than the 3ignal obtained from the data.
Observed in the experiment width of the)Xignal depends on the detector resolution. The
smaller width of the Jf signal in the embedding from the width of the signal in thexdatggests
that the TPC resolution is underestimated in the embeddilggre! 3.29 shows ar resolution

from the embedding. The resolution is calculated as:

opr  py¢ —phe (3.9)
p¥]C pJII\:]C )

wherep}!© is Monte Carlo transverse momentum aitf’ is reconstructeg,. Figure[3.29b
shows the width of Gaussian functions fitted to the distrdsubf the p; resolution in small
pM¢ intervals.

In order to better represent the detector conditions inithelation, an additional Gaussian
component is added to the- resolution from the embedding (additional smearing). The

Gaussian parameters are:
e mean: =0
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Figure 3.29: Thepr resolution from the embedding. Plot|(b) shows the width ofi$a&an

functions fitted to the distribution of ther resolution in smalp}/¢ intervals.
e width: o4 = A X pr

whereA is a smearing parameter.

To find the best value of the smearing parametef, minimization is done. @/ signal from
the simulation with the additional smearingaf is compared to the ¥/signal from the data
andy? value is determined, for each value of the smearing paranietem 0 to 1%p; with
a step of 0.01%. A 6 order polynomial is fitted to a distribution gf as a function ofA.
The best value ofd is wherey? distribution reaches a minimum. An error on the smearing
parameter is determined as a rangelofhereAy? around the minimuny? is equal to 1. The
Jh) signal from the data and the embedding are compared<ory2y pr < 6 GeVik, the whole
pr range used in the analysis. Thédistribution as a function ofl is shown in Fig’3.30. The
smearing parameter fo,, : A =0.71+ 0.05 %. Vertical lines representd range ofAx? =
1, used to estimate the error on the smearing parameter.

The? minimization was also done for narrowerpJ; bins used in the analysis: 2 pr <
3 GeVk, 3< pr <4 GeVie and 4< pr < 6 GeVke. Although, a small smearing parameter
dependence qf; was observed, which could be due to statistical fluctuatiobtined values
of A agree with each other within the errors. In order to avoidtflaton effects, one value of
the smearing parameter for the whdlg) p; range is applied in the embedding analysis.

The best value ofl is 0.71+ 0.05 %, and the Gaussian parameters, used for addiggnal
smearing are. =0 ando 4 = 0.71+ 0.05 %p, wherepr is the Monte Carlg. The Ji) signal
with additional smearing of the; of 0.71%pr is shown in Fig[3.28b.

Efficiencies are calculated as a function of Monte Carloalags, so they are not influenced
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Figure 3.30: The¢? distribution as a function ofl. Smearing fory?,. : 04 = 0.714+ 0.05 %

pr. Vertical lines represent g range ofy?,,. + 1 used to determine th4 error.

by the additional smearing of the- resolution. The additional smearing is done in order to
obtaincosé distributions from the simulated3kignal, which has to properly describe the J/
signal from the data. This is a second method of determinigg distributions and is included
in systematic uncertainties estimation (Sec] 5.1). Therenn the smearing parameter is also

taken into account.

3.4.2 Single electron efficiencies from the data

In next sub-sections efficiencies for single electronsiaobthfrom the data are discussed. Data
are used to calculate efficiencies of the. cut and the TOF cuts. This efficiencies are later
used for a total 3/ efficiency calculation, as it is described in secfion 3.4.3.

Other cuts efficiencies are obtained directly for), using the MC simulation. It is dis-
cussed in Se¢._3.4.3. For a systematic uncertainties dgtimthese efficiencies are also calcu-
lated for electrons from theJ/decay from the embedding and compared with those obtained

from the data, as it is shown in S&¢. 5.

3.4.2.1 TPC electron identification efficiency

Electrons are identified in the TPC usid@ /dx information, the cut of-1 < no. < 2is
applied. The efficiency of theo. cut (e,,,) is calculated as a ratio of a number of electrons

that passed theo. (/V,...) cut to the number of electrons in the TPE(>¢), that passed track
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guality and acceptance cuts, as a function of momentum:

o Nncre(p>
ENUe (p) - NTPC(p)

The o, distribution for electrons has the Gaussian shape. Forl snmhentum intervals

(3.10)

the o, for hadrons can be approximated with the Gaussian as wellth&e, distributions
for all particles can be approximated with a sum of Gaussiactions, in small momentum
intervals. The Gaussian function for each particle spdwsdifferent mean.) and width ¢).

For example, the Gaussian function for electrons is:
f(noe) = Ae(noe—ne)*/20¢ (3.11)

The o, distribution for electrons and hadrons, before thecut, is fitted with a sum of
Gaussian functions, as it is shown later in Hig. 8.33. Altiotor p < 1.4 GeVt the TOF is
used to reject hadrons and for higher momenta the BEMC is, tisexk is still a lot of hadrons
in the sample which may influence a position of the Gaussidorfielectrons. The fitting is
particularly difficult in momentum ranges where hadron lsaaass or approach the electron
band. An independent fit fqr, ando, for electrons is perform using an electron sample with
high purity. Then, this parameters are used in the sum of &&auunctions fit, to improve the
fitting.

The high-purity electrons sample is obtained by selectingtgnic electron®, with the
invariant mass of a pair less than 0.1 GéVIn addition, forp < 1.5 GeVt the|1/3—1| < 0.03
cut is applied and for momenta greater than 1.5 GeNeé £'/p > 0.5 cut is used in order to
reject possible hadron contamination. Figure B.31 showsdh distribution for 0.4< p < 1
GeV/c. The red distribution (full squares) is for particles fromlike-sign pairs and the blue
one (open squares) is for particles from like-sign paire @gbhmbinatorial background). The
black distribution (unlike-like, full circles) is a high pity electron sample which is obtained
by subtracting the like-sign distribution from the unligen distribution. Thewo, distribution
for electrons (black distribution) is fitted with the Gawssifunction (the green function), see
Eq.[3.11, without any constraints applied on the fit. Obtéivedues of the Gaussian mean and
width, for momentum range 0.4 p < 1 GeVk, are: u. = -0.103+ 0.009 andr, = 0.852+
0.007. An efficiency of the-1 < no, < 2 cutis 84.74+ 0.8 %.

The same procedure is applied to other momentum bins an838 shows distributions of

mean and width of the Gaussian fits for electrons as a funofipnin order to avoid fluctuations

%rom photon conversion in the detector material and Dakitzay ofr® andn mesons
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Figure 3.31:no, distribution for photonic electrons, for 04 p < 1 GeVk. The black dis-
tribution is a high purity electron sample (the unlike-sdjstribution after the like-sign distri-
bution subtraction) with the Gaussian function fitted. Q@ied values of the Gaussian mean
and width areyu, =-0.103+ 0.009 andr, = 0.852+ 0.007, respectively. An efficiency of the

—1 < no, < 2 cut, in shown momentum bin, is 84:70.8 %.

effects, constant functions are fitteditpando, points. Ir uncertainty on the mean is obtained
by moving theu. points up and down by theirsluncertainty and fitting a constant function.
In the same way & uncertainty on the width for electrons is obtained. In theaiccase the,
should be 0 and-. should be 1. But due t@F'/dx calibration effects the real. ando,. could

vary from the theoretical values. Obtained valueg odndo. are:
e 1, =-0.029+ 0.022
e 0.=0.839+ 0.015

In principle, the efficiency of theo, cut can be calculated using the photonic electrons. But
due to a small sample which is mostly up to 4.5 Gebfily, the efficiency is calculated using
inclusive electrons (without the invariant mass cut), vatimstraints on the Gaussian mean and
width obtained from the photonic electrons sample analy@&i® efficiency obtained from the
photonic electrons sample is shown in Fig. 3.34 and agredisinvthe errors, with the final
efficiency obtained using the inclusive electrons samphe dfficiency is calculated using the
Eq.[3.12.

The obtained constraints for the Gaussian fit for electramsbe adopted to the analysis of

inclusive electrons. For that analysis Banges around the central values obtained for the mean
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Figure 3.32: Distributions of the mean (red full squareg) adth (blue filled circles) of the
Gaussian fits tao, distributions for photonic electrons as a function of motnem The mean
and width obtained from a constant fit afe:=-0.029+ 0.022 andr, = 0.839+ 0.015, respec-
tively. Dashed lines represent Lincertainty ranges and dotted lines representi@certainty

ranges, for mean and width.

and width from the photonic electrons analysis (dottedslimeFig.[3.32) are used as limits on
the mean and width of the Gaussian fit for electrons. Fits&airbns are also guided, using the
Bischel function predictions. To get a purer electron sayible TOF and BEMC elD cuts from
the data analysis are applied, see table 3.2.

Fig. [3.33 showsio, distribution for inclusive electrons sample with the sunGafussian
functions fitted. The left plot is for 0.4 p < 0.6 GeVt and the right plot is for 3.6 p <
3.8 GeVEt. The red Gaussian is for electrons, the blue line is for pemmd the green one is
for protons, Kaong F /dx merges with other hadrons. Solid black line is the sum of Gians
functions and the shaded area are electron candidatesapfibfing all electron identification
cuts. The same multi-Gaussian fitting is done for other maomemanges and the corresponding
distributions are shown in appendix A.2. The, cut efficiency is obtained from the Gaussian

fit for the electrons f(no.)) as a fraction of electrons satisfyirgl < no. < 2 cut:

_ [Af(ae)
J2% f(noe)

Theno, cut efficiency as a function of momentum is shown in Fig. B.8#lae full circles.

€no. (D) (3.12)

The plot also shows the efficiency obtained using the photelgctrons (red full squares), as
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Figure 3.33:n0, distribution in black with the sum of three Gaussian funasiditted. The red
line is for electrons, the blue one is for pions and the grésmnik for protons, kaongE /dx
merges with other hadrons. The shaded area are electrenatfitlectron identification cuts.
The —1 < no, < 2 cut efficiency is calculated using EQ. 3.12. The left plotas0.4< p <
0.6 GeVEt and the right one is for 3.6 p < 3.8 GeVEt.

a cross-check. The two efficiencies agree with each othériwihe errors. The uncertainty
on the efficiency is determined from the error on the integiaich is used in the efficiency
calculation (Eql_3.12), taking into account correlatiopsAeen the fitting parameters.

The blue band is the uncertainty of the efficiency, which igedwined by changing the

constraints on the Gaussian fit for electrons. The procadutescribed in Se€. 5.6.

3.4.2.2 TOF matching and electron identification efficiency

Forp < 1.4 GeVle electrons are identified using information from the TOF dite with the
|1/ — 1| < 0.03 cut which does not depend on electron momentum.

In order to ensure that tracks from the TPC, that were detaat¢he TOF detector, are
correctly matched to the TOF, an additional cui@f,..;| < 2 cm is used. In 2009 there was
72% of the full TOF installed and due to a different number OfFTtrays installed on the West
and East sites of the TPC, the matching to the TOF is stronglgpendent. There is almost
no pr dependence, as it is shown in the next section. Therefaantiching efficiency to the
TOF is used as a function af €70 rmatching (1)-

A total TOF efficiency is a product of the matching efficienoythe TOF and the efficiency
of thel/p cut:

ETOF(TI) = ETOFmatchmg(’f]) X €3 (3.13)
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Figure 3.34:—1 < no. < 2 cut efficiency as a function of momentum (blue full circle)hvi
the uncertainty band (blued shaded area). The efficien@iradd using the photonic electrons

is shown as red full squares.

TOF matching efficiency

The TOF matching efficiency for electrons is defined as a nurabelectrons that match the
TOF and pass the.c.| < 2 cm cut (N:?OF&MW) divided by a number of electrons in the

TPC (V4 p), that pass the track quality and acceptance cuts:

Ne
TOF&yLocal
€ETOFmatching — — ~7e (314)

Ngpo

The TOF matching efficiency cannot be studied from the araly4T triggered data since
the denominator in Ed._3.114 would contain tracks from a ppewhich are seen in the TPC.
In the main analysis, the pile-up is removed by matchingksao the TOF, which is a fast
detector. Here, because the TOF matching efficiency iseduitielf, this method of removing
the pile-up cannot be used. Because of that, data with lovinlosity (pp2ppdata), that are
almost without the pile-up, are used.

At lower momenta, where the TOF is used, it is not possibldtaia a pure electron sample,
with a reasonable good statistics, using the TPC cuts alstrtbe lower momentum range, the
dFE /dz bands for hadrons overlap with the electron band, anauts that can reject hadrons
would remove a lot of electrons at the same time. So the nragdioi the TOF is calculated
using a hadron sample and then scaled. Matching efficiefareslectrons and hadrons are
calculated as a function of transverse momentum, as is si;pi8B5, the matching efficiency

for electrons in red (full circles) and for hadrons in blupda circles).
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Figure 3.35: TOF matching efficiency, withFigure 3.36: Ratio of the electron to hadron
the |yrocar|] < 2 €m cut, as a function oy TOF matching efficiency with a constant
for electrons in red (full circles) and hadrongunction fitted forp; > 1.8 GeV/c. The scale

in blue (open circles), -X n <1and-180< parameteris 1.05% 0.017.
¢ <180

At pr < 1.8 GeVE, apurity of the electron sample is low. So a scale parametitermined
at transverse momenta greater than 1.8 Ggaf/this highepr range it is much easier to get a
pure electron sample usintfZ/dz cuts only. The scale parameter is obtained by dividing the
matching efficiency for electrons by the matching efficiefmyhadrons, as a function o,
for pr > 1.8 GeVl/e. The ratio of the electron to hadron matching efficiency isvslm Fig.
[3.36. The scale parameter is obtained by fitting a constanatifun to the ratio, fopy > 1.8
GeVl/c, and a one value of the parameter is obtained: 1-091017.

Using the obtained scale parameter, the matching efficitaraglectrons can be calculated
from the hadron efficiency. Described below matching efficies for electrons are hadron
efficiencies scaled by 1.051.

The matching efficiency for electrons (with thg ...;| < 2 cm cut) as a function gf; for
differentn ranges and for full azimuthal angle (-1'80 ¢ < 180) is shown in Fig[3.37. The
vertical line represents the- cut in the data analysis. Shown errors are statistical (tatied
using the Binomial distribution [78]) and from the scalegaeter uncertainty. The efficiency
almost does not depend pn for all 5 bins, but is strongly) dependent.

Figure[3.38 shows the matching efficiency as a function &r 0.4 < pr < 1.4 GeVE
and -180< ¢ < 180°. Errors combine statistical and scale parameter uncégairin further

analysis the TOF matching efficiency is applied as a funation

The number of installed TOF trays also dependgofihe matching efficiency as a function
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Figure 3.37: TOF matching efficiency for electrons, with the,...| < 2 cm cut, as a function
of pr for differentn ranges and -18& ¢ < 180C°. The vertical line represents the cut in the

data analysis. Almost ne dependence is observed.
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Figure 3.38: TOF matching efficiency for electrons, with the..;| < 2 cm cut, as a function
of n for 0.4< pr < 1.4 GeVE and -180< ¢ < 180. Difference inn < 0 andn > 0 is due to

different number of installed TOF trays.
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Figure 3.39: TOF matching efficiency for electrons, with the,...| < 2 cm cut, as a function
of ¢ for -1 < n < -0.4 and 0.4 pr < 1.4 GeVEt. Plot[3.394 is for electrons and plot 3.89b is

for positrons.

of ¢ for 0.4 < py < 1.4 GeVE is shown in Fig[[3.39 and 3.40 for two TPC sites. Fidure]3.39
shows the efficiency for - n < -0.4 and Fig[3.40 shows the efficiency for &4; < 1. Left

plots are for electrons and right plots are for positronsps3a the distributions are due to the

missing TOF trays.
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Figure 3.40: TOF matching efficiency for electrons, with the,...| < 2 cm cut, as a function
of ¢ for0.4< n < 1land 0.4< pr < 1.4 GeVEt. Plot[3.404 is for electrons and plot 3.40b is for

positrons.

The distributions can be divided in three bins with signifita different efficiency ing:
-180°< ¢ < -123, -123< ¢ < -63and -63< ¢ < 180°. Figure[3.41 show the matching
efficiency as a function aof for that threep bins. Applying the efficiency in thre¢ bins instead

of the efficiency integrated over tliehas small influence on the final polarization result and is
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included in systematic uncertainties.
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Figure 3.41: TOF matching efficiency for electrons, with the...| < 2 cm cut, as a function
of n for 0.4 < pr < 1.4 GeVt and threep bins: -180< ¢ < -123(in black) , -123< ¢ <
-63°(in red) and -63< ¢ < 180°(in blue).

1/ B cut efficiency

The efficiency of thel/5 — 1] < 0.03 cut is calculated using an electron sample with a hight
purity. Th pure electron sample is obtained by selectingksawith -0.2< no. < 2 and
invariant mass of a pair of particles less than 15 Mé&VThe invariant mass cut selects photonic
electrons, from photon conversion in the detector mataridlDalitz decay of° andn mesons,
where almost no hadron background is presented.

The 1/ g cut efficiency is defined as a ratio of a number of electronsénTtOF that pass

thel/ B cut (N rg scw:) t0 @ number of electrons in the TON%, x):

Ne
Nror

Figure[3.42 show thé&/g cut efficiency as a function of momentum. The momentum de-

pendent efficiency is calculated from the data, in small muoma intervals:

1.03
SA/B,p
es(p) = 0i?170 W/ )v (3.16)
0.0 J(1/5:p)
WherefO f(1/p8,p)isanumber of electrons in arange whefg cut is used angfO o0 J(1/B,p)

is a number of all electrons, for a small momentum interval.
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Figure 3.42: Thea /3 cut efficiency as a func- Figure 3.43: Thel /g distribution from the
tion of momentum with a constant functiordata in black for 0.4< p < 1.4 GeVE with
fitted at 0.4< p < 1.4 GeVt. The cut effi- the Gaussianfitin red. The cut efficiencys
ciency from the fit is 95.7& 0.26% from the Gaussian fit is 97.3%. Vertical lines

represent the cut range.

There is a small momentum dependence. Due to a limitedtstatismall deviations from
the linearity are most probably due to fluctuations. In otdesvoid an influence of the fluc-
tuations on the result, the/s cut efficiency is obtained by fitting a constant function ie th
momentum range 0.4 p < 1.4 GeVEt. The|l/5 — 1| < 0.03 cut efficiency obtained in that
way is:

€5 = 95.70 & 0.26%. (3.17)

This value is used as thg j cut efficiency in the total efficiency calculations.

The1/s distribution in the whole momentum range where thg cut is used (0.4 p <
1.4 GeVE#) is shown in Fig. [3.43 with the Gaussian fit. Vertical linepresent the range
of the cut. Thel/g cut efficiency calculated in the momentum range €.4 < 1.4 GeVt
from the Gaussian fit using formula 3116 is; = 97.24%, the uncertainty is negligibly small.
The difference between the efficiencies obtained usingribesttwo methods is included in

systematic uncertainties.

3.4.3 Jip efficiencies

Jhp efficiencies as a function of J/p2 ¢ andcos6 are calculated using theydémbeddingcost
is calculated as an angle between the posifvbfi momentum vector in the}/rest frame and

the Ji{) M C momentum vector in the laboratory frame.
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Track quality, acceptance, BEMC cuts and HT trigger condgiare directly applied in
the embedding analysis code. Matching to the BEMC is donkersame way as in the data
analysis. A reconstructed in the TPC track is projectedédBEMC and a tower that the track
projects to is considered.

TPC elD (o, cut) efficiency as a function of momentusy,,, and the TOF efficiency as a
function ofn, eror, are applied in the embedding analysis as a weiglif 5. These efficiencies

are obtained from the data.

werp(Ps M) = €no. () X €ror(n) (3.18)

The eror includes the TOF matching efficienyso pimatching, @nd the efficiency of the/ g
Cut, es:
ETOF(TI) = ETOFmatchmg(’f]) X €3 (3.19)

The Ji) elD weight @u‘!ﬁé) is a product of the weights for electrons from the decay:
wlipy = wip X wipp (3.20)
The total J) weight ?’/¥) applied on the final 3/ distributions in the embedding analysis

is a product of the g/ elD weight @;’{g) and the input Jf weight @#ﬁt):

w! = wjj/g X wi{zﬁtt (3.21)
Weights for the inpup and rapidity distributionsw#ﬁt, are discussed in Sdc. 3.4]1.1.
In order to match conditions from the data analysis, follgyvwtuts are applied, in addition

to the track quality and the electron identifications cuighie embedding analysi§l,| < 65

cm|y//¥| < 1.

Tracking and acceptance efficiency

Figured 3.44 and 3.45 show the tracking efficiency (thatees a probability that MC track
is reconstructed in the TPC) and acceptance as a functionséfand Ji) p©, respectively.
The efficiency is calculated as a ratio of a number of recaostd Ji/» (N;,Z/Cw) to a number of
simulated J) (N;\%’):

e Nag
Ny = R (3.22)

Both electron and positron from the/ddecay have to passed the track quality and acceptance

cuts. Applied track quality and acceptance cuts are listedhle 3.2, cuts 4-10.
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elD efficiency
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Figure 3.46:J/v di-electron identification efficiency as a function@kd in pr bins.

Electron identification efficiency

Figured 3.46 and 3.47 show the electron identification efficy as a function ofos and Ji
pH¢, respectively. Applied elD cuts on electrons from the décay are listed in table 3.2, cuts
12-16. Theno, cut efficiency and the TOF efficiencies are applied as weighte electron
identification efficiency is determined by a number af after the elD cuts](fj/g) to a number

of reconstructed J/ (Né/cw), that pass track quality of acceptance cuts:

e _ Ny
€eID = J/4 (323)
NRC

Both electron and positron from the/Jdecay have to passed the track quality and acceptance

cuts.

HT trigger efficiency

The HT trigger efficiency is calculated by applying the HQger condition to the embedding
analysis: dsmAdc in a BEMC tower has to be withinl < dsmAdc < 18. In addition,
the electron that fired the trigger has to haye> 2.5 GeV/e. The HT trigger efficiency is
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Figure 3.47.J /4 di-electron identification efficiency as a functiongf .

calculated as a number ofydthat satisfy the mentioned HT trigger requiremerﬁf#{f) to a

number of J) that pass the elD cut@]@%’):

NJ/w
ey = e (3.24)

elD

It is required that at least one of electrons from the décay fired the HT trigger. Figures
[3.48 and3.49 show the Hight Tower trigger efficiency as a tioncof cosfl and Ji) pHc,

respectively.

3.4.4 Total Ji) efficiency

The total Ji efficiency, to be applied to uncorrectedsf distributions, is obtained from the
Jhy embedding by applying cuts, or corresponding weights, dhatused in the data analysis.
The total efficiency is determined as a number gf that pass all cutsl\(‘]./w ) to a number of

inal
embedded Monte Carlou]/(N;\'/g’).

N
ot = 2774 (3.25)
N]\/[C

Distributions of the total d/ efficiency as a function afos6, in three analysed; bins, are
shown in Fig[3.50. The total/efficiency as a function of J/p}“ is shown in Fig[3.51.

The total correction includes the detector acceptance @uking efficiency, dielectron
identification efficiency and the trigger efficiency. The mostical factor is the trigger ef-
ficiency. Due to the decay kinematics, the HT trigger requerts cause significant loss in
number of observed J/at lowerpr, and the efficiency decreases with decreaingf|. It is

well visible in Fig.[3.50k, where we lose all entriescatf ~ 0. With increasing J pr the
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Figure 3.48: Hight Tower trigger efficiency as a functionca$f in pr bins.
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3.4. EFFICIENCIES

trigger efficiency increases, but because the trigger sasthé upper threshold (transverse en-

ergy deposited in the BEMC toweF; < 4.3 GeV) a drop of the total efficiency gtos6 | ~

1is seen, see Fif. 3.50c.
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Chapter 4

Polarization results

4.1 Correctedcost

The total J) efficiencies as a function @bsf are used to correct the rawsé distributions from
the data, in the three analysed bins. Figuré 4.1 shows the uncorrectedd distributions in
eachpr bin (left plots) with corresponding distributions of theabefficiencies (right plots). In
total efficiency plots statistical and systematic uncettas are shown. Blue squares represent
the systematic uncertainties. The systematic uncertgimiclude all sources of the efficiency
uncertainties which are discussed in Selc. 5 and are sunedansTab.[5.12 (contributions 2

- 12). The rawcos# distributions are corrected with the total efficienciestheut taking into
account the errors on the efficiency. The statistical embike efficiencies are included in the

polarization systematic uncertainties (Sec. 5).

Correctedros distributions are fitted with the function:
norm(1 + Agcos*0) (4.1)

wherenorm is a normalization factor angl is the polarization parameter. No constraints on

the fit parameters are applied.

Figure[4.2 shows correcta@st distributions with the function 411 fitted. Shown errors
represent statistical uncertainties from the data. Thiel $ioke represents the most likely fit.
The dashed band around this line isuncertainty on the fit. It takes into account uncertainties

on both fit parameters:prm and)\y) and correlations between them.
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Figure 4.1: Left plots show an uncorrecteckd distributions after the combinatorial back-
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ground subtraction. Right plots show total corrections.
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Figure 4.2: Correctedosf distributions fitted with a functionnorm(1 + Agcos?) in each
analyzedpr bin, shown errors are statistical. Solid blue lines repretdee most likely fits and

hatched blue bands representuncertainty on the fits.

Obtained values of the polarization parameter for eagtpgd/bin are:

e 2<pr <3GeVk

— X\g =0.15+ 0.33 (stat.)
e 3< pr <4 GeVk

— X\g =-0.48+ 0.16 (stat.)
e 4 < pr<6GeVk

— )\p =-0.62+ 0.18 (stat.)

We observe that the polarization parametgrdecrease with increasing-. The trend is

towards the longitudinal g/ polarization in the helicity frame as- increases.
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4.2. THE POLARIZATION PARAMETER

4.2 The polarization parameter

Figure[4.8 shows thgr dependent J/ polarization parametex,. Additionally, the PHENIX
mid-rapidity (y| < 0.35) results (black filled circles [32]) are shown. The resutts for the
inclusive Ji) production, i.e. the sample includes directly produceda¥ well as the 3/ from
the feed-down from the higher excited statgs,and«’ (33+ 5 % [1€]) and from theB meson
feed-down (10-25% for & pr < 12 GeVE [18]). The result is also compared with two model
predictions for the\, at mid-rapidity: N LO* Color Singlet Model ¢'SM) [27] and NRQCD
calculations with color octet contribution§'Q M) [47]. The prediction of th€'O M for direct
Jh)y production, gray shaded area, goes towards the transverpelarization a® increases.
This trend is different from what is seen in the RHIC data. garéashed lines represent a
range of\, for the direct ) production from theVLO* C'S M prediction and an extrapolation
of \y for the promptJ/¢ production (with the feed-down from the excited states het’
feed-down is excluded) is shown as the hatched blue band [EYs model predicts a weak
A pr dependence, and within the experimental and theoreticartainties the RHIC result is

consistent with théV LO™ C'SM model prediction.
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Figure 4.3: The polarization parametgs as a function of 3 p (red stars) forjy| < 1 in
p+p collisions at,/s = 200 GeV. The result is compared with two model predictiaNg:0"
Color Singlet Model ¢'SM) (green dashed lines represent a rang&,dbr the direct J and
hatched blue band is an extrapolatiomgffor the prompt//v) [27] and NRQCD calculations
with color octet contributions{O M) [47] (gray shaded area). For a comparison the PHENIX

result is shown as black filled circles [32].
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CHAPTER 4. POLARIZATION RESULTS

In order to obtairp; positions of the points, the Kaplan function [79] from EQ2 & fitted

to the correctegh spectrum.

Flor) = AL+ () (4.2)

The rawp distribution is corrected with the total efficiency, takimgo account errors on the
total efficiency. Figuré 414 shows the correctgdspectrum obtained from the data in blue and
the dashed blue line represents the fitted function. Reddies represent data points in three
pr bins that are used in the polarization analysisz 2 < 3 GeVk, 3 < pr < 4 GeVik and

4 < pr < 6 GeVk. In Fig. [4.4a the red points are placed in the center of a birordler to
obtain positions of the points for thg distribution, the red points are shifted so that they lie on
the fitted function, as it is show in Fig._4]4b. Obtained valo&p; position are: 2.48 GeV/
3.52 GeVtand 4.74 GeMl for 2 < pr < 3 GeVik, 3< pr < 4 GeVik and 4< pr < 6 GeVk,

respectively.
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Figure 4.4: Corrected 4}/pr spectrum in blue with the function from E@._4.2 fitted (dashed

blue line), red triangles are data points for the thyedins used in the polarization analysis.

In Fig.[(a) the red points are in the center of a bins and in[f@j§z positions of the points are

shifted so that they lie on the fitted function.

In order to check a trend in the data, constant and lineartitums are fitted to the\, dis-
tribution shown in Fig.[4]3. The distribution with the fittéahctions is shown in Fig[_4l5.
Errors contain statistical and systematic contributidfiss are done taking the PHENIX data
points at lowerpr and atpr > 3 GeVik the STAR data points are used. The points used in
the fit are marked in magenta. It is seen that the RHIC resel$ gowvards the longitudinald/
polarization with increasing;. The constant fit has a pogf /ndf of 10.32/4. The linear fit is

much better, it has a negative slope parameter of -@.0705 withx? /ndf = 0.82/3.
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4.2. THE POLARIZATION PARAMETER
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Figure 4.5: The polarization parameteras a function of 3 pr. Red stars are the STAR data

points and black full circles are the PHENIX data points. fneen dashed line represents a

constant fit and the blue solid line is a linear fit to the magemtints.

Table[4.1 summarises thg values with their statistical and systematic errors, aago-

sitions « pr >). Methods of systematic uncertainties estimation areudsed in the Chapter

B.

pr range (GeWd) | < pr > (GeVi) Ao stat. error| sys. error
2<pr<3 2.48 0.145| +0.331 | +£0.350
3<pr<4 3.52 -0.476| +0.158 | +£0.143
4<pr<6 4.74 -0.617| +0.179 | +0.076

Table 4.1: The polarization parameter.
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Chapter 5

Systematic uncertainties

5.1 cos 0 from the MC simulation

cosf distributions for the final result are obtained by summingnumber ofJ/¢’s from the
data, in each analysed andcosf bin. Another method of determinings6 distributions is by
counting number of/ /¢’s using the J) signal from the MC simulation (the lineshape). Since
the pr resolution in the simulation was found to be too small, it weditionally smeared with
Gaussian which parameters ape= 0 ando 4 = 0.71p7, see Sed._3.4.1.3 for details. Figlrel 5.1
shows an example of theydkignal with the additional momentum smearing for twef and

pr bins.

In order to estimate a systematic uncertainty on thiepdlarization,cosf distributions are
obtained by counting number df/+’'s using the embedding. The best value of the smearing
parameter was found to be 0.2410.05 %p,. And polarization parameters, are extracted
using the J) lineshape with additional; smearing in a range 0.66% - 0.76%, which takes
into account the uncertainty on the smearing parametersystematic uncertainty is an aver-
age of differences between thgvalue obtained from the data anglvalues obtained using the
embedding, withp; smearing (0.66, 0.67, ..., 0.76)p4. Figure[5.2 showsos# distributions
obtained using the ¢¥/signal from the embedding with the additiopalsmearing of 0.71%r.

The systematic uncertainty on the)Jjolarization is shown in a table 5.1.
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5.1. COS 6 FROM THE MC SIMULATION
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Figure 5.1:J /1 signal after the combinatorial background subtractionégbllled circles), the

red line is J) signal from the embedding with the additiopal smearing of 0.71%-.
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Figure 5.2: Correctedosf distributions obtained from the MC simulation, with the duihal
pr smearing of 0.71%7,, fitted with a function:norm(1 + A\gcos?6) in each analyzegdr bin,
shown errors are statistical. Solid blue lines represemtntlost likely fits and hatched blue

bands representluncertainty on fits.
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CHAPTER 5. SYSTEMATIC UNCERTAINTIES

Id | Systematic uncertaint Systematic uncertainty oky

source

2<pr<3GeVk |3<pr<4GeVki | 4< pr <6 GeVE

1 | polarization from the 0.270 0.135 0.003

simulated lineshape

Table 5.1: Systematic uncertainty from the polarizatiotaoted from the simulatedJ/line-

shape.

5.2 Weighting of input J/i» pr and rapidity distributions in
the simulation

Since J input p; and rapidity distributions used in the embedding are flaty thave to be
weighted according to experimental shapes. phendy weighting is described in section
B.4.1.1.

A systematic uncertainty from the weighting of the distribution is estimated using three
methods. The Kaplan function which is used for theweighting isf (pr) = A(1 + (8£)?)~°,
with parameters oft = 4.23+ 4.23 andB = 4.10+ 0.13, obtained from the fit in g range of
0-10 GeVE.
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(a) Fitrange: % pr < 10 GeVe (b) Fitrange: < pr < 6 GeVk

Figure 5.3:J/v pr spectrum withf(pr) = A(1 + (5)?)~° function fitted inp; ranges{ (a)
from 2 to 10 GeV¢ and (b) from 2 to 6 Ge V.

First, values of thed and B parameters are varied by their Lincertainties, and the polar-
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5.3. INPUT Ji) POLARIZATION IN THE SIMULATION

ization parameter is recalculated. In next two methods Aland B parameters are extracted
by fitting the Kaplan function in two different; ranges: from 2 to 10 GeV¥/and from 2 to 6
GeVle (the J /vy pr range used for this analysis), as it is shown in Eigl 5.3. Als® parameters’
values are varied by theiwluncertainties, and, is extracted in each case.

The final systematic uncertainty from the weighting is an average of systematic errors
from described three methods.

In the analysis, the rapidity distribution is fitted with tBaussian function in order to obtain
the Ji) y weight. But at mid-rapidity many functions describe theearlied rapidity distribution
well. To estimate a systematic uncertainty from the werghof the rapidity distribution, thg
distribution is assumed to be uniform at mid-rapidity (< 1).

Systematic uncertainties on the)Jbolarization from weighting the inpyt; and rapidity

distributions in the simulation are shown in a tabl€ 5.2.

Id | Systematic uncertaint Systematic uncertainty oky
source
2<pr<3GeVk |3<pr<4GeVk | 4< pr <6 GeVE
2 | weighting of the input 0.018 0.007 0.019
Jhp pr shape
3 | weighting of the input 0.043 0.002 0.014
Jh) y shape

Table 5.2: Systematic uncertainties from the weightingngiut J{) p distributions in the

simulation.

5.3 Input J/v polarization in the simulation

In the embedding, simulatef{/+’s are unpolarized - inputosf is flat. The shape of the input
cosf influences the acceptance and so the totakfficiency. In order to estimate the systematic
uncertainty, we consider two extreme cases. Fully trassgv@s = 1) and fully longitudinal &

= -1) input Ji) polarization. Figuré 5.4a shows the inputf distribution for the transverse
case and Fig. 5.4b is for the longitudinal polarization.

The systematic uncertainty on the)Jdolarization is estimated as an average of the uncer-
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CHAPTER 5. SYSTEMATIC UNCERTAINTIES
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(a) Transverse polarization. (b) Longitudinal polarization.

Figure 5.4: Inputcos6 distribution from the simulation for fully transversely lpazed J /v,
Fig.[5.4& and fully longitudinally polarized/+), Fig[5.4b.

tainties obtained for the described two extreme cases afihut J4) polarization, and is shown
in a tablg5.B.

Id | Systematic uncertaint Systematic uncertainty oky

source

2<pr<3GeVk |3<pr<4GeVk | 4< pr <6 GeViE

4 | input J&) polarization 0.184 0.018 0.013

Table 5.3: Systematic uncertainty from the input pblarization in the simulation.

5.4 Simulation uncertainties

In the main analysis, errors shown on the correeted distributions are statistical errors from
the data. When correctingsé distributions, it is assumed that there is no statisticabutainty
from the simulation.

But the statistics in the embedding is limited, so the tofftiency has a statistical uncer-
tainty, which may influence thg, fit. The influence of statistical uncertainties of the efficg
on the)\ is included in the polarization systematic uncertaintis ttone by propagating statisti-
cal uncertainties of the total efficiency to uncertaintiethe correctedosé distributions, while
dividing raw cosf distributions by the efficiency distributions. Then, the m(1 + \ycos?0)

function is fitted to the corrected distributions in ordeetdract the polarization parameter.
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5.5. TRACKING EFFICIENCY
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Figure 5.5: Electrons F'it Pts distributions from the embedding in red and the data in blue.

Figure[(a) is for 2< pr < 3 GeVie and Fig[ (D) is for < pr < 4 GeVk.

The Ji) polarization systematic uncertainty is shown in a tablé 5.4

tion

Id | Systematic uncertaint Systematic uncertainty oky
source
2<pr<3GeVk |3<pr<4GeVk | 4< pr <6 GeVE
5 | errors from the simulat 0.077 0.028 0.004

Table 5.4: Systematic uncertainty from the simulationmero

5.5 Tracking efficiency

To the tracking efficiency contribute efficiencies fug, nF'it Pts, nFitPts/nFitPtsMax

and DC'A cuts. The tracking efficiency is calculated from the simolaaind it relies mostly on

a good simulation of it Pts and DC A variables. Figure 515 shows thé"it Pts distribution

and Fig.[5.6 shows th®C' A distribution, for twop, bins for the embedding in red and the

data in blue. The distributions were obtained from a pureteda sample obtained by selecting

photonic electrons with following cuts: -02 no. < 2 and invariant mass of a pair less than

15 MeV/c?.

The simulatedDC' A agrees with the data, but there is some discrepancy betweatata

and the embedding inF'it Pts distributions. The embeddingt'it Pts distribution seems to be
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Figure 5.6: Electron®C A distributions from the embedding in red and the data in Htugure
is for 2< pr < 3 GeVik and Fig[(b) is for 3< pr < 4 GeVk.

shifted comparing to the data. In order to estimate a sysdtemacertainty from that source,
nFitPts is vary in embedding by: 1 and+ 2 hits and the total efficiency is recalculated.
A maximum difference is taken as a systematic error. Theegyatic uncertainty on the3/

polarization from the tracking efficiency is shown in Tab.5.

Id | Systematic uncertaint Systematic uncertainty oky

source

2<pr<3GeVk |3<pr<4GeVk | 4< pr <6 GeVE

6 | tracking efficiency 0.024 0.009 0.008

Table 5.5: Systematic uncertainty from the tracking efficie

5.6 TPC electron identification efficiency

Theno, cut efficiency is obtained from the Gaussian fit to the distribution for electrons

(f(no.)) as a fraction of electrons satisfyirgl < no. < 2 cut:

_ [t
J2ho F(no)

as itis discussed in Sec. 3.4]2.1. The error on the efficisndgtermined from the error on the

€no. (D) (5.1)

integral, taking into account correlations between thm§tparameters.
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Fitting parameters for electrons are found from the anslgkihe photonic electron sample.
Central values of mean and width of the Gaussian fit ares -0.029+ 0.022 andr, = 0.839+
0.015, respectively. In the analysis, ranges in which thiarpaters for the electron fit can vary,
it @ando,, are fixed to 3 around the central values.

The systematic uncertainty on the,. cut efficiency is estimated by changing the constraints
on the Gaussian fit tac. distributions for electrons (Gaussian mean and width) akihg into
account errors on the efficiency. Following changes are rnathe constraints of the Gaussian

fit:

e relaxing limits for the mean and the width - the range fior(s.) is chosen so that all
1e (0.) points from the Fig[.5]7 are located within this chosen egrilge range foy. is
(-0.136, 0.141) and fot, is (0.753, 0.928)

e fixing the value of the mean and width to:

— avalue obtained from a constant fit to the mean and width p&iom the Fig[ 5.7

without taking into account errors on the points;= -0.029 andr, = 0.839

— avalue obtained from a constant fit to the mean and width ptaking into account

errors on the pointg;. =-0.075 andr, = 0.861

— 30 upper limit for the mean and the width from the constant fitfrie Fig[ 5.7,
=0.036 andr, =0.895

— 30 lower limit for the mean and the width from the constant finfrthe Fig[5.7 1.
=-0.094 anab, = 0.784

— 3o upper limit for the mean andos3lower limit for the width from the constant fit
from the Fig[5.7 .. = 0.036 andr, = 0.784

— 3o lower limit for the mean and@upper limit for the width from the constant fit
from the Fig[5.7 . =-0.094 andr, = 0.895

The 3 uncertainty range of the fit functions in FIg. 5.7 is shown asatl lines.

The range of the uncertainty band is from a minimum and a maximalue of the effi-
ciencies obtained when changing the fitting constraintstakihg into account errors on the
efficiency. The efficiency with the systematic uncertaistghown in Fig[ 518 (the blue shaded

area).
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Figure 5.7: Distributions of the mean (red fulFigure 5.8:—1 < no. < 2 cut efficiency as a
squares) and width (blue filled circles) of théunction of momentum (blue full circle) with
Gaussian fits tao, distributions for photonic the uncertainty band (blued shaded area).
electrons as a function of momentum. Dashed

lines representd uncertainty range and dot-

ted lines represent3uncertainty range.

Note, that the band’s shape does not depend much on the mamant therefore does not
introduce a big systematic uncertainty on the final resuitneghe uncertainty band may look

as a quite big.

A systematic uncertainty on theydpolarization is estimated by shiftingr, cut efficiency
to the minimum and maximum value of the uncertainty band ftbenFig. [5.8, in the total
efficiency calculations. Then, the polarization parameteecalculated, and a maximum dif-
ference between, values obtained with changed . cut efficiency and the central value of the
Mg Is taken as a systematic uncertainty. The systematic wesrton the J) polarization is
shown in a tablE5]6.

Id | Systematic uncertaint Systematic uncertainty oky

source

2<pr<3GeVk |3<pr<4GeVk | 4< pr <6 GeVE

7 | no. cut efficiency 0.009 0.006 0.012

Table 5.6: Systematic uncertainty from the,. cut efficiency.
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5.7 TOF matching efficiency

The TOF matching efficiency for single electrons is appliethie analysis as a function ¢f
integrated over thgr (0.4 < pr < 1.4 GeV/c) and over the fulh range, see Sec. 3.4.2.2. As it
was shown before, the efficiency does not depeng;gibut it does depend on The matching
efficiency as a function of in three¢ bins is shown in Figl_3.41. A systematic uncertainty on
the Ji) polarization, from the first source, is estimated by apgythre TOF matching efficiency
in the total efficiency calculation as a functionmpin the threep bins.

The second source of systematic uncertainty which is takinaccount, are errors on the
matching efficiency. The error on the matching efficiencyudes the statistical error and the
uncertainty on the scale parameter, they are treated asratated.

Both sources of systematic uncertainties are treated agnahated and the systematic un-
certainty on the 3/ polarization from the uncertainty of the TOF matching effi@y is shown
in a tabld5.17.

Id | Systematic uncertaint Systematic uncertainty oky

source

2<pr<3GeVk |3<pr<4GeVk | 4< pr <6 GeVE

8 | TOF matching effi- 0.055 0.013 0.003

ciency

Table 5.7: Systematic uncertainty from the TOF matchingietfficy.

5.8 1/ cut efficiency

The method of calculation the efficiency of thg 5 — 1| < 0.03 cut is described in Set. 3.4.2.2.
Thel/p cut efficiency of 95.70 % is used in the total efficiency cadtiain.

In order to estimate a systematic uncertainty on thiepdlarization from thel /5 cut effi-
ciency two sources are taken into account. The first souriteisncertainty on the efficiency
from the fitting, the error on the fit parameter is 0.26 %. Thstayatic uncertainty on the
Jh) polarization from this source is negligible. The secondrseus the different method of
calculating thel /5 cut efficiency. The efficiency can be obtained from the Gaumstt to the

1/ distribution (shown in Fig._5]9), in the whole momentum ranghere thd /5 cut is used:
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Figure 5.9: Thel /s distribution from the data in black for 0.4 p < 1.4 GeVt with the

Gaussian fit in red. The cut efficiendy /5 from the Gaussian fit is 97.3%. Vertical lines

represent the cut range.

0.4< p < 1.4 GeVEt. The efficiency obtained in this way is 97.24%, see Hig. 13.%Bis
value, instead of 95.70 %, is applied to the total efficienalgwalation in order to estimate the
systematic uncertainty on the final result of the pblarization.

The systematic uncertainty on the)Jbolarization arising from thé /5 cut efficiency is
shown in a tablgé518.

Id | Systematic uncertaint Systematic uncertainty oky

source

2<pr<3GeVk |3<pr<4GeVk | 4< pr <6 GeVk

9 | 1/p cut efficiency 0.015 0.012 0.014

Table 5.8: Systematic uncertainty from thé&3 cut efficiency.

5.9 TPC pointing resolution effect on the BEMC matching

In the embedding and the data analysis reconstructed in Bt tfacks are matched do the
BEMC detector and a tower that the track projects to is camsil Due to the TPC pointing
resolution a matched BEMC tower could be a tower which is@atato the one that a track
really hit. In order to estimated an effect on the final restifiotentially different TPC pointing

resolution in the embedding and in the data, Monte Carlkgdimstead of the reconstructed
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Figure 5.10: BEMC distributions from the simulation for oestructed tracks matched do the
BEMC in red and for Monte Carlo tracks matched to the BEMC imeblFiguré (3) shows the
matching efficiency (with > 100 MeV) as a function ofj for p > 1.4 GeV¥¢, Fig.[(b) shows
the £//p cut efficiency as a function of momentum and Kig| (c) showdHherigger efficiency

as a function opr.

tracks) in embedding are projected to the BEMC. In case whliCdrack is matched to the
BEMC, a different tower than in the case of the reconstrutiteck can be chosen. This tower
will have different energy deposited in it, which will inflnee the BEMC matching efficiency,

the F/p cut efficiency and the efficiency of the HT trigger.

Figure[5.10 shows the BEMC matching efficiency, B\& cut efficiency and the HT trigger
efficiency for single electrons from the embedding, reaacséd tracks are in red and Monte
Carlo tracks are in blue. The BEMC matching efficiency inelsidhe cut on BEMC energy
E > 0.1 GeV, the matching is shown as a functionnofor p > 1.4 GeVt. The E/p cut
efficiency is calculated by applying th€/p > 0.5 cut in the embedding analysis. The HT
trigger efficiency from the embedding is calculated as aifvawf electrons from the g/decay

that satisfy the trigger conditions, i.e. pass dsmAdc clier€ is almost no difference for the
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HT trigger efficiency, the BEMC matching efficiency is a bigher for reconstructed than for
Monte Carlo tracks matched do the BEMC, and in a case ofithecut efficiency there is a
small difference of about 2% for higher momenta.

Table[5.9 show systematic uncertainties on tleplilarization from the TPC pointing res-

olution effect on the BEMC matching.

Id | Systematic uncertaint Systematic uncertainty oky

source

2<pr<3GeVie |3<pr<4GeVk | 4< pr <6 GeVee

10 | TPC pointing resolu 0.008 0.002 0.007

tion

Table 5.9: Systematic uncertainty from the TPC effect orBB&C matching.

5.10 FE/p cut efficiency

In total efficiency calculation, thé& /p > 0.5 ¢ cut (E is energy from a single BEMC tower
that a track projects to) is applied in the embedding anslgsde, forp > 1.4 GeVEt. In
order to account for differences between the simulated BEbMSponse and BEMC response
during the data taking, th&'/p cut efficiency is calculated from the data. A pure electron
sample is used which is obtained by selecting photonicrelest Following cuts are applied:
-0.2 < no, < 2 and invariant mass of a pair less than 15 M&V/Figure[5.11l show /p
distributions for electrons from the embedding in red areldhta in blue for two momentum
bins. Some discrepancies are visible.

The E/p cut efficiency for single electrons, which is shown in FiglZg, is calculated from
the data as a fraction of electrons matched to the BEMC thiafysthe £/ /p > 0.5 cut. Forp >
2.7 GeVE a constant functions is fitted. The efficiency obtained frownfit is 97.6+ 0.3 %.
For lower momenta there isyadependence of the cut efficiency. Figlre 5]12b showdihe
cut efficiency obtained from the embedding, which-i$%. lower.

A systematic uncertainty on theydpolarization is estimated by applying ti#&/'p cut effi-
ciency obtained from the data, instead of directly appltimg cut in the embedding analysis.

For 1.4< p < 3 GeVrk the efficiency from the distribution (n5.12a is applied, for 3 GeVk
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Figure 5.11: Electrong&'/p distributions from the embedding in red and the data in bfugure
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is for 1.5< p < 2 GeVk and Fig[ (D) is for 3.5< p < 4 GeVk.
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Figure 5.12: TheZ/p > 0.5 cut efficiency from the data, Fig. (a), and from the sirtiata Fig.
[(b). Forp > 3 GeVk a constant function is fitted. The vertical line represeimgtrange where

the cut is used.
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the efficiency from the constant fit is taken.

Table[5.10 shows the systematic uncertainty on thiodlarization.

Id | Systematic uncertaint Systematic uncertainty oky

source

2<pr<3GeVie |3<pr<4GeVk | 4< pr <6 GeVee

11 | E/p cut efficiency 0.034 0.024 0.068

Table 5.10: Systematic uncertainty from thgp cut efficiency.

5.11 HT trigger efficiency

In the data analysis the trigger simulator is used in ordefettide if an electron fired the HT
trigger. The decision is based on dsmAdc value in a BEMC toWwee BHTO*VPDMB*!BHT?2
trigger requirement i31 < dsmAdc < 18. The same dsmAdc cut was applied in the embed-
ding analysis code for the total efficiency calculation. tdey to estimated a systematic error
on the HT trigger efficiency Adc and dsmAdc distributionsnfrthe data and embedding are
compared to check if the simulation represents the data well

Figure[5.18 shows dsmAdc distribution from the data in bhuefaom the embedding in red.
The data distribution is for all electrons, the second pedhii electrons that fired the trigger,
the first one in for other electrons that did not fire the trigdéie embedding distribution is for
electrons that fired the trigger (passed the dsmAdc cut) athdl2w pr < 5 GeVie. Thereis a
good agreement between dsmAdc distributions from the datdlee embedding. As it can be
also seen in Fid. 5.14 which shows dsmAdc for electrons tteat the trigger in twe bins: 2
< pr < 3 GeVk and 3< pr < 4 GeVk.

Adc distributions from the data and embedding also agredeedth other quite well. Figure
shows Adc distributions from the data and the embeddigain, the data distribution
is for all electrons and the embedding distribution is facélons that fired the trigger. When
we compare the distribution is narrower bin, small differences in distributions’ means are
visible. Adc distributions for the data and embedding, fec&ons that fired the HT trigger, are
shown in Fig[5.16 for tw bins: 2< pr < 3 GeVk and 3< pr < 4 GeVk. The difference

between the data and embedding distributions are extragtétting Gaussian functions to the

110



5.11. HT TRIGGER EFFICIENCY

=
Q
S

data
emb, HTO*HT2 cut 3
2< p.<5 GeVic

Counts (a.u.)

=
o
W

102

ot 1]
0 10 20 30 40 50
dsmAdc

Figure 5.13: dsmAdc distribution from the data in blue arahfrthe simulation in red. The
data distribution is for all electrons, the simulated diettion is for electrons that fired the HT

trigger.
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Figure 5.14: dsmAdc distributions for electrons that firee HT trigger from the data in blue
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GeVre.
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Figure 5.15: Adc distributions from the data in blue and fritva simulation in red. The data

distribution is for all electrons, the simulated distrilout is for electrons that fired the HT

trigger.
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Figure 5.16: Adc distributions for electrons that fired the tdgger from the data in blue and
the embedding in red. Figure|a) is for2pr < 3 GeVie and Fig[ (b)) is for < pr < 4 GeVi.

Adc distributions. The maximum difference between Gauskiactions means is' 3%.

Since dsmAdc only takes integer values from the small rariglo< dsmAde < 18,
it is hard to account for small differences between the daththe embedding in dsmAdc.
Therefore, in order to estimate the systematic uncertafdy cut in the embedding and the
data analysis is applied in addition to the dsmAdc cut angkdarAdc cut that corresponds to
the dsmAdc cut is 18 Adc0 < 330. Then the lower and upper thresholds of the Adc cut
are also varied by 3%, which corresponds to the biggest difference betweemsiebAdc
distributions from the data and embedding. The maximumaderi from the central value of

the polarization parameter is considered as a systematartamty on the 3/ polarization. The
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systematic uncertainty on the/Jpolarization is shown in Tab. 5.111.

Id | Systematic uncertaint Systematic uncertainty oky

source

2<pr<3GeVie |3<pr<4GeVk | 4< pr <6 GeVie

12 | HT trigger efficiency 0.049 0.006 0.003

Table 5.11: Systematic uncertainty from the HT trigger edficy.

5.12 Summary

Values of)\, are:
e 2<pr <3GeVk
— Xg =0.145+ 0.331 (stat.1- 0.350 (sys.)
e 3< pr <4 GeVk
— X\ =-0.476- 0.158 (stat.}t 0.143 (sys.)
o 4 < pr <6GeVk
— X\ =-0.6174 0.179 (stat.- 0.076 (sys.)

In a table[ 5.1 the systematic uncertainties\grare summarised. The uncertainties are
symmetric. It is assumed that all described sources of syte uncertainties are uncorrelated

and the final systematic uncertainty is calculated by addihcpntributions in quadrature.
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Id | Systematic uncertaint Systematic uncertainty oky
source
2<pr<3GeVie |3<pr<4GeVk | 4< pr <6 GeVee
1 | polarization from the 0.270 0.135 0.003
simulated lineshape
2 | weighting of the input 0.018 0.007 0.019
Jh) pr shape
3 | weighting of the input 0.043 0.002 0.014
Jh)y y shape
4 | input Ji) polarization 0.184 0.018 0.013
5 | errors from the simular 0.077 0.028 0.004
tion
6 | tracking efficiency 0.024 0.009 0.008
7 | no,. cut efficiency 0.009 0.006 0.012
8 | TOF matching effi- 0.055 0.013 0.003
ciency
9 | 1/p cut efficiency 0.015 0.012 0.014
10 | BEMC pointing resolu- 0.008 0.002 0.007
tion
11 | E/p cut efficiency 0.034 0.024 0.068
12 | HT trigger efficiency 0.049 0.006 0.003
Total 0.350 0.143 0.076

Table 5.12: Systematic uncertainties.
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Figure 6.1: The polarization parameter as a function of df py (red stars) forly| < 1 in

p+p collisions at,/s = 200 GeV. The result is compared with two model predictiaNg.0"

Color Singlet Model 'S M) (green dashed lines represent a rang&,dbr the direct J and

hatched blue band is an extrapolatiomgffor the prompt//«) [27] and NRQCD calculations

with color octet contributions{O M) [47] (gray shaded area). For a comparison the PHENIX

result is shown as black filled circles [32]. The blue soligklrepresents a linear fit to the RHIC

results.

In this work a first measurement of the:Jdolarization,\y, in the STAR experiment is shown.

Jh) polarization is measured i+ p collisions at,/s = 200 GeV in the helicity frame dy| <
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1 and 2< pr < 6 GeV/c. The analysis is done for the inclusive gproduction, the analyzed
sample includes directly produced)Jas well as the 3/ from the feed-down from the higher
excited statesyc andv’, and from theB meson feed-down. The directydproduction is

59+10% [28] of the observed/).

The measured polarization paramekgrgoes towards negative values with increasing
for pr > 3 GeVike STAR observes longitudinal«J/polarization in the Helicity Frame. The
STAR result is compared with the lop- PHENIX polarization measurement at mid-rapidity
[32] for inclusive Ji) production. The measurements are consistent with each wthbe
overlappingpr region. At higherpy, our result can be compared with the CDF polarization
measurement at mid-rapidity for prompt/Jat /s = 1.96 TeV [35]. Atpr ~ 5 GeVi CDF
observes almost no polarizatiok, ~ 0 (the polarization becomes slightly longitudinalas
increases) while STAR observes a strong longitudinal péon in thatpr region. However,
in terms ofzr (v = 2pr/+/s) the CDF result apr ~ 5 GeVi is comparable with the RHIC
result atpr < 2 GeVk, xr ~ 0.2.

The data are compared with two model predictions forthat mid-rapidity: N LO* C'SM
[27] andCOM [47]. The NLO*™ C'SM model under-predicts the measured dfoss-section
[80] but is in agreement with the previous RHIC polarizatneasurement from the PHENIX
experiment/[32]. However, the PHENIX measurement is lichite low pr, where the data are
not able to distinguish between the COM and CSM predictiegsuding the 3/ polarization,
since models have almost the same predictions. 0@é/ model [47] for directly produced
J/1, describes observedydkield [18][35] and J/ polarization at lowp; in PHENIX [32]
well. However, at highyr the model predicts different polarization than at lpw(transverse)

[46] and is in disagreement with the result from the CDF expent [35] at\/s = 1.96 TeV.

For lowerp;y COM andC'S M models have similar predictions of longitudina)Jolariza-
tion. Thus, it is especially important to measure the @dlarization at highep,, whereC' S M

andCOM predict different polarization.

In Fig.[6.1 green dashed lines represent a range &r the direct 3 production from the
NLO* CSM prediction and an extrapolation af for the prompt//¢> production is shown
as the hatched blue bard [27]. TheLO* C'SM shows a wealkr dependence of,, and
although the data shows a trend of decreasinghe STAR result is consistent with thRéLO+

C'SM model prediction, within the experimental and theoretigatertainties.

The prediction of N RQC D calculations with color octet contribution§’Q M) [47] for
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direct J{) production, gray shaded area, goes towards the transverggolarization agr
increases. The trend in the data is different, the STAR anBNAM results go towards the
longitudinal Ji) polarization with increasing;. The linear fit (blue line) to the RHIC data has

the negative slope parameter of -040.05. Thus the trend in the data disfavoursd¢h@e) .

In order to provide better constraints for the models, ferrtheasurements with larger statis-
tics and forJ /¢ with higherp; are essential. An integrated luminosity of the data takemear
2011 at,/s = 500 GeV is much higher than what is used for this analysigs féwer data a{/s
=500 GeV will allow to measure }/with p; up to~ 15 GeVE with a reasonable statistics for
the Ji) polarization measurement. The dataat= 500 GeV may help to further distinguish

between the 4/ production models.

The ongoing STAR upgrade can provide more insight into thiep¥bduction and polar-
ization. The Muon Telescope Detector (MTD) and the Heavydtdracker (HFT) will be
installed and gathering data starting in 2014. With the MTIill be possible to analyzed the
Jh)y production via its di-muon decay channel at mid-rapidityudvis advantage over electrons
is that they do not come from theconversion, the Dalitz decay contribution is much smaller
and they are less affected by radiative losses in the detectterial. In addition, the HFT will
help to distinguish prompt ¥/from the non-prompt, from thé decay, using a topological

method.

This thesis presents the first STAR measurement of thpdlarization which already sheds
some light on the @/ production mechanism by discarding th® M/. A newer data at/s =
500 GeV, taken in 2011 with much higher luminosity, may helpurther distinguish between
the J{) production models and may allow to perform analysis of tHedngular distribution
of the leptons from the d/decay and extract the frame invariant parameter. On thedheal
side, one needs to stress that the uncertainties of the seetl to be reduced in order to draw

more precise conclusions.

Another direction of this analysis is related to the fact tta@lliding at RHIC protons are
polarized. Therefore it would be very interesting, with mstatistics, to look at the:d/polar-
ization as a function of the polarization of a proton beammadty allow to further discriminate
among the models, which can be sensitive to spin observiidesould be measured at STAR,
such as beam polarization or correlations of the beam pal@wn and the direction of the out-

going positron.

Other aspect of the polarization study is an analysis of thedlarization in high energy
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CHAPTER 6. CONCLUSIONS

heavy ion collisions, where a formation of a new state of aratuark-Gluon Plasma (QGP)
is expected. In this case the situations is more complicaldte J{) polarization could be
modified in the QGP. It was also predicted that in the preserfidbe QGP, the charmonia
production will be suppressed due to the color screeninigeobinding potential [81]. At RHIC
energies the temperature may not be sufficiently high tot"rtteg J/) state, while excited states
xc andy)’ are expected to dissociate just above the critical temper@t [82]. If the excited
states are indeed suppressed in the RHIC heavy ion colisiod J) survives in the QGP, it
would allow to analyze the polarization of the direet J/The Ji) polarization measurement in
heavy ion collisions could also be used as a test of quarlsmgaential suppression. A change
of the observed prompt:d/polarization from proton-proton to central heavy ion cbns may
provide a strong indication for charmonium sequential sepgion in the quark-gluon plasma
(assuming that J/ polarization is not modified by the QGP) |83]. However, mdredretical

input is needed for this.
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Appendix A

noe distributions

A.1 no, distributions for photonic electrons

Below are showmo, distributions for photonic electrons, for different mormiam ranges used
in the analysis. The black distribution (unlike-like, faltcles) is a high purity electron sample
which is obtained by subtracting the like-sign distribatipom the unlike-sign distribution.
The o, distribution for electrons (black distribution) is fittedtivthe Gaussian function (the
green function) without any constraints applied on the flitaihed values of the ando of the
Gaussian fit for electrons are used as constraints for tlerefefit in the inclusive electrons

analysis.
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Figure A.1:no. distributions for photonic electrons for different momemtranges. The black
distribution is a high purity electron sample (the unlikgrsdistribution after the like-sign dis-

tribution subtraction) with the Gaussian function fitted
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Figure A.2:no. distributions for photonic electrons for different momamtranges. The black
distribution is a high purity electron sample (the unlikgrsdistribution after the like-sign dis-

tribution subtraction) with the Gaussian function fitted
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A.2 no, multi-Gaussian fit for electrons

Below are showmo, distributions particles after TOF and BEMC electron idicdition cuts.
The sum of three Gaussian functions is fitted tosthe distribution. The red Gaussian is for
electrons, the blue one is for pions and the green Gaussianpsotons, kaong F /dx merges
with other hadrons. Ranges of Gaussian parameters for ¢otran fit are constrained based
on the values obtained in the photonic electrons analys@is&an functions for hadrons are

guided using predictions of the Bischel functions.
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Figure A.3: no. distributions in black for different momentum ranges witle tsum of three
Gaussian functions fitted. The red Gaussian is for electitvesblue one is for pions and the
green Gaussian is for protons, kaaeiis/dxz merges with other hadrons. The shaded area are

electrons after all electron identification cuts.
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Figure A.4: no. distributions in black for different momentum ranges witle tsum of three
Gaussian functions fitted. The red Gaussian is for electitvesblue one is for pions and the
green Gaussian is for protons, kaaeiis/dxz merges with other hadrons. The shaded area are

electrons after all electron identification cuts.
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Figure A.5: no. distributions in black for different momentum ranges witle tsum of three
Gaussian functions fitted. The red Gaussian is for electitvesblue one is for pions and the
green Gaussian is for protons, kaeiis/dx merges with other hadrons. The shaded area are

electrons after all electron identification cuts.
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Figure A.6: no. distributions in black for different momentum ranges witle tsum of three
Gaussian functions fitted. The red Gaussian is for electitvesblue one is for pions and the
green Gaussian is for protons, kaaeiis/dxz merges with other hadrons. The shaded area are

electrons after all electron identification cuts.
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Figure A.7: no, distributions in black for different momentum ranges witle sum of three
Gaussian functions fitted. The red Gaussian is for electittvesblue one is for pions and the
green Gaussian is for protons, kaaiis/dx merges with other hadrons. The shaded area are

electrons after all electron identification cuts.
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A.2.1 Gaussian fit parameters

FigurdA.8 shows:, o and a scale of Gaussian fits for electrons, pions and prot@inaa from

the fits, as a function of momentum.
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Figure A.8:u, o and a scale of Gaussian fits for electrons, pions and protariwasction ofp.
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Appendix B

Signal significance

Source:

http://www.star.bnl.gov/protected/heavy/ullrich/B&nEffSignal.pdf

The signal significances{g) or the effective signalS,;, is a useful measure to judge the
quality of a signal in the presence of a background. It taksaccount both, the signal strength

and the background level.
Assume that S is a signal, B is a background and T is total spaatthe actual signal is:
S=T-8B (B.1)
The significance of a signal is commonly expressed as a ratieessignal to the statistical
uncertainty of the signal, and is expressed in terms. of
sig = S/68 (B.2)

Assuming that the errors are Gaussian distributed and @augsian error propagation the
error of S in Eq[B.1L is:

5S = \/ (g—;éTP + (2—253)2 — /(6T)2 + (6B)2 (B.3)

T=S+DB,6S=+VSandéB = VB

5S =+/S+2B (B.4)
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APPENDIX B. SIGNAL SIGNIFICANCE

So the signal significance is:

S S
1 = - — B.5
=SS S+2B (8:5)
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