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SUMMARY

Experimental measurements of quarkonium cross section and polarization are two main approaches to gain insight into quarkonium production mechanism. Quarkonium polarization refers to anisotropic spatial distribution of lepton decay from quarkonium with regard to quarkonium momentum. Although many theoretical models achieve good consistency with the experimental measurement on quarkonium transverse momentum spectra, they have very different predictions on quarkonium polarization. Therefore, quarkonium polarization measurements have a strong capability to distinguish different models and portrait the quarkonium production mechanism. In this study, the main detectors in Solenoidal Tracker At RHIC (STAR), time projection chamber, time-of-flight and Barrel Electromagnetic Calorimeter are fully applied for track reconstruction, particle identification and physical quantity measurement. The raw yield of J/ψ as a function of polar and azimuthal angles is calculated from STAR datasets collected in 2012 from p+p collisions at √s = 200GeV, and the efficiency of detectors is obtained by GEANT3 simulation. A statistical estimator for J/ψ polarization parameters is constructed based on the principle of maximum likelihood estimation. Its properties are studied via Monte Carlo simulation. It is the first time that the measurements of λ_φ, λ_θφ and λ_inv are presented by STAR experiment. The results don’t suggest prominent J/ψ polarization. Among available theoretical models compared with the measurement, the CGC+NRQCD achieve the best agreement.
CHAPTER 1

INTRODUCTION

1.1 Standard Model

What the universe is made of is an ultimate philosophy question. Standard Model is the modern theory describing the properties of fundamental particles and their interactions. The fundamental particles can be divided into two groups: fermions and bosons, as shown in Figure 1. The fermions include quarks and leptons, which are building blocks of visible matter. The bosons include gluon, photon, W boson and Z boson, which are responsible for interactions among particles, and Higgs boson which gives mass to particles through the subtle Higgs mechanism [1]. The spin of a fermion is an odd multiple of half $\hbar$, and that of a boson is an even multiple of half $\hbar$. Quarks and leptons have three generations. Up quark, down quark, electron and electron neutrino are in the first generation. Charm quark, strange quark, muon and muon neutrino are in the second. Top quark, bottom quark, tau and tau neutrino are in the third.
The interactions in the Standard Model include electromagnetic, weak and strong forces. They are described by quantum field theory (QFT) and share the same framework of calculation [3]. The bosons exchanged in the process of these interactions are gauge bosons, which have a spin of $\hbar$. Photons participate in the electromagnetic interaction between charged particles. W
boson and Z boson are mediated in the weak interaction. Gluons are responsible for the strong interaction between quarks and gluons. The scattering amplitude for the process of exchanging a gauge boson can be calculated with Feynman diagrams [4]. For electromagnetic interaction, weak interaction and strong interaction at high energy, the calculation can be written as power series expansion based on perturbation theory [5], where the dominant contribution is from the lowest order terms. To avoid the divergence of the sequence, all the terms are renormalized [2].

Often, the evolution of a system is calculated by finding the minimum of Lagrangian which is the kinematic energy minus potential energy with respect to general coordinates. Quantum electrodynamics (QED) describes the electromagnetic interaction between charged particles [4]. QED is an Abelian gauge theory with the symmetry group U(1) [6]. The Lagrangian of QED reads

$$L = \sum_q \bar{\psi}(i\gamma^\mu D_\mu - m)\psi - \frac{1}{4}F_{\mu\nu}F^{\mu\nu},$$

where $\gamma^\mu$ are Dirac matrices; $\psi$ a bispinor field of spin-1/2 particles; $D_\mu = \partial_\mu + ieA_\mu + ieB_\mu$ is the gauge covariant derivative; $m$ is the mass of charged particle; $A_\mu$ is the covariant four-potential of the electromagnetic field; $B_\mu$ is the external field imposed by external source; $F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu$ is the electromagnetic field tensor [7].

The process of beta decay that a neutron decays into a proton, electron, and electron neutrino is due to the weak interaction [8]. The observation of CP-violation in weak interaction has improved our understanding of the symmetry of the universe [9]. The electromagnetic interaction and weak interaction can be unified into electroweak interaction described by electroweak theory with an SU(2) $\times$ U(1) group.
Quantum chromodynamics (QCD) is the theory that describes the principles of the strong interaction between quarks and gluons [10]. Analog to the electrical charge of particles in quantum electrodynamics, quarks carry colour charge which is called red, green and blue, respectively. The SU(3) colour symmetry states that the strong interaction is invariant under rotation in color space. QCD is a non-Abelian gauge theory because the SU(3) do not commute [11].

Two important phenomena, color confinement [12] and asymptotic freedom [13], have been discovered for the strong interaction. Since no individual quark is observed in the experiment, color confinement states that color charged particles cannot be isolated and therefore cannot be directly observed in normal condition [12]. Asymptotic freedom states that interaction between two color charged particles becomes weaker as the energy scale increases and the distance scale decreases [14].

The Lagrangian of QCD [15] reads

$$L = \sum_q \bar{\psi}_{q,a}(i\gamma^\mu \partial_\mu \delta_{ab} - g_s \gamma^\mu t_{ab}^C A_{\mu}^C - m_q \delta_{ab})\psi_{q,b} - \frac{1}{4} F_{\mu\nu}^A F^{A\mu\nu},$$

where $\gamma^\mu$ are the Dirac $\gamma$-matrices and $\psi_{q,a}$ are quark-field spinors for a quark of flavor $q$ and mass $m_q$, with a color-index $a$ that runs from $a = 1$ to 3 as quarks come in three colors. The kinematic energy of quarks is $\sum_q \bar{\psi}_{q,a}(i\gamma^\mu \partial_\mu \delta_{ab} - m_q \delta_{ab})\psi_{q,b} - \frac{1}{4} F_{\mu\nu}^A F^{A\mu\nu}$ and the potential terms represents the energy that quarks interact with strong interaction field $\sum_q \bar{\psi}_{q,a}(g_s \gamma^\mu t_{ab}^C A_{\mu}^C)\psi_{q,b}$. 
Due to the heavy mass of charm quark, the velocities of quarks in the charmonium states are low [2]. The observed spectra of charmonium resonances correspond to different eigenstates of $Q\bar{Q}$ system provides a good probe of the QCD potential in the non-relativistic limit, which is non-relativistic QCD (NRQCD).

The NRQCD potential [2] can be decomposed into two components. Analog to QED potential between an electron and a positron, one component of the NRQCD potential between a quark and an antiquark is called short-range NRQCD potential [2]

$$V_s(r) = -\frac{4}{3} \frac{\alpha_s}{r}$$

where $\alpha_s$ is the coupling constant for the strong interaction and $r$ is the distance between the quark and antiquark.

At relatively large distances, the energy density between the quarks containing the gluon field is constant. The energy stored in the field is thus proportional to the distance between the quarks [2]

$$V_l(r) \approx \kappa r$$

where $\kappa \approx 1$GeV/fm. Thus, the complete NRQCD potential in the $Q\bar{Q}$ state is

$$V_{qq}(r) = -\frac{4}{3} \frac{\alpha_s}{r} + \kappa r$$
The production of heavy quark and anti-quark is perturbative while hadronization is non-perturbative, which cannot be calculated from first principle. In the process of hadronization, quarks and anti-quarks undergo a "cooling down" process such that the hadrons are formed [16]. The observed hadrons are usually mesons or baryons, which contain two or three valence quarks, respectively. Exotic states have also been discovered where hadrons consist of more than three quarks, e.g. pentaquarks [17].

1.2 Heavy flavor quarkonium

A meson made of a quark and its anti-quark is called quarkonium [18]. The quarkonium formed by heavy quarks, including charmonium and bottomonium, is called heavy flavor quarkonium.

The existence of charm quark was proposed by Sheldon Lee Glashow and James Bjorken. The spectra of charmonium states and the decay processes are present in Figure 2. The ground state of charmonium \( J/\psi \) meson has a rest mass of \( 3.0969 \text{GeV/c}^2 \) and mean lifetime \( 7.2 \times 10^{-21} \text{s} \) [18]. It was discovered independently by two research groups from Stanford Linear Accelerator Center (SLAC) and Brookhaven National Laboratory (BNL). Because this discovery reveals the existence of the fourth known quark, the charm quark, Burton Richter and Chao Chung Ting were awarded the 1976 Nobel Price.

Hadronic decay modes of \( J/\psi \) are strongly suppressed because of the OZI Rule [19]. The branching ratios (BR) of \( J/\psi \) main decay modes are [20]:

\[
\begin{align*}
J/\psi \rightarrow \text{hadrons} &\quad \text{BR} = (87.7 \pm 0.5) \%; \\
J/\psi \rightarrow e^+e^- &\quad \text{BR} = (5.94 \pm 0.06) \%;
\end{align*}
\]
$J/\psi \rightarrow \mu^+\mu^- \ BR = (5.93 \pm 0.06) \%$

**Figure 2:** Spectrum and transitions of the charmonium family [18].

### 1.2.1 $J/\psi$ production mechanism

The heavy mass of charm quark plays a cut-off effect that the perturbative phase of quarkonium production can be calculated precisely. However, the non-perturbative phase of quarko-
nium production can only be accessed by experimental measurements and phenomenological models.

1.2.1.1 color evaporation model

The color evaporation model (CEM) calculates the cross section for quarkonium production in hadron collisions in the following way:

\[ \sigma[A + B \rightarrow H + X] = F_H \int_{4m_{\text{Q}}^2}^{4m_M^2} \frac{d\sigma}{dm_{\text{Q}}^2}[A + B \rightarrow Q\bar{Q} + X] \]

where \( m_M \) is the mass of meson \( M \) containing the heavy quark \( Q \), \( d\sigma \) is the differential cross section for a \( Q\bar{Q} \) pair to be produced in a collision of \( A \) and \( B \), \( m_{Q\bar{Q}} \) is the invariant mass of \( Q\bar{Q} \). \( F_H \) is the fraction factor represent the ratio that invariant mass of \( Q\bar{Q} \) less than \( 2m_M \), which is assumed to be universal that can be determined by data [21]. As one of the simplest quarkonium production model that was first proposed in 1970’s, the calculation doesn’t take quantum numbers such as angular momentum, spin or color of quarks into account [22, 23].

1.2.1.2 color-singlet model and color-octet model

The quantum states of color-singlet and color-octet read \( \frac{1}{\sqrt{3}}(r\bar{r} + g\bar{g} + b\bar{b}) \) and \( r\bar{r}, r\bar{b}, g\bar{r}, g\bar{b}, b\bar{r}, b\bar{g}, \frac{1}{\sqrt{2}}(r\bar{r} - g\bar{g}), \frac{1}{\sqrt{6}}(r\bar{r} + g\bar{g} - 2b\bar{b}) \) respectively [2]. In the color-singlet model, it assumes that the quantum state of the pair does not evolve between its production and hadronization, neither in spin, nor in color. The differential production cross section is calculated in the following way:
\[ d\sigma[A + B \rightarrow Q\bar{Q} + X] = \sum_{i,j} \int dx_i dx_j f_i(x_i, \mu_F) f_j(x_j, \mu_F) d\hat{\sigma}_{i\bar{j} \rightarrow Q\bar{Q}+X} |\psi(0)|^2 \]

where parton distribution functions (PDFs) \( f_i(x_i, \mu_F) \) \( (f_j(x_j, \mu_F)) \) is the number density of the parton of flavour \( i \) \( (j) \) inside the hadron \( A \) \( (B) \); \( x_i \) \( (x_j) \) is the parton momentum fraction denoted the fraction parton carried from proton; and \( \mu_F \) is factorisation scale [24].

Compared with color-singlet model, color-octet model take quantum numbers that angular momentum, spin and color into the calculation of production mechanism and express the hadronization probability of a heavy-quark pair into a quarkonium via long-distance matrix elements (LDMEs) \( <O^n_Q> \) [25].

\[ d\sigma[A + B \rightarrow Q\bar{Q} + X] = \sum_{i,j,n} \int dx_i dy_j f_i(x_i, \mu_F) f_j(x_j, \mu_F) d\hat{\sigma}_{i\bar{j} \rightarrow Q\bar{Q}+X} (\mu_R, \mu_F, \mu_A) <O^n_Q> \]

where \( n \) denotes sets of quantum numbers including color, angular momentum and spin; \( f_i(x_i, \mu_F) \) \( (f_j(x_j, \mu_F)) \) is the parton distribution function of parton of \( i \) \( (j) \) flavour. The cross section is calculated by summing up all component contribution. For the color-singlet and color-octet model, they essentially differs from how many quantum states allowed during the process of quarkonium production.
Figure 3: Top: \(J/\psi\) cross section times branching ratio as a function of \(p_T\) in \(p+p\) collisions at \(\sqrt{s} = 200\text{GeV}\). Solid circles, open circles and blue squares are the published results from STAR [26]; triangles are the published results for \(|\eta| < 0.35\) from PHENIX [27]. Bars and boxes are statistical and systematic uncertainties, respectively. The curves are CEM (green) [28], NLO NRQCD A (orange) [29], CGC + NRQCD (blue) [30], and NLO NRQCD B (magenta) [31] theoretical calculations, respectively. Bottom: ratios of these results with respect to the central value [32].
The theoretical models on \( \psi \) production mechanism provide very distinct predictions on \( \psi \) polarization, while have good agreement with \( \psi \) cross section experiment measurements as shown in Figure 3 and Figure 4. Therefore, the experimental measurement of \( \psi \) polarization
become a useful tool to distinguish different models and constraints the parameters of theoretical models.

1.2.2 J/ψ polarization

To extract the J/ψ polarization parameters from data, we need to define the polarization reference frame first. As shown in Figure 5, \( p_1 \) and \( p_2 \) correspond to the colliding proton’s momentum in the J/ψ rest frame, which defines the production plane. Y axis is perpendicular to the production plane. The difference between Helicity frame and Collins-Soper frame is that the Z axis in Helicity frame is defined along the sum of \( p_1 \) and \( p_2 \) vector, while the Z axis in Collins-Soper frame is defined as the bisector of \( p_1 \) and \( p_2 \) vector. Consequently, after Y axis and Z axis is aligned, the X axis is determined. In the present study, we usually measure the polarization parameters in Helicity frame and Collins-Soper frame.

To remove the effect of the arbitrary choice of reference frame, \( \lambda_{\text{inv}} \) is the specific quantity remaining the same in both the Helicity frame and the Collins-Soper frame.

\[
\lambda_{\text{inv}} = \frac{\lambda_\theta + 3\lambda_\phi}{1 - \lambda_\phi}
\]  

(1.1)
Figure 5: Definition of the polarization frames: helicity (HX) and Collins-Soper (CS) frames [34]. The y-axis is perpendicular to the production plane, which is defined by the momenta of the two colliding protons, represented by $p_1$ and $p_2$ respectively.

A particle may be observed preferentially in a state belonging to a definite subset of the possible eigenstates of the angular momentum component $J_z$ along a characteristic quantization axis. When this happens, the particle is said polarized [35]. Polarization of $J/\psi$ indicates the anisotropic spatial distribution of lepton decay from $J/\psi$ with respect to $J/\psi$ momentum. And the differential cross section of $J/\psi$ decay products can be written as the Fourier series expansion as following:

$$\frac{\partial^2 N}{\partial \cos \theta \partial \phi} \propto 1 + \lambda_\theta \cos^2 \theta + \lambda_\phi \sin^2 \theta \cos(2\phi) + \lambda_{\theta\phi} \sin(2\theta) \cos \phi,$$  (1.2)
where the coefficients $\lambda_\theta$, $\lambda_\phi$ and $\lambda_{\theta\phi}$ are parameters determining the probability density distribution of the decay products with respect to the polarization ($\hat{z}$) axis in the $J/\psi$ rest frame. As illustrated by Figure 6, when $\lambda_\theta = +1$ the positron prefers moving parallelly to $z$ axis and when $\lambda_\theta = -1$ the positron prefers moving orthogonally to $z$ axis.

Figure 6: The extreme cases that when polarization parameter $\lambda_\theta$ is equal to $+1$ and $-1$ respectively. The probability that positron decay from the direction is equal to the distance of the corresponding surface from the origin [35].
The integration over \( \cos \theta \) or \( \phi \) yields the one-dimensional distribution of \( \phi \) and \( \cos \theta \) respectively,

\[
W(\cos \theta) \propto \frac{1}{3 + \lambda_\theta}(1 + \lambda_\theta \cos^2 \theta),
\]

(1.3)

\[
W(\phi) \propto 1 + \frac{2\lambda_\phi}{3 + \lambda_\theta} \cos 2\phi
\]

(1.4)

Due to the nature of differential cross section of positron decay from \( J/\psi \) is probability which should be greater than or equal to 0 for every direction. This requirement exerts constraints on the \( J/\psi \) polarization parameters so that the admissible set of \( J/\psi \) polarization parameters is shown in Figure 7.

![Figure 7: Allowed regions for the \( J/\psi \) polarization parameters [35].](image-url)
The rest of the thesis is organized as following:

Chapter 2 introduces Relativistic Heavy Ion Collider (RHIC), the physics tasks of Solenoid Tracker at RHIC (STAR) experiments, and main detectors used for triggering, track reconstruction, and particle identification.

Chapter 3 explains how the $J/\psi$ signals are reconstructed, including: how to identify electrons, how to calculate the invariant mass spectra, remove the combinatorial background and get the signal of $J/\psi$ particle.

Chapter 4 describes how to calculate likelihood based on dataset and efficiency of detectors, locate the optimum point of likelihood and exam the property of estimator via toy Monte Carlo simulation.

Chapter 5 presents the systematic uncertainties coming from different sources, and how to combined them together as overall systematic uncertainty of our measurements.

Chapter 6 draws the conclusion based on empirical measurements results.

Chapter 7 summarizes the $J/\psi$ polarization using STAR 2012 dataset and provides a vista on the $J/\psi$ polarization measurements from p+Au and Au+Au collisions system from STAR 2011 and 2015 datasets.
CHAPTER 2

STAR EXPERIMENT

2.1 Relativistic Heavy Ion Collider (RHIC)

The Relativistic Heavy Ion Collider (RHIC) at Brookhaven National Laboratory (BNL) is the first machine in the world capable of colliding heavy ions [36]. As shown in Figure 8, the detectors locate in 6 o’clock and 8 o’clock are STAR and PHENIX respectively. The colliding atoms are ionized and stripped of outside electrons in the Tandem Van de Graaff, accelerated at Alternating Gradient Synchrotron (AGS), then injected into the RHIC rings and accelerated to desire energy [37]. The superconducting magnets along the ring deflect and focus the beam. The beams of protons and heavier nuclei are accelerated by oscillating electrical field to nearly the speed of light. By convention, one beam is called the ”blue” beam (clockwise), while the other is called ”yellow” beam (anticlockwise) [37]. When two beams of ions colliding with each other, the constituent quarks and gluons will undergo a break-up and regroup-up. This process provides an important window for us to gain insight into many important physics mechanisms. The measurements conducted at RHIC help to develop cutting edge physics theory and put influential ones in test [38]. With the capability of high precision track reconstruction, momentum measurement, and particle identification at the mid-rapidity region, the STAR experiment is designed for multiple important tasks including the property of quark-gluon plasma (QGP) and proton spin physics [39].
QGP, also known as quark-gluon soup, is a state of nuclear matter which exists at extremely condition [38]. QGP consists of asymptotically free strong-interacting quarks and gluons. Through collision of Au nuclei, the QGP is generated in the overlapping region with an almond shape. The dynamical evolution of the QGP can be described by hydrodynamics, which can successfully describe experimental results on azimuthal anisotropy of final state particles. The QGP will cool down to form hadrons shortly after its generation [40]. Such a phase
transition is illustrated in the phase diagram of nuclear matter in Figure 10, in analogy to the phase diagram of water. Understanding the properties and phase transition of QGP is essential for us to understand the evolution of the early universe [38].

Figure 9: Through collision of Au nuclei, the QGP is generated in the overlapping region with an almond shape.
It is suspected that the rapid formation of almost perfectly liquid hot QCD matter in heavy-ion collisions may be related to the emergence of universal characteristics in high-density gluon matter at zero temperature that is predicted to dominate the low-$x$ component of the nuclear wave function when probed at high energy. To explore this connection, precision measurements of the nuclear wave function at an EIC will be required to complement nuclear collision experiments with small and large nuclei.

3.2 Mapping the QCD phase diagram

When the first protons and neutrons and pions formed in the microseconds-old universe, and when they form in heavy-ion collisions at the highest RHIC energies and at the LHC, they condense out of liquid quark-gluon plasma consisting of almost as much antimatter as matter. Lattice calculations show that QCD predicts that, in such an environment, this condensation occurs smoothly as a function of decreasing temperature, with many thermodynamic properties changing dramatically but continuously within a narrow temperature range around the transition temperature $T_{c}$ [145 MeV, 163 MeV] [33, 73], referred to as the crossover region of the phase diagram of QCD, see Fig. 4. In contrast, quark-gluon plasma doped with a sufficient excess of quarks over anti-quarks may instead experience a sharp first order phase transition as it cools, with bubbles of quark-gluon plasma and bubbles of hadrons coexisting at a well-defined critical temperature, much as bubbles of steam and liquid water coexist in a boiling pot. The point where the doping of matter over antimatter (parametrized by the net baryon number chemical potential $\mu_B$) becomes large enough to instigate a first order phase transition is referred to as the QCD critical point. It is not yet known whether QCD has a critical point [74–78], nor where in its phase diagram it might lie. Lattice calculations become more difficult or more indirect or both with increasing $\mu_B$ and, although new methods introduced within the past decade have provided some hints [75, 77, 79], at present only experimental measurements can answer these questions definitively. The theoretical calculations are advancing, however, with new methods and advances in computational power both anticipated.

The phase diagram of QCD, with our current knowledge schematically shown in Fig. 4, is the only

Figure 10: Phase diagram and critical point of QGP [41].
The recent understanding of proton’s spin suggests it is made of three components, quarks’ spin, gluons’ spin and quark and gluon orbital angular momenta [42]. To investigate the contribution from each component, it is required to know the prior knowledge of momentum distribution of the quarks and gluons of proton, which is studied by parton model [43]. To understand the nature of proton’s spin thereby the nature of fundamental particles’ spin, as one of important goals of RHIC, the experiments at RHIC were also designed to conduct the experiments of colliding spin-aligned proton beams.

The installation of Siberian Snake [44] makes it possible for spin physics experiments. The Siberian Snake is an arranged group of dipole magnets. The anomalous magnetic moment of the proton is $2.792 \mu_N$, where the nuclear magnetic moment $\mu_N = \frac{e_0}{2m_p}$ [45]. When protons enter the Siberian Snake, the magnetic field will exert a torque on the protons due to the interaction between the magnetic field and protons’ intrinsic magnetic moment [46]. It will rotate the orientation of protons’ spin to the desired direction.

2.2 Solenoidal Tracker At RHIC (STAR)

For high energy physics experiments at colliders, detectors usually have an onion-like structure. This kind of hierarchical structure gives detector the capability to distinguish different types of particles and measure their physics quantities such as momentum, energy and so forth. The center-of-mass energy $\sqrt{s}$ is calculated based on the total energy and momentum of the two colliding particles [2],

$$s = \left( \sum_{i=1}^{2} E_i \right)^2 - \left( \sum_{i=1}^{2} p_i \right)^2$$
The scattered partons are observed as jets or leading hadrons. The momenta of jets or hadrons can be precisely measured and applied to calculate differential cross section [2].

2.2.1 Time Projection Chamber

Time Projection Chamber (TPC) shown in Figure 11 is the main detector at STAR to reconstruct the trajectories of charged particles and help identify particles. The length of the TPC is 420cm, the outer diameter of the drift volume is 400cm and the inner diameter of the drift volume is 100cm. The TPC is placed inside a solenoidal magnet that provides a uniform homogeneous and non-divergent magnetic field of 0.5 Tesla magnitude. The gas inside TPC is called P10 gas (90% argon, 10% methane by volume) [47].

When energetic charged particles go through the P10 gas, they ionize nearby gas atoms and ionized particles drift in an exerted electrical field of the TPC to the side. Multi-wire proportional chambers (MWPC) are mounted on both sides of the TPC. High voltage is exerted on each wire of the MWPC. When an ionized particle passes by the wire, it causes avalanche and generates a current signal along the wire. The positive ions created in the avalanche induce a temporary image charge on the pads which disappears as the ions move away from the anode wire. The image charge is measured by a preamplifier/shaper/waveform digitizer system. The induced charge from an avalanche is shared over several adjacent pads, so the original track position can be reconstructed to a small fraction of a pad width. There are a total of 136,608 pads in the readout system [48]. Knowing the measured drift velocity of ionized particles, one can calculate the position of the charged particle along the z-axis. The trajectory of the charged particle is then reconstructed by lining up the hits from the TPC. With the magnitude and
direction of the magnetic field is known, the momentum and charge sign of energetic charged particles can be determined by calculating the Lorentz force exerted on the particle.

Figure 11: The complex of Time Projection Chamber [49].
Meanwhile, the charged particle loses its kinematic energy as it ionizes the gas atoms nearby.

The Bethe-Bloch equation calculates the energy loss per unit length traversed [50].

\[- \langle \frac{dE}{dx} \rangle = K z^2 \frac{Z}{A} \frac{1}{\beta^2} \left( \frac{1}{2} \ln \frac{2 m_e c^2 \beta^2 \gamma^2 W_{max}}{I^2} - \beta^2 - \frac{\delta(\beta \gamma)}{2} \right)\]  

(2.1)

where $K = 4 \pi N_A r_e^2 m_e c^2$; $A$ atomic mass of absorber; $z e$ charge of incident particle; $Z$ atomic number of absorber; $I$ mean excitation energy (eV); $\delta(\beta \gamma)$ density effect correction to ionization energy loss; $T_{max}$ is the maximum kinetic energy which can be imparted to a free electron in a single collision [2, 18]. STAR experiments use Bichsel function instead [51].

The energy loss is normalized by calculating $n \sigma_e$ with Equation 2.2

\[n \sigma_e = \frac{\log(dE/dx)_{measured} - \log(dE/dx)_{theoretical}}{\sigma(\log(dE/dx))}\]

(2.2)

where $\log(dE/dx)_{theoretical}$ is the theoretical $\log(dE/dx)$ calculated by Bethe-Bloch equation; $\log(dE/dx)_{measured}$ is calculated by how much extent the trajectory is bend via ionization process and $\sigma(\log(dE/dx))$ is the variation of $\log(dE/dx)$ from the measurements. As shown in Figure 12, measurements of $\log(dE/dx)$ distinguish electron tracks from hadron tracks based on the different characteristic of energy loss.
Figure 11: The energy loss distribution for primary and secondary particles in the STAR TPC as a function of the $p_T$ of the primary particle. The magnetic field was 0.25 T. M. Anderson et al. / Nuclear Instruments and Methods in Physics Research A 499 (2003) 659–678.

Figure 12: The characteristics of energy loss distribution for different particles [47].
The readout system is based on Multi-Wire Proportional Chambers (MWPC) with readout pads. The drifting electrons avalanche in the high fields at the 20 μm anode wires providing an amplification of 1000–3000. The positive ions created in the avalanche induce a temporary image charge on the pads which disappears as the ions move away from the anode wire. The image charge is measured by a preamplifier/shaper/waveform digitizer system. The induced charge from an avalanche is shared over several adjacent pads, so the original track position can be reconstructed to a small fraction of a pad width. There are a total of 136,608 pads in the readout system.

The TPC is filled with P10 gas (10% methane, 90% argon) regulated at 2 mbar above atmospheric pressure [7]. This gas has long been used in TPCs. Its primary attribute is a fast drift velocity which peaks at a low electric field. Operating on the peak of the velocity curve makes the drift velocity stable and insensitive to small variations in temperature and pressure. Low voltage greatly simplifies the field cage design.

The design and specification strategy for the TPC have been guided by the limits of the gas and the financial limits on size. Diffusion of the drifting electrons and their limited number defines the position resolution. Ionization fluctuations and finite track length limit the \( \frac{dE}{dx} \) particle identification. The design specifications were adjusted accordingly to limit cost and complexity without seriously compromising the potential for tracking precision and particle identification.

Table 1 lists some basic parameters for the STAR TPC. The measured TPC performance has generally agreed with standard codes such as MAGBOLTZ [8] and GARFIELD [9]. Only for the most detailed studies has it been necessary to make custom measurements of the electrostatic or gas parameters (e.g., the drift velocity in the gas).

### Table 1

<table>
<thead>
<tr>
<th>Item</th>
<th>Dimension</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length of the TPC</td>
<td>420 cm</td>
<td>Two halves, 210 cm long</td>
</tr>
<tr>
<td>Outer diameter of the drift volume</td>
<td>400 cm</td>
<td>200 cm radius</td>
</tr>
<tr>
<td>Inner diameter of the drift volume</td>
<td>100 cm</td>
<td>50 cm radius</td>
</tr>
<tr>
<td>Distance: cathode to ground plane</td>
<td>209.3 cm</td>
<td>Each side</td>
</tr>
<tr>
<td>Cathode</td>
<td>400 cm diameter</td>
<td>At the center of the TPC</td>
</tr>
<tr>
<td>Cathode potential</td>
<td>28 kV</td>
<td>Typical</td>
</tr>
<tr>
<td>Drift gas</td>
<td>P10</td>
<td>10% methane, 90% argon</td>
</tr>
<tr>
<td>Pressure</td>
<td>Atmospheric +2 mbar</td>
<td>Regulated at 2 mbar above atm.</td>
</tr>
<tr>
<td>Drift velocity</td>
<td>5.45 cm/μs</td>
<td>Typical</td>
</tr>
<tr>
<td>Transverse diffusion (σ)</td>
<td>230 μm/√cm</td>
<td>140 V/cm &amp; 0.5 T</td>
</tr>
<tr>
<td>Longitudinal diffusion (σ)</td>
<td>360 μm/√cm</td>
<td>140 V/cm</td>
</tr>
<tr>
<td>Number of anode sectors</td>
<td>24</td>
<td>12 per end</td>
</tr>
<tr>
<td>Number of pads</td>
<td>136,608</td>
<td></td>
</tr>
<tr>
<td>Signal to noise ratio</td>
<td>20:1</td>
<td></td>
</tr>
<tr>
<td>Electronics shaping time</td>
<td>180 ns</td>
<td>FWHM</td>
</tr>
<tr>
<td>Signal dynamic range</td>
<td>10 bits</td>
<td></td>
</tr>
<tr>
<td>Sampling rate</td>
<td>9.4 MHz</td>
<td></td>
</tr>
<tr>
<td>Sampling depth</td>
<td>512 time buckets</td>
<td>380 time buckets typical</td>
</tr>
<tr>
<td>Magnetic field</td>
<td>0, ±0.25 T, ±0.5 T</td>
<td>Solenoidal</td>
</tr>
</tbody>
</table>

Figure 13: Main parameters for the STAR TPC [47].
2.2.2 Vertex Position Detector and Time Of Flight

As shown in Figure 14, the vertex position detector (VPD) exists as two identical detector assemblies, one on the east and one on the west of STAR. Each of the nineteen channels used in each assembly is composed of a Pb converter followed by a fast, plastic scintillator which is read out by a photomultiplier tube (PMT). The signals from the nineteen channels in each assembly are digitized independently by two different sets of electronics [52]. The start time of the collision and the position of vertex can be calculated based on the average time of two VPDs assemblies.

![Figure 14: The complex of VPD detectors [52].](image-url)
The Time of Flight (TOF) detector covers $2\pi$ in azimuth angle and $|\eta| < 1$ in pseudo-rapidity [53]. It extends the limit of particle identification capability to a higher momentum range than that of the TPC. As the main component of TOF, multi-gap resistive plate chamber (MRPC) is designed to achieve good time and reasonable position resolutions, where signals are generated when charged particles travel through the gas and cause the avalanche [54]. Figure 15 depicts the schematic structure of MRPC [54].

![Figure 15: Two side views of the structure of an MRPC module. The upper (lower) view shows the long (short) edge. The two views are not shown at the same scale [53].](image)
Together with the start time of collision recorded by the VPD and the time of arrival recorded by the TOF, the time interval from the start time and the time the particle reaches the TOF can be calculated accordingly. The vertex position of collision of beams is calculated by:

$$z = \frac{c(T_{\text{east}} - T_{\text{west}})}{2}$$  \hspace{1cm} (2.3)

where, $T_{\text{east}}$ and $T_{\text{west}}$ are the time recorded by the VPD, $c$ is the speed of light. The start time is calculated by:

$$T_{\text{start}} = \frac{(T_{\text{east}} + T_{\text{west}})}{2} - \frac{L}{c}$$

where, the distance $L = 5.7\text{m}$.

$$\frac{1}{\beta} = \frac{c\Delta t}{L}$$  \hspace{1cm} (2.4)
Distinguishing flow effects from other dynamical effects by comparison of the identified particle transverse momentum spectra for p+p, d+Au, and Au+Au collisions; distinguishing flow effects arising from the partonic versus the hadronic stage of the collision.

Figure 16: Inverse velocity vs momentum from 2.6 million TOFr+pVPD-triggered events in d+Au collisions [53].
• Distinguishing flow effects from other dynamical effects by comparison of the identified particle transverse momentum spectra for p+p, d+Au, and Au+Au collisions; distinguishing flow effects arising from the partonic versus the hadronic stage of the collision.

Figure 46: Inverse velocity vs momentum from 2.6 million TOFr+VPD-triggered events in d+Au collisions.

Figure 47: Left top: TPC dE/dx vs the momentum in d+Au collisions. Left bottom: TPC dE/dx vs the momentum after TOFr PID selection of |1β| < 0.03. Clean electron identification is achieved. Right: dE/dx from TPC after TOFr PID selection (left bottom panel) for 1.0 < p < 1.5GeV/c [53].

2.2.3 Barrel ElectroMagnetic Calorimeter

In STAR, a sampling calorimeter uses lead and plastic scintillator for the detection of electromagnetic energy [55]. The calorimeter is constructed from a number of relatively small modules, which allows the calorimeter to cover the necessary area and be flexible to complex geometry as well [55].
The geometry and coverage of the Barrel ElectroMagnetic Calorimeter (BEMC) is shown in Figure 18. It covers the pseudo-rapidity range $|\eta| < 1$ and full azimuthal angle. The STAR physics program requires that the calorimeter permit the reconstruction of the $\pi^0$'s and isolated photons at relatively high $p_T \approx 25 - 30 \text{GeV}/c$ and be capable of identifying single electrons and pairs in intense hadron backgrounds from heavy vector mesons and W and Z decays [55].

In STAR, a sampling calorimeter uses lead and plastic scintillator for the detection of electromagnetic energy [55]. The calorimeter is constructed from a number of relatively small modules, which allows the calorimeter to cover the necessary area and be flexible to complex geometry as well [55].

When energetic charged particles go through a scintillator, scintillator molecules absorb energy and go to excited states. The molecules will release photons and come back to the ground state. The photon signal is led to photomultiplier tubes via optical fibers. After calibration, one can measure the energy that the particle deposits in the BEMC from the amplitude of the signal from the photomultiplier readout [55].
In contrast to that hadrons only deposit a fraction of its energy, as shown in Figure 19, electrons deposit all the kinematic energy. By measuring the ratio of momentum over the energy, it help us distinguish electrons from hadrons.
Figure 19: The E/pc distribution
CHAPTER 3

J/ψ SIGNALS RECONSTRUCTION

3.1 J/ψ reconstruction

To measure the polarization parameters $\lambda_\theta$, $\lambda_\phi$, and $\lambda_{\theta\phi}$, one needs both the precise measurement of raw yield distribution of polar and azimuthal angular distribution of positron momentum with regard to J/ψ momentum and the knowledge of detectors’ efficiency. Thereafter, the J/ψ polarization parameters measurement can be decomposed into three main steps: 1) event reconstruction, 2) spatial distribution of probability density function measurement including central value and statistical uncertainty of polarization parameters, 3) systematic uncertainty measurements with regard to different sources.

The event reconstruction refers to means that reconstruct physics event of interest happened during the collision. In my study, the event of J/ψ decay to dielectron are of significance. First of all, the observable quantity like electron’s momentum, positron’s momentum, J/ψ’s momentum and so on should be measured precisely in order to reconstruct the event of J/ψ’s decay. Meanwhile, the combinatorial background that the event mistakenly taken as J/ψ decay should also be calculated as well. The technique called ”unlike sign minus like sign” is applied to remove combinatorial background in this study.

The spatial distribution of probability density function measurement involves the likelihood estimation and minimization. Based on maximum likelihood estimation, the likelihood is cal-
culated according to the definition in combination with efficiency of detectors. The problem of finding the probability density function match the empirical observation best is transformed to the problem of minimization. The ROOT TMinuit package is applied to search for the minimum point of the likelihood.

3.1.1 Datasets

Three STAR datasets in p+p collisions at \( \sqrt{s} = 200 \text{ GeV} \) collected in 2012 are used in this study. The present measurement of J/\( \psi \) polarization focuses on the process that J/\( \psi \) decays into an electron and a positron. Hence, the capability to identify electron track is the most important part to reconstruct J/\( \psi \) mesons.

As listed in Table I, the track quality cuts indicates whether a track is a ”good” track. First of all, the momentum of a track should be greater than 0.2 GeV/c because the magnetic field will bend the trajectory of charged particle, if the momentum of the charged particle is too low, it will form a closed circular track inside TPC, which would be rejected by STAR track reconstruction algorithm. The cut on the distance of the closed approach to the primary vertex \( \text{DCA} \) is set to be less than 1cm due to the short lifetime of J/\( \psi \), which requests the electron tracks that decay from J/\( \psi \) particle should be within 1cm away from the vertex position. The number of TPC hits used in track reconstruction (nHitsFit) is required to be larger than 20. NHitsdEdx indicates how many hits point are used to measure energy loss \( (dE/dx) \) of particle during traversal per length [56]. The ratio of nHitsFit/nHitsMax (nHitsRatio), where nHitsMax is the maximum number of points available in track fit, is required to be larger than 0.52 and less than 1.02.
As listed in Table II, for electron identification, the cut for the normalized energy loss is $-1.9 < n\sigma_e < 3$. The BEMC and TOF are also used for the electron identification. The BEMC has a better capability to identify electrons with relatively high momentum ($p_T > 1\text{GeV}/c$). It requests the momentum over energy of the track satisfy that $0.3 < p/E < 1.5$. Complementarily, the TOF has a better capability to identify electrons with relatively low momentum. It requests the TOF matching $Y_{\text{local}}^{\text{TOF}}$ satisfy that $|Y_{\text{local}}^{\text{TOF}}| < 2\text{cm}$ and $|1/\beta - 1| < 0.03$.

As listed in Table III, triggers define under what condition that the detectors start to record information of interests. The datasets used in this analysis are triggered by minimum-bias (MB), BHT0 and BHT2 trigger respectively. For VPDMB-nobsmd triggered events, it is triggered by a coincidence signal from the VPDs on both sides. The integrated luminosity of VPDMB-nobsmd is $0.029\text{ pb}^{-1}$ with 734.853 million events. For BHT0*BBCMB*TOF0 triggered events, in combination with the coincidence signal from BBC and TOF, it requires additionally an electron fire high tower (HT) trigger with DSMADC readout greater than 11 and ADC0 readout greater than 180, which corresponds to an energy deposition in the BEMC that is larger than $2.6\text{GeV}$. The integrated luminosity of BHT0*BBCMB*TOF0 is $1.371\text{ pb}^{-1}$ with 39.164 million events. Similarly, for BHT2*BBCMB triggered events, in combination with coincidence signal from BBC, it requires an electron fire HT trigger with DSMADC readout greater than 18 and ADC0 readout greater than 300, which corresponds to an energy deposition in the BEMC larger than $4.3\text{GeV}$. The integrated luminosity of BHT2*BBCMB is $23.550\text{ pb}^{-1}$ with 36.062 million events. The electron track is called triggered electron.
TABLE I: Track quality cuts

<table>
<thead>
<tr>
<th>Condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0.2 &lt; p_T &lt; 30 \text{ GeV}/c$</td>
</tr>
<tr>
<td>$-1 \leq \eta \leq 1$</td>
</tr>
<tr>
<td>$\text{DCA} &lt; 1 \text{ cm}$</td>
</tr>
<tr>
<td>$n_{\text{HitsFit}} \geq 20$</td>
</tr>
<tr>
<td>$n_{\text{HitsdEdx}} \geq 11$</td>
</tr>
<tr>
<td>$n_{\text{HitsRatio}} &gt; 0.52$</td>
</tr>
</tbody>
</table>

TABLE II: Electron identification cuts

<table>
<thead>
<tr>
<th>Type</th>
<th>Condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>BEMC electron</td>
<td>$-1.9 &lt; n \sigma_e &lt; 3, \ p_T &gt; 1 \text{ GeV}/c, \ 0.3 &lt; p/E &lt; 1.5$</td>
</tr>
<tr>
<td>TOF electron</td>
<td>$-1.9 &lt; n \sigma_e &lt; 3, \</td>
</tr>
</tbody>
</table>

TABLE III: Triggered electron cuts

<table>
<thead>
<tr>
<th>Type</th>
<th>Condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>BHT0</td>
<td>$p_T &gt; 2.6 \text{ GeV}/c, \ DSMADC &gt; 11, \ ADC0 &gt; 180$</td>
</tr>
<tr>
<td>BHT2</td>
<td>$p_T &gt; 4.3 \text{ GeV}/c, \ DSMADC &gt; 18, \ ADC0 &gt; 300$</td>
</tr>
</tbody>
</table>
3.1.2 \( J/\psi \) reconstruction from data

The process that \( J/\psi \) decay to dielectron is a two-body decay. To reconstruct \( J/\psi \) meson via its decay products electron and positron, the invariant mass is calculated from the four momenta of the electron and positron, namely [2]

\[
m_{\text{inv}}^2 = p_\mu p_\mu = E^2 - p^2
\] (3.1)

Two electrons with opposite charge sign in the same event are paired and the invariant mass is calculated to reconstruct \( J/\psi \) candidates. These dielectron pairs are called unlike-sign pairs, which receives contributions from not only electron-positron pairs from \( J/\psi \) decay, but also those randomly paired ones, which is referred to as combinatorial background. To remove the combinatorial background, two electrons or positrons with the same sign in the same event are paired, which are called like-sign pairs. By subtracting like-sign distribution from unlike-sign distribution, I can remove the contribution from the combinatorial background and extract the signal distribution. This technique to remove combinatorial background is called "unlike sign minus like sign". The invariant mass spectra of dielectron pairs in different \( p_T \) bins are present in Figure 20.
Figure 20: Invariant mass spectra of dielectron pairs in different $p_T$ bins (from left to right: $p_T = 0-2, 2-4, 4-6, 6-8, 8-14$ GeV/c). The black markers (blue filled histograms) are the spectra from unlike-sign (like-sign) charge pairs, while the red marker represent those obtained by subtracting the like-sign spectra from the unlike-sign ones. The latter are fit to Double Crystal functions represented by the red solid curves.

3.1.3 $J/\psi$ decay products $\cos\theta$ and $\phi$ distribution

Using the same method "unlike sign minus like sign", I calculate the 2-dimensional for positron from $J/\psi$ candidate decay distribution as a function of $(\cos\theta, \phi)$. The results are shown in Figure 21.
Figure 21: 2D distribution of J/ψ candidates from data as a function of (cosθ, φ) plane in different p_T bins (from left to right: p_T=0-2, 2-4, 4-6, 6-8, 8-14 GeV/c). The top (bottom) row shows the distributions in the HX (CS) frame.

3.1.4 J/ψ Reconstruction Efficiency from Detector Simulation

The detectors response to track of electrons differently with regard to orientation, momentum, energy of the trajectory of electrons and acceptance and trigger of detectors. Hence, the knowledge of detectors’ response is essential for us to interpret datasets collected from the experiment, which is called efficiency of detectors. The GEANT detector simulation and embedding technique are used to calculate the efficiency of detectors [57]. The simulated tracks are embedded into the real data tracks information. To correctly represent the detectors’ response, the simulated tracks are weighted according to the real data distribution by a weight function.
The Levy weight function is used to weight the $p_T$ distribution in the embedding. The Levy function has the following form with parameters $A$, $B$ and $C$ and the parameters of Levy weight function is set by fitting to $p_T$ distribution in dataset.

$$\text{Levy}(p_T) = \sqrt{2}Ap_T/(1 + (\sqrt{p_T^2 + 3.0969^2} - 1.865)/BC)^B$$ \hspace{1cm} (3.2)

where, $A = 339.805$, $B = 8.96953$ and $C = 0.210824$.

The rapidity distribution is also weighted [58]. The rapidity weight function is:

$$w_y = \exp(-0.5y^2/1.416^2)$$ \hspace{1cm} (3.3)

The value of the fitting parameter is: $A = 1.42 \pm 0.04$.

In pairing procedure, I select EMC electron first, then seek for another candidate from TOF matching. In this way, the TOF efficiency has a dependence on EMC matching efficiency. Then, I need to calculate the TOF efficiency condition with following formula:

$$P(\text{TOF}) = P(\text{TOF}|\text{EMC})P(\text{EMC}) + P(\text{TOF}|\neg\text{EMC})P(\neg\text{EMC})$$ \hspace{1cm} (3.4)

$$P(\text{TOF}|\neg\text{EMC}) = \frac{P(\text{TOF})(1 - P(\text{EMC})/r)}{P(\neg\text{EMC})}$$ \hspace{1cm} (3.5)

The TOF matching efficiency is calculated by a function $p_0e^{-(p_T^*p_T)^2}$ in 20 bins of $|\eta| < 1$. 
As shown in Figure 22, the overall efficiency of detectors as a function of \((\cos\theta, \phi)\) is calculated by the ratio of Monte Carlo tracks passed all cuts over all Monte Carlo tracks in the embedding.

Figure 22: J/ψ reconstruction efficiency from embedding as a function of \((\cos\theta, \phi)\) in different \(p_T\) bins (from left to right: \(p_T=0-2, 2-4, 4-6, 6-8, 8-14\) GeV/c). The top(bottom) row shows the efficiencies in the HX (CS) frame.

In the end, the statistical and systematic uncertainty of polarization parameters are measured, which indicates how precise the measurements are. The statistical uncertainty of polarization parameters mainly depends on the how many samples are collected in the dataset. And the systematic uncertainty of polarization parameters are measured mostly with regard to the choice of cuts configuration.
CHAPTER 4

EXTRACTION OF J/ψ POLARIZATION

4.1 Maximum Likelihood Estimation of J/ψ Polarization Parameters

The probability density function indicates the spatial distribution of positron decay from J/ψ, can be written as a Fourier series as following.

\[ f(\theta, \phi) \propto 1 + \lambda_\theta \cos^2 \theta + \lambda_\phi \sin^2 \theta \cos(2\phi) + \lambda_{\theta\phi} \sin(2\theta) \cos \phi \]  \hspace{1cm} (4.1)

where \( \theta \) is polar angle and \( \phi \) is azimuthal angle as shown in Figure 23. Coefficients of the Fourier series represent the contribution of each component term. Our measurements try to determine the values of these coefficients that match the experimental observation best. The results represent the anisotropic characteristics of probability density function of J/ψ polarization.
Statistically, the measurement to extract the J/ψ polarization parameters from the dataset is point estimation.

In this study, maximum likelihood estimation is applied to extract parameters of J/ψ polarization. The negative log-likelihood is calculated based on the probability density function, spatial distribution of positron decay from J/ψ and reconstruction efficiency $\epsilon(\cos \theta, \phi)$:

$$P(\cos \theta, \phi | \lambda_\theta, \lambda_\phi, \lambda_{\theta\phi}) = \frac{\partial^2 N}{\partial \cos \partial \phi}(\cos \theta, \phi | \lambda_\theta, \lambda_\phi, \lambda_{\theta\phi}) \ast \epsilon(\cos \theta, \phi).$$  \hspace{1cm} (4.2)
The likelihood function for a data sample with \( N \) observed \( J/\psi \)'s is thus

\[
L(\lambda_\theta, \lambda_\phi, \lambda_{\theta\phi}) = \prod_{i=1}^{N} P(\cos \theta_i, \phi_i | \lambda_\theta, \lambda_\phi, \lambda_{\theta\phi}),
\]

which would reach maximum at the true \( \lambda_\theta, \lambda_\phi, \lambda_{\theta\phi} \) values. In our study the MLE is obtained by finding the minimum of the negative logarithm of the likelihood function

\[
-\ln L(\lambda_\theta, \lambda_\phi, \lambda_{\theta\phi}) = -\sum_{i=1}^{N} \ln P(\cos \theta_i, \phi_i | \lambda_\theta, \lambda_\phi, \lambda_{\theta\phi})
\]

by finding the place where \(-\ln L(\lambda_\theta, \lambda_\phi, \lambda_{\theta\phi}) = -\ln L_{\text{min}}\), i.e.,

\[
\frac{\partial \ln L}{\partial \lambda_\theta} = \frac{\partial \ln L}{\partial \lambda_\phi} = \frac{\partial \ln L}{\partial \lambda_{\theta\phi}} = 0.
\]

The statistical uncertainties are obtained with \(-\ln L = -\ln L_{\text{min}} + 1/2\) [18].

As shown in Figure 24, the likelihood we calculated based on the dataset from \( p_T \) range \([6,8]\) GeV/c is a convex function. I extract the \( J/\psi \) polarization parameters’ value by locating the position of the function’s minimum point. The process to find the minimum point of the objective function is called minimization. Broadly speaking, numerical methods for the minimization are methods that approach to the solution via a sequence of calculation. In this measurement, Newton’s method implemented by ROOT Minuit package solves the minimum point of the objective function by constructing the sequence of searching point that approaching to the minimum [59].
Figure 24: For instance, the objective function likelihood as a function of \((\lambda_\theta, \lambda_\phi)\) at \(p_T [6-8] \text{ GeV/c}\) in helicity frame is convex.

4.2 Bias of the estimator

When an estimator is implemented, we should also investigate the properties of the estimator. With the raw yield distribution of \((\cos \theta, \phi)\) from datasets and efficiency of detectors, one can construct an estimator as above to estimate the \(J/\psi\) polarization parameters. For an estimator, there are four aspects of properties we should bear in mind. These are bias, efficiency, consistency and robustness.
For the estimation, we usually concern about the difference between the average of collection of parameter’s estimations and the true value of the parameter. The estimator is called unbiased if and only if the mean of estimation of the parameter is equal to the true value of the parameter [60]. Statistically, if the estimator is unbiased, the mean value extracted by the estimator should agree with the truth.

Efficiency is another important property of the estimator, which indicates the variation of the collection of measurements. If the measurements of parameters is regarded as to hit the position of some target’s bulleye, for two unbiased estimator, the one with a smaller mean square error is a more efficient and desirable one [61].

The bias and variance indicates the accuracy and precision of the estimator. Namely, when estimators have unbiased estimation on parameters that the mean of estimation is equal to the truth of parameters, then variance of the measurements is the further property to decide which estimator is better than the others. The efficient estimator is the minimum variance unbiased estimator (MVUE) [61].

An estimator is called consistent if the collection of estimation $T_n$ of parameter converge in probability to the true value of parameter [61].

$$\Pr\{ \lim_{n \to \infty} T_n = \hat{\theta} \}$$

Robustness of an estimator usually is a relatively vague property. Broadly speaking, it indicates the estimator can still achieve successful and accurate point estimation under certain circum-
stances. In our situation, the input of the $J/\psi$ polarization parameters to generate pseudo distribution of $\cos\theta$ and $\phi$ can be outside well-defined domain. Robustness is a desirable property that simplify the calculation and data processing [61].

![Graphs of estimated central value and statistical uncertainty]

Figure 25: Distributions of the estimated central value (top row) and statistical uncertainty (bottom row) for $\lambda_{\theta}$ (left), $\lambda_{\phi}$ (middle) and $\lambda_{\theta\phi}$ (right) from 1000 pseudo experiments in $6 < p_T < 8$ GeV/c bin in the HX frame. See text for details.
With the probability density function of positron distribution for fixed truth values of $J/\psi$ polarization parameters, we generate a pair of random numbers corresponding to $(\cos \theta, \phi)$. To take the efficiency of detectors into consideration, a random number is rolled based on 2-dimensional efficiency histogram of $(\cos \theta, \phi)$ to decide whether to accept the entry of $(\cos \theta, \phi)$ generated. The total number of entries is set as the same as that in the datasets. In this way, I produce pseudo data of $(\cos \theta, \phi)$ distribution. Same as data, we apply the maximum likelihood estimator to extract the polarization parameters from these pseudo datasets. For an unbiased estimator, based on the law of large numbers, the extracted polarization parameters’ values should converge to the true value I feed to probability density function asymptotically. This experiment has been repeated for $N$ times ($N=1000$) and the result from each experiment is filled in a histogram such that I can compare the mean of extracted polarization parameters and the true polarization parameters I feed in the probability density function beforehand.

With the toy Monte Carlo technique, I can simulate and sample $J/\psi$ decay. Importantly, during this process, the truth of parameters’ values of probability density function is known ahead of each experiment. Thus, it allows us to exam the bias of the estimator by comparing the measured parameters’ values and the truth of parameters’ values.

As shown in Figure 26-Figure 28, the mean of extracted polarization parameters locate within one-sigma area of the true polarization parameters I feed in the probability density function.
Figure 26: Statistical uncertainties for $\lambda_\phi$ from data (vertical red lines) and 1000 pseudo experiments (black histogram). Top (bottom): HX (Collins-Soper) frame. From left to right: $p_T = 0$-2, 2-4, 4-6, 6-8 and 8-14 GeV/c.

Figure 27: Same as Figure 26 but for $\lambda_\phi$.

Figure 28: Same as Figure 26 but for $\lambda_{\phi\phi}$.
Sometimes, an estimator has a precise measurement in parameters estimation at a single point doesn’t guarantee that it can achieve good performance over a wide range of domain. Therefore, I not only compared the truth of polarization parameters and measured value of polarization parameters at a single point that extracted from real dataset, but also scan the another 4 points around with the interval equals to 0.2. That is with the measured polarization parameters’ value centered I also feed the each polarization parameter that +0.2, -0.2, +0.4 and -0.4 to the probability density function of positron decay from J/ψ and conduct the toy Monte Carlo simulation described above. Thereafter, I compared the measured polarization parameters’ value and their statistical errors with the true polarization parameters’ value and their statistical errors.

As shown in Figure 29 and Figure 30, points of measured polarization parameters and the truth of polarization parameters are present. The measured polarization parameters and their errors are fit with linear function, it is observed that the measured polarization parameters’ value is just around the truth polarization parameters’ value, hence points locate near the line of \( y = x \). The measured polarization parameters’ statistical error is only a little bit offset to the line \( y = x \). This observation indicates our estimator achieve high accuracy in the parameters estimation over a wide range of domain and good accuracy in the parameters’ error estimation over a wide range of domain as well. More importantly, the relationship between the measured parameters and truth of parameters provide us the routine to calibrate the estimator by mapping measured value to the truth. This calibration is applied in our calculation to get the final measurement results.
Figure 29: Biases in the central value estimation: the x-axis is the input \( \lambda \) value that are used to generate pseudo data, while the y-axis is the mean of the extracted \( \lambda \) values from 1000 pseudo experiments. From top to bottom, \( \lambda_\theta \), \( \lambda_\phi \) and \( \lambda_{\theta\phi} \) in the HX frame, and \( \lambda_\theta \lambda_\phi \) and \( \lambda_{\theta\phi} \) in the CS frame, respectively. From left to right, \( p_T \) = 0-2, 2-4, 4-6, 6-8 and 8-14 GeV/c, respectively. The red line is \( y = x \), while the black line is a linear fit \( y = ax + b \) to the points.
Figure 30: Biases in the uncertainty estimation: the x-axis is the RMS of the extracted $\lambda$ values from 1000 sets of pseudo data, while the y-axis is the mean of the extracted $\lambda$ uncertainty from 1000 pseudo experiments. From top to bottom, $\lambda_\theta$, $\lambda_\phi$ and $\lambda_{\theta\phi}$ in the HX frame, and $\lambda_\theta$, $\lambda_\phi$ and $\lambda_{\theta\phi}$ in the CS frame, respectively. From left to right, $p_T = 0$-2, 2-4, 4-6, 6-8 and 8-14 GeV/c, respectively. The red line is $y = x$, while the black line is a linear fit $y = ax$ to the points.
4.3 minimum point position and 1σ contours

The likelihood function is projected to the plane of two parameters as shown above and the 1σ contour and the measured minimum point position are present. The area of 1σ contour indicates 68% confidence interval [18]. And the maximum distance of this contour along each axis suggests the magnitude of statistical uncertainty of each parameter.
Figure 31: $-\ln L_{\text{min}} + 0.5$ contour (black area) from data as a function of $\lambda_\theta$ and $\lambda_\phi$. Also shown are the $\lambda_\theta$ and $\lambda_\phi$ values estimated from data using the MLE.

Figure 32: Same as Figure 31 but for $\lambda_\theta$ and $\lambda_{\theta\phi}$.

Figure 33: Same as Figure 31 but for $\lambda_\phi$ and $\lambda_{\theta\phi}$. 
4.4 Goodness of fit

After the polarization parameters’ value from dataset are extracted, the expected $\cos \theta$ and $\phi$ distribution are calculated with Monte Carlo method. Together with the efficiency of detectors, the extracted polarization parameters’ value are feed in the probability density function to generate the expected $\cos \theta$ and $\phi$ distribution. It is compared with the real $\cos \theta$ and $\phi$ distribution from datasets. As shown in Figure 34 and Figure 35, the expected distribution is consistent with the real distribution in dataset and $\chi^2/\text{ndf}$ indicates the consistency of the results of measurement with regard to dataset and the level of goodness of fit. Meanwhile, the extreme cases that when polarization parameters are equal to 1 or -1 are also shown in Figure 34 and Figure 35. The differences between them suggest how much different can be expected from the experimental observation.
In summary, the probability density function of positron decaying from J/ψ is a Fourier series as a function of \( \cos \theta \) and \( \phi \). The characteristics of the probability density function describe the spatial probability density distribution of positrons’ (decay from J/ψ) momentum with respect to J/ψ momentum, which provides us the good probe to distinguish available
theoretical quarkonium formation models. I calculate the likelihood function based on dataset collected from the experiment and efficiency of detectors, pin down the minimum point position of the objective function to extract $J/\psi$ polarization parameters. Moreover, toy Monte Carlo simulation is conducted to check the properties of the estimator, which contribute to achieve the reliable measurement result with high accuracy.
CHAPTER 5

SYSTEMATIC UNCERTAINTY

In experimental measurements, results of the measurements can be affected by many factors introduced by choice, configuration, threshold and the others. It is important to know their effects along with the measurement results, which also suggests the level of accuracy of measurement results. This chapter will introduce main factors that may affect the measurement results and how they are calculated.

5.1 $p_T$ Weight function

The choice of $p_T$ weight function (see Eq. 3.2), which was obtained by fitting the measured $J/\psi$ $p_T$ spectrum, could to some extent affect the $J/\psi$ polarization parameter estimation. To calculate the systematic uncertainty from the $p_T$ weight function, another function $\text{PowLaw}(p_T)$ (see Figure 36) is utilized to recalculate the $J/\psi$ reconstruction efficiency with the following parameters.

$$\text{PowLaw}(p_T) = A(1 + \left(\frac{x}{B}\right)^2)^C$$

(5.1)

where, $A = 4.90151$, $B = 3.30694$ and $C = -4.86445$. The variation of polarization parameters is taken as a systematic uncertainty from the $p_T$ weight function.
Figure 36: The comparison of Levy function and Powerlaw function fit to the measured J/ψ production cross section [62].

5.2 \( p_T \) smearing

Compared with the invariant mass distribution of J/ψ from the experimental data, the distribution obtained from embedding is narrower. In order to reproduce the invariant mass distribution in embedding to better account for the momentum resolution, the transverse mo-
momentum is smeared by adding a component from Double Crystal Ball (DCB) function, which reads

\[
P(p_{\text{rec}}^{T}, p_{\text{MC}}^{T}) \propto \begin{cases} 
A \times (B - R)^{-n}, & R < -\alpha \\
e^{-\frac{R^2}{2}}, & -\alpha < R < \beta \\
C \times (D + R)^{-m}, & R > \beta 
\end{cases}
\]

where

\[
A = \left(\frac{n}{|\alpha|}\right)^n \exp\left(-\frac{\alpha^2}{2}\right),
\]

\[
B = \frac{n}{|\alpha|} - |\alpha|,
\]

\[
C = \left(\frac{m}{|\beta|}\right)^m \exp\left(-\frac{\beta^2}{2}\right)
\]

\[
D = \frac{m}{|\beta|} - |\beta|
\]

\[
R = \frac{p_{\text{rec}}^{T} - p_{\text{MC}}^{T}}{p_{\text{MC}}^{T}} - \mu / \sigma_{p_{T}}
\]

The parameters are fit by \( \chi^2 \) minimization.

Considering the resolution of \( p_{T} \) measurement, \( p_{T} \) is smeared using the function \( f_{\text{Reso}}(p_{Tmc}) \).

\[
f_{\text{Reso}}(p_{Tmc}) = \sqrt{a^2 x^2 + b^2} \quad (5.2)
\]

where, \( a = 0.0035324 \) and \( b = 0.00829197 \)
The resolution is parameterized by a Double Crystal Ball function and a $p_T$ dependent resolution function. In this systematic uncertainty calculation, the parameter $a$ is adjusted to $a = 0.0035324 + 0.0003$ and $a = 0.0035324 - 0.0003$.

5.3 **DCA cut efficiency**

Due to the short lifetime of $J/\psi$ meson [63], to reconstruct the event of $J/\psi$ decay to dielectron, it is required the distance of closest approach DCA $< 1\text{cm}$ by default. The distance between the electron track is within 1cm away from vertex.

To calculate the systematic uncertainty from DCA configuration, DCA cut is adjusted from DCA $< 1\text{cm}$ to DCA $< 0.8\text{cm}$ and DCA $< 1.2\text{cm}$ and the maximum variation of polarization parameters' value are assigned as systematic uncertainty from DCA cut configuration.

5.4 **nHitsFit cut efficiency**

It has been introduced that the charged particle's trajectory is reconstructed from the readout of TPC by lining up the hits position left by the charged particle. The quantity nHitsFit refers to how many hits are used to reconstructed a track. So the nHitsFit cut affects whether a track is defined as a good track and then make a difference in $J/\psi$ reconstruction. To calculate the systematic uncertainty from this aspect, the nHitsFit cut is adjusted to nHitsFit $\geq 18$, nHitsFit $\geq 19$, nHitsFit $\geq 22$ and nHitsFit $\geq 25$ and the maximum variation introduced by these changes is taken as systematic uncertainty from nHitsFit cut.

5.5 **nHitsDedx cut efficiency**

The energy loss per unit length is also calculated based on the readout of TPC. The quantity nHitsDedx indicates how many hits are used in the calculation of $dE/dx$, which affects the
accuracy of $n\sigma_e$ measurement. The nHitsDedx cut is adjusted in both data and embedding to $n\text{HitsDedx} \geq 15$ from $n\text{HitsDedx} \geq 11$ and the variation of polarization parameters is assigned as a systematic uncertainty.

5.6 p/E cut efficiency

The ratio of momentum over energy p/E is used in the electron identification process. The cut on p/E together with other electron identification cuts will affect the number of electron candidates and their distribution. By adjusting the cut on p/E, we estimate the systematic uncertainty originated from the p/E cut. The p/E cut is adjusted in both data and embedding from $0.3 < \frac{p}{E} < 1.5$ to $0.2 < \frac{p}{E} < 1.4$ and $0.4 < \frac{p}{E} < 1.6$. The maximum variation is taken as a systematic uncertainty.

5.7 ADC0 cut efficiency

The ADC0 cut is changed by multiplying the factor 0.95 or 1.05. For BHT0 trigger, it is changed in both data and embedding to $\text{ADC0} > 180 \times 0.95$ (or 1.05). For BHT2 trigger, it is changed to $\text{ADC0} > 300 \times 0.95$ (or 1.05). The maximum variation is taken as a systematic uncertainty.

5.8 TOF matching efficiency

The systematic uncertainty from TOF matching efficiency is calculated in 20 $\eta$ bins and fitted by a function $p_0 e^{-(p_1 + p_T) p_2}$. Parameters are adjusted by their uncertainties and the variation is assigned as the systematic uncertainty from TOF matching efficiency.
Figure 37: Electrons TOF matching efficiency in different $\eta$ range as a function of $p_T$. 

Figure 15: TOF matching efficiency of electron in $\eta$ range (-1,1).
Figure 38: Positron TOF matching efficiency in different \( \eta \) range as a function of \( p_T \).
In Equation 3.5, \( r = \frac{P(\text{TOF})}{P(\text{TOF}\mid\text{EMC})} \). Figure 39 shows this ratio of electron from this study and the ratio of pion from low luminosity runs used in 2011 D* analysis [64]. The correlation between TOF and EMC efficiencies depends on their geometrical acceptances. At high \( p_T \), where the tracks are closer to straight lines, we expect the correlation independent of \( p_T \), as Figure 39 shows. Therefore, a constant extrapolation for the ratio \( r \) is applied to \( p_T > 1\text{GeV/c} \). We use the ratio \( r \) of electrons in Figure 39 to calculate the \( J/\psi \) efficiency and assign the difference between this efficiency and the one calculated by the \( r \) from pions as a uncertainty.

![Figure 39: Ratio of TOF efficiency over TOF efficiency condition on no EMC matching for electron and pion in p+p MB at 200 GeV. Pion is taken from David’s D* 2011 analysis [64].](image-url)
5.9 **TOF 1/β cut efficiency**

![Graph showing the mean of the Gaussian function sampling the 1/β distribution.](image)

Figure 40: The mean of the Gaussian function sampling the 1/β distribution.
The Gaussian function is used to sample the $1/\beta$ distribution and calculate TOF $1/\beta$ cut efficiency. The mean of Gaussian function is the bin content of Figure 40 at corresponding momentum and the variation of Gaussian function is the bin content of Figure 41 at corresponding momentum. Using the Gaussian function to roll a random number, if the random number is within the $1/\beta$ cut, then this track passes the $1/\beta$ cut. In the systematic uncertainty
calculation, the mean or the variation of Gaussian function is adjusted in embedding by its uncertainty separately. The maximum variation from these changes is assigned as a systematic uncertainty from \(1/\beta\) cut efficiency.

5.10 \(n\sigma_e\) cut efficiency

In the embedding, a Gaussian function is used to sample the \(n\sigma_e\) distribution by setting the \(n\sigma_e\) value to each track, where the mean and variance of the Gaussian function is determined by photonic electron study. The default choice of mean and variance of the Gaussian function is from the fit by a constant (see Figure 42). In the systematic uncertainty calculation, the mean and variance of the Gaussian function is fit by the function \(y = kx + b\). In this way, the \(p_T\) dependence of the mean and variance of the Gaussian function are taken into the consideration. And the maximum of absolute difference get from these new efficiency is assigned as systematic uncertainty from the \(n\sigma_e\) cut configuration.
Figure 42: Top left is the mean of Gaussian function with the fit by POL0. Top right is the mean of Gaussian function with the fit by POL1. Bottom left is the sigma of Gaussian function with fit by POL0. Bottom right is the sigma of Gaussian function with the fit by POL1.
5.11 Rapidity weight function

The systematic uncertainty from rapidity weight is calculated by adjusting the parameters of rapidity weight function based Barbara’s study [58]. The parameter is adjusted in embedding by its uncertainty and the variation of polarization parameter measurement is assigned as a systematic uncertainty.

5.12 Systematic uncertainty combination

Figure 43: Systematic uncertainty of $\lambda_\theta$, $\lambda_\phi$, $\lambda_{\phi\phi}$ and $\lambda_{\text{inv}}$ in Helicity and Collins-Soper frame from different sources.
The systematic uncertainties from different sources in different $p_T$ bins are shown in Figure 43.

Figure 44: Systematic uncertainty combination of $\lambda_\theta$, $\lambda_\phi$, $\lambda_{\theta\phi}$ and $\lambda_{\text{inv}}$ in Helicity and Collins-Soper frame.

Figure 44 shows the combined systematic uncertainty, which is square root of summation of all the systematic uncertainty square.
CHAPTER 6

RESULTS ON J/ψ POLARIZATION

As shown in Figure 45 and Figure 46, the J/ψ polarization parameters have been extracted in the dielectron channel (open circles) in both the Helicity and Collins-Soper frames. These are the first measurement of $\lambda_\phi$, $\lambda_{0\phi}$ and $\lambda_{\text{inv}}$ in the Helicity frame, and the first J/ψ polarization measurements of $\lambda_0$, $\lambda_\phi$, $\lambda_{0\phi}$ and $\lambda_{\text{inv}}$ in the Collins-Soper frame for p+p collisions at $\sqrt{s} = 200\text{GeV}$ at STAR experiment. The dielectron and dimuon results are shown as open and filled circles, and are consistent with each other in the overlapping $p_T$ range [65]. The J/ψ’s polarization results do not exhibit significant transverse or longitudinal polarization with little dependence on $p_T$.

As shown in Figure 45, there are four theoretical models compared with experimental measurements. These are the theoretical results calculated by the improved color evaporation model (ICEM) [66], NRQCD with two sets of LDMEs denoted as "NLO NRQCD1" [67] and "NLO NRQCD2" [68] respectively and color glass condensate (CGC) [69] in conjunction with NRQCD. Because the theoretical predictions and experimental measurements are all close to the the line that $\lambda = 0$, both theoretical models and experimental results don’t suggest prominent J/ψ polarization. Among these model calculations compared to the experimental result, the CGC+NRQCD achieves the best agreement overall. As shown in Figure 46, the $\lambda_{\text{inv}}$ values measured in the two frames are consistent with each other within experimental uncertainties and consistent with the CGC+NRQCD calculations within uncertainties.
TABLE IV: $\chi^2$/NDF and the corresponding p-values between data and different model calculations.

<table>
<thead>
<tr>
<th>Model</th>
<th>$\chi^2$/NDF</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>ICEM [66]</td>
<td>13.28/9</td>
<td>0.150</td>
</tr>
<tr>
<td>NRQCD1 [67]</td>
<td>48.81/32</td>
<td>0.029</td>
</tr>
<tr>
<td>NRQCD2 [68]</td>
<td>42.99/32</td>
<td>0.093</td>
</tr>
<tr>
<td>CGC+NRQCD [69]</td>
<td>32.11/46</td>
<td>0.940</td>
</tr>
</tbody>
</table>

Figure 45: The $J/\psi$ polarization parameters (from top to bottom: $\lambda_\theta$, $\lambda_\phi$, $\lambda_{\theta\phi}$) as a function of $p_T$ in the Helicity (left) and Collins-Soper (right) frames.
Figure 46: The $J/\psi$ polarization parameters (from left to right: $\lambda_0$, $\lambda_\phi$, $\lambda_{\theta\phi}$) as a function of $p_T$ in the Helicity (top) and Collins-Soper (bottom) frames.
Precise measurement of anisotropic property of J/ψ polarization can enhance the understanding of physics on quarkonium production mechanism. The presented measurement in this thesis measurement of J/ψ polarization utilizes the advanced detectors at STAR for track reconstruction and particle identification. The estimation on J/ψ polarization parameters is based on maximum likelihood estimation. Properties of the estimator is analyzed by Monte Carlo technique. Compared with theoretical predictions, the theory CGC together with NRQCD best describes the result of measurements. Measurements of J/ψ polarization in p+Au and Au+Au collisions may provide insights into cold and hot nuclear matter effects on quarkonium production, which has been used extensively to study the properties of Quark-Gluon Plasma. The further deeper and more comprehensive result can be expected from the J/ψ polarization measurements in p+Au and Au+Au collisions at $\sqrt{s_{NN}} = 200\text{GeV}$ using the data taken in 2011 and 2015.
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