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ABSTRACT

Many exciting signals from RHIC experiments have indicated the existence of the new
matter created in heavy ion collisions, through jet suppression at high pr etc.. All pQCD
models predict that energetic partons lose energy when traversing a QGP medium: the
jet quenching phenomenon. The effect is experimentally observable through hadrons at
high transverse momentum from jet fragmentation. This offers an excellent tool to probe
the QGP properties by measuring the outgoing high-pr hadrons associated with the jet
quenching effect. Both STAR and PHENIX Collaborations at RHIC have observed a
suppression of hadron production at high pr in central heavy ion collisions. The result
was obtained using the nuclear modification factor (R44), which is the hadron yield at
high pr in central Au+Au collisions divided by that in p+p collisions properly scaled by
the underlying number of the nucleon-nucleon binary collisions. Furthermore, the energy
loss is expected to depend on the QCD color charge factor: gluons lose more energy than
quarks. The consequence of this mechanism is that the suppression for antiprotons and
protons is expected to be more severe than the pions and kaons. However, we observed
similar suppression for pion and proton with large uncertainties from STAR, which is
contrast to model expectation. A jet conversion mechanism was proposed, in which the
incident jet parton interacts violently with a thermal parton in the QGP matter and
consequently produces an outgoing energetic parton with different flavor (i.e. d,u—s or
u,d—g). Based on the jet conversion, Rs4(K) are predicted to be ~ 0.4 at pr > 5.0
GeV/c.

To further study the evolution of jet chemistry and the jet conversion phenomenon,
we need identified hadron spectra in nucleus-nucleus collisions as well as in p+p colli-
sions. The identified hadron production in p+p collisions also provides a good test to
Next-to-Leading Order (NLO) perturbative-QCD (pQCD) calculations at high pr range.
In the framework of models based on pQCD, the inclusive production of single hadron is

described by the convolution of parton distribution functions (PDFs), parton interaction



cross-sections and fragmentation functions (FFs). However, the flavor-separated fragmen-
tation functions of identified hadrons at high Z are not well constrained by the ete™ and
other experiments. These measurements of identified hadron at high pr in p+p collisions
can also provide better constraint on the parton fragmentation model and improve the

precisions of their parameters.

In this thesis, two new techniques are developed to improve the hadron identification
by re-calibrating the Time Projection Chamber (TPC) measured dE/dx and to enhance
the high-py hadron yields in the data set using the Barrel Electromagnetic Calorimeter
(BEMC) as trigger detector for the charged hadrons. This new method significantly
extend measurements of the identified hadrons cross-section to higher pr at STAR. These
techniques are not only applicable to STAR detector, but also provide an useful tool
for experiments at LHC and other facilities. We measured invariant differential cross-
sections of charged 7, K, p (p) and neutral kaon up to 15 GeV/cin p + p collisions at
Vsny = 200 GeV. The pr spectra of m can be described by NLO pQCD calculations
very well, such as Albino-Kniehl-Kramer (AKK) and DeFlorian-Sassot-Stratmann (DSS)
calculations. However, they fail to describe our proton and kaon spectra at high pr. Based
on the high pr extension of p+p measurements, the nuclear modification factors in Au +
Au collisions can also be extended to higher py. We present R4 for 7, K* and p(p),
compared with p measurements in central Au + Au collisions. Our measurements show
that Rqa(m) ~ Raa(p), which indicates that there is no mass effect on light hadrons from
quark fragmentations. On the contrary, the R44 of p ( p ) and kaons are systematically
above that of pions. These features are qualitatively consistent with a jet conversion
picture. In this thesis, we also compare the results to other models, and discuss future

measurements with improved precisions and further jet chemistry study at RHIC and

LHC.

Key word: quark-gluon plasma, nuclear modification factor (R44), jet conversion
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CHAPTER 1

Introductions: Physics and experimental

measurements

People realize the nature by two directions. One is the way to macro world by kinds of
telescopes, the other is to search micro matter by microscopes, through developing systems
for micro particles, accelerators and detectors. The ultimate goal of high energy physics is
to explore the fundamental particles and discover the universal rules for describing nature

and our universe.

There are four forces in the nature: Gravity, electro-magnetic, weak and strong forces.
To unify these forces together using a simple rule, people must know each of them very
well first. For strong force between quarks and gluons, Quantum Chromodynamics (QCD)
is a basic gauge field theory to describe their strong interactions. In Lattice QCD (LQCD)
calculations, a phase transition from hadronic phase to a de-confined quark and gluons,
Quark-Gluon-Plasma (QGP), is predicted to exist under in the condition of high temper-
ature and high net baryon density. The QGP is also believed to exist in the early stage
of universe formation, a few micro seconds after big bang. Therefore, exploration for the

QGP is fundamental to nuclear physics, and helpful to reveal the source of our universe.

In this chapter, we introduce the fundamental components of the prevalent theories,
predictions and corresponding observable measurements that can provide good test and

constraints to current theory.
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1.1 Quantum ChromoDynamics

1.1.1 QCD running coupling constant and asymptotic freedom

The gauge theory, Quantum Electro-Dynamics (QED) describes the electro-magnetic
interactions by photons successfully. The effective coupling between electrons is given by

following functions.
Qp

~ 1 (ao/m)In(Q%/m2)’

where m, is the electron mass and () is the momentum transfer between the two electrons.

aqen(Q°) (1.1)

At large distances the value of the effective coupling is small due to the effect of charge
screening and reaches its asymptotical value of oy = %

Similarly, the QCD [FG72] is introduced by Gell-Mann and Fritzschto to describe
the strong forces among quarks through the mediator, gluons. Different from photon,
gluon carries color by itself, and has eight active gluon states (3 — 1 = 8, where 1 is the
color-singlet). Therefore, it not only couples between quarks, but also couples to other
gluons. Experimentally, lifetime for 2°(1192) — Ay and X°(1385) — Ax® are measured
to be ~ 10719 and ~ 107235, respectively, and then the coupling of strong interactions is

JI0-19

estimated ~100 larger than the electro-magnetic interactions, by ag;D ~ Tmm ™ 100,

where agpp = €?/4m ~ 1/137, and a, = g?/4m ~ 1. Here, g is defined as the strong
charge of the constituent quarks. This is why we call it strong interaction. The QCD
coupling is given by:

4dm

as(Q%) = Bo % in(2 /A0 p) (1.2)

, where fy = (11 — 2ny) is a constant dependent on the number of quarks flavors (ny),

and Agep is an important perturbative scale variable which has to be determined exper-
imentally, and now is assumed to be around 200 MeV. When p = Agep, or equivalently
at large distances, the effective coupling becomes infinite, the theory is un-calculable.
On the other hand, at very large values of 2, or small distances, the coupling tends to
zero and quarks appear to move freely. In this case, QCD can be calculated perturba-

tively. This unique phenomena of the strong force between quarks and gluons at large
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distances and asymptotic freedom at short distance are the two remarkable features of
QCD, called asymptotic freedom, discovered by Gross, Politzer and Wilczek in 1973, who
were awarded with the Nobel price at 2004. According to the behavior of short distance

and large distance, the static QCD potential can be described as:

4 «
Vi=—x —4+kxr, 1.3
g X Thxr (1.3)

where the first term dominating at small, arises from single-gluon exchange, similar to
the Coulomb potential between two charges in QED, while the second term is presumably
linked with the confinement of quarks and gluons inside hadrons. Fig. 1.1 shows the
experimental data and theoretical calculations of the running coupling versus different

momentum transfer, p. [Ams08].
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Figure 1.1: Measured QCD running coupling constant o, from different experiments
compared with Lattice QCD calculations.

At low momentum transfer region, s ~ 1 results in lots of contributions from a2,

a3, ...a". Therefore, Lattice QCD [Gup98| is introduced to calculate these interactions.

At high momentum transfer, the oy < 1, the first order contribute a lot, and high-order
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interactions can be neglected, and perturbative QCD (pQCD) calculation is introduced to
describe single-gluon exchange approximately. With power n = 0, 1, 2..., the calculations
are named Leading Order (LO), Next-to-Leading Order, Next-to-Next-to-Leading Order,

. respectively. Due to higher order terms usually have smaller contribution and involves
more complicated diagrams, the NLO pQCD calculations are sufficient to describe mostly

current experimental data.

1.1.2 Pertubative QCD

pQCD s the efficient way to describe the strong force at larger momentum transfer
or short distance between two quarks. Since quarks are un-observable, the final confined
status of quarks (hadrons), can be described by the pQCD, such as hadrons cross section.
(In general, a meson consists of a quark and an anti-quark, while a baryon is constituent
of three quarks, and quarks are un-observable in experiments.) These high Q* parton
interactions, also referred to as hard-scatterings, produce hadron jets with large trans-
verse momentum. The inclusive hadron cross section can be written as a convolution of
three independent parts: parton distribution functions (PDF's), parton cross section and

fragmentation functions (FF) as following.

dO‘(ZE, Q27 m2) - H Z fi/h(xv IUQ) ® da—i—>f<x7 Q27 m27 ,u%, :u%“) ® Dh’/f(xv Mz) + O(A/Q)v
hoh! i f

(1.4)
where the factor f;/, stands for the PDFs of the parton 7 inside the hadron / present in the
initial state, and = represents the fraction momentum within the incoming hadron. The
parton distributions depend on the factorization/renormalization scale p?. The second
factor do;_, also known as the (Wilson) coefficient function, represents the partonic
hard scattering cross section for the reaction ¢ — f that depends on the un-physical

re-normalization and factorization scales p? and u%, the masses of the quarks m? and

momentum transfer Q2. The last factor D is the so called FFs. It contains the information



Chapter 1 Introductions: Physics and experimental measurements

for the hadronization of the hard parton f (that is produced in the hard process described
by the partonic cross-section do) into an observed hadron h’. Both the PDF’s and the
F'F are non-perturbative objects and thus have to be determined experimentally. Since
the concepts of parton distributions and hadronization are only for the initial and final
states of hadrons, lepton-nucleon Deep Inelastic Scattering (DIS) and high energy ete™

collisions are performed to measure PDFs and FFs, respectively.

1.1.3 Lattice QCD and phase transition in LQCD

LQCD as a non-pQCD approach is a popular way to study strong force at low momen-
tum transfer or large distance. In Lattice QCD, space-time is separated as crystalline
lattices. Vertices of lattice occupied by quarks, and gluons can only travel along lines
between vertices. As the lattice is sufficiently small (— 0), the space-time are presented
continuous approximately, then the LQCD approach continuum QCD. Due to limits of
computation, LQCD calculations often involved analysis at different lattice spacing to
determine the lattice-spacing dependence, which can then be extrapolated to the contin-
uum (lattice spacing — 0). This technique is only applicable in the domain of low density
and high temperature. At higher densities, the fermion sign problem renders the results

useless.

QCD phase transition in LQCD Quarks are un-observable, and confined by color
force as hadrons, meson and baryon. Under extreme conditions of high temperature or
high net baryon density, energy density is high enough, then the force among quarks
and gluons may be greatly reduced. Therefore, quarks and gluons are de-confined or

thermalized from hadrons to the QGP matter.

The phase transition from the confined hadronic matter to the de-confined QGP mat-
ter results in a rapid increase in entropy density, which increases new (color) degrees
of freedom at T, in energy density and pressure and leads to a consequent change in
the equation of state (EOS). In the limit where the de-confined quarks and gluons are

non-interacting, and the quarks are massless, the Stefan-Boltzmann pressure Psp of this
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partonic state, as a function of temperature 7" at zero chemical potential (i.e., zero net

quark density), would be simply determined by the number of degrees of freedom [Ada05a]:

Psp 7 2
T = 2(N2=1)+ 5 Nilgg

. (1.5)

, where NV, is the number of colors, Ny is the number of quark flavors, the temperature
is measured in energy units. The two terms on the right in Eq. 1.5 represent the gluon
and quark contributions, respectively. With the constraint of computing cost, LQCD
calculations for pressure are shown on the Fig. 1.2. There are some features of the LQCD
calculations: critical temperature of this phase transition, 7, ~ 150 - 180 MeV; the
energy density at the critical point is €.(T,) ~1 - 3 GeV/fm?® (~ 0.17 GeV/fm? for
nuclear matter) [Kar02a, Kar02b]; The pressure divided by T* rises rapidly above T,
then begins to saturate by about 27,. The nature of the transition from hadronic to QGP
phase is highly sensitive to the number of dynamic quarks flavors and quark masses, as
shown on the Fig. 1.2 [FP00], 2 flavors (massless u and d), 3 flavors (massless u, d and
s), and 2+1 flavors with strangeness mass. All values are substantially below the Stefan-
Boltzmann (SB) limits shown as arrows on the Fig. 1.2. The deviation from SB limit
indicates substantial remaining interactions among the quarks and gluons in the QGP
phase. Therefore, various heavy ion experiments are designed to create the new phase

matter, and explore its features.

1.1.4 De-confinement and experiments in laboratory

Hadrons can be melted into the QGP matter with sufficiently high temperature or
baryon density. The phase transition from hadron gas to the de-confined QGP can be
described in Fig. 1.3 [Das09].

To create this new kind of matter in laboratory and explore its novel properties, a
large amount of energy needs to be packed into a limited space volume by colliding heavy
ions. The heavy ion collisions have been proposed as a more effective way, because the

initial energy density increases as a power law function with the atomic number while only



Chapter 1 Introductions: Physics and experimental measurements

Wfl_ T T T T T T
s B i e
- 3 flavor SB limit ===+
Q | - 2+1 flavor
4l |
— 2 flavor I
2 1
/) 1] J T T
0 A , ! 1 2 3 2
1 2 3 4
T/T,

Figure 1.2: The evolution of p/T* with the increase of temperature T for 3 different
flavor configurations. The arrows indicate the SB limits for each case. The insert panel
shows the ratio of p/pgsp with function of T' [FP00]
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Figure 1.3: Phase diagram of hadronic and partonic matter [Das09]
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logarithmically with collision energy [Don|. Therefore, physicists have been making efforts
on heavy ion colliders to explore and cross the phase transition boundary in laboratory,
since the 1970 s, from BEVALAC at LBL, SIS at GSI, AGS at BNL, SPS at CERN,
RHIC at BNL and the coming LHC at CERN, etc [Sto04].

1.2 Relativistic Heavy Ion Collider (RHIC)

Relativistic Heavy Ion Collider (RHIC) at Brookhaven National Laboratory (BNL)
was built to create new phase matter by colliding heavy ions. It has successfully run in
past eight years, and performed various ion collisions at different energy for our physics
goals, such as Au + Au collisions at /s, = 62, 130 and 200 GeV, Cu + Cu collisions at
VS = 62 and 200 GeV, d + Au and p + p collisions at 200 GeV, and some test runs
for low energy collisions, i.e. Au + Au at 9.2 and 19.6 GeV and Cu + Cu collisions at 22
GeV. From these runs, plenty of exciting physics results reveal that the matter created at
RHIC is quite different from what we observed before: It cannot be described by hadronic
degrees of freedom and demonstrates many of the signatures from a QGP scenario. These
measurements provide strong hints for the discovery of QGP [al02], and some of the key

measurements will be discussed in the following sections.

1.2.1 Heavy ion collisions

With sufficiently high temperature or net baryon density, energy density is high enough
in a bulk system to form the new QGP matter. Fig. 1.4 shows the space-time evolution
of a heavy ion collision. In this 2-dimensional sketch, time flows from bottom to top
and the spatial expansion is on the x-axis. About 1 fm/c after the beams collision,
the QGP is formed, and the QCD system begin to expand, due to high energy density
and pressure gradients accompanying cool-down. At this time, energy density of the
system is estimated ~ 1 GeV/fm?® by the Bjorken [Bjo83]. At T. ~ 170 MeV, the
critical temperature, the phase transition to a hadron gas is believed to occur, then at

the chemical freeze-out temperature (7,;), the in-elastic collisions stop, and chemical
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composition cease to change. Finally, at T}, or thermal/kinetic freeze-out temperature,
the elastic scattering will stop, and momentum distribution of the particles are fixed.
We have tried to determine appropriate observations to measure each one of these stages
and study the properties of the QGP in a heavy ion collision. From past runs, a large
amount of evidence for the existence of QGP have been obtained, although the final proof
remains open [Ada05a] and more direct signature need to be found out. In following text,

we would discuss some observations from previous runs.

* Freeze-Out : ’/T,D T T

L 1

T,< 1 fmic

~Y

Figure 1.4: Space-time evolution of a heavy ion collision, assuming the formation of

QGP.

Definition of centralities is introduced first, because it is believed that central heavy
ion collisions more possibly create the new phase of matter, due to high density of partons
between head-on ions and sufficient interactions of the partons. The two relativistic heavy
ions can be taken as two thin disks in laboratory, due to the lorentz contraction in the
moving direction. The impact parameter (b), is the distance between the perpendicular
bisectors along the colliding direction of the two ions. When b — 0, a central collision
happens, while a peripheral collision occurs at b — radius of ion. In experiments, we do
not know the real b value, then the Glauber Model related to the b, is used to simulate
the produced particle multiplicities distribution, and gives people variables of centrality.
Fig. 1.5 shows multiplicity density distributions of measured charged particles in the TPC
within |n| < 0.5 in Au + Au collisions at 62.4 and 200 GeV/, respectively [Abe09]. Nine
centrality bins are shown, 0 - 5%, 5 - 10%, 10 - 20%, 20 - 30%, 30 - 40%, 40 - 50%, 50
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- 60%, 60 - 70%, and 70 - 80%, and corresponding to the fraction of the measured total
cross section from central to peripheral collisions. The 80 - 100% centrality is usually not
used in STAR analysis because of its significant trigger bias due to vertex inefficiency at

low multiplicities and the contamination from electromagnetic interactions.
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Figure 1.5: Definition of centralities for Au+Au collisions at /s = 62.4 and 200 GeV.

Hadronic spectra and Collective motion If the QGP system is created in an instant
after collision, and then expanded and cooled down, final state hadrons suffer different
effect at different stage. Therefore, studying hadron spectra is an unique way to explore
properties of the bulk system, and specific particles can be used to probe different stages
after heavy ion collisions. For example, hadron productions are measured and compared to
some statistical models, which have successfully described particles production in different
collisions systems, such as et 4+e~, p + p and nuclear collisions [FR01, PS99]. The models
assume that all hadrons originate from a hadron gas fireball in full thermal equilibrium,
and then decouple from the fireball at a given freeze-out temperature T,;,. After decoupling
there are no more in-elastic interactions between the particles and the hadron abundances
are fixed. Some models allow for partial chemical equilibrium of the system in introducing
an additional free parameter 7,, which is the non-equilibrium parameter for strange sector

[Hei].

Fig. 1.6 shows comparison of particle ratios from statistical model fits (short lines)

10
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and STAR measurements (circles) of integrated hadron yeilds ratios at low pr for central
Au + Au collisions. The fits are excellently consistent with ratios on the left side of the
Fig. 1.6, with T., = 163 £ 4 MeV, up =24 £ 4 MeV, v, = 0.99 £ 0.07 [JA04, Bar04].
However, some short-lived resonances, A* and K* near the right side of the Fig. 1.6 deviate
from the statistic model fits, presumably due to hadronic re-scattering after the chemical
freeze-out. The inset of the Fig. 1.6 shows variation of v, with centrality, from ~ 0.75 in

peripheral Au+Au collisions to ~ unit for central Au+Au collisions.
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Figure 1.6: Ratios of ppr-integrated mid-rapidity yields for different hadron species
measured in STAR for central Au+Au collisions at 200 GeV. The horizontal bars
represent statistical model fits to the measured yield ratios for stable and long-lived
hadrons. The inset shows 7, versus multiplicities in Au+Au collisions, compared with
results in p+p collisions (leftmost point) [Ada05a].

The characteristics of the bulk system at kinetic freeze-out, can be explored by anal-
ysis of the transverse momentum distributions for various hadron species. For example,
STAR measured spectra for identified particles [al04a, al04b, al05, al04c] were fit by the
Boltzmann-Gibbs Blast Wave model (BGBW) [SSH93| with a compact set of parameters
of temperature (77), flow velocity (3), and flow profile (p) [Ada0ba, SSH93]. With the
BGBW model applied to the data in a limited pr range (< 1 GeV /c) where the equilibrium
is believed to reach, the results show a negative correlation between the T" and 3, i.e 0
raises from smaller value ~ 0.2 in p+p collisions and ~ 0.3 in peripheral collisions to large
B ~ 0.6 in central collisions, while the temperature decrease from peripheral to central

collisions [Ada0O5a]. The observed parameters are contrast to zero velocity in p+p colli-

11
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sions from theoretical expectation [STA], because of the strong assumption of equilibrium
system in BGBW and arbitrary fit range in pr for the fit quality. Beside, it treats p+p, pe-
ripheral Au+Au, central Au+Au system with same heat bath at fixed temperature. This
is also contrast to observed change of particle spectra slope from peripheral (power-law,

Levy) to central (exponential) in Au+Au collisions [Adl02b, Ada05b, Ada05d, Abe07b].

The non-extensive Tsallis statistics, dealing with complex systems in condensed matter
successfully, have been utilized to understand the particle production in high energy and
nuclear physics [DBS07, WW09, ALQO00]. Therefore, the Tsallis is embedded in blast
wave model instead of Boltzmann distribution for source of particle emission, describing
hydrodynamic expansion in heavy ion collisions, i.e. Tsallis Blast Wave model (TBW).
In the TBW model, three parameters are common for all particles: temperature 7', non-
equilibrium parameter ¢, and maximum flow velocity s = G(1 +n/2), where n = 1 and
average flow velocity (3 is bounded to the range [0, 0.7] [Abe09] to aid in fit convergence
and avoid non-physical results. The Tsallis distribution behaviors as a power-law function
at high pr and an exponential distribution at low pr, and becomes the familiar Boltzmann

distribution, when ¢ — 1.

Fig. 1.7 shows fitting results for identified particles [Adl02b, Ada05b, Abe07b] in cen-
tral (0 - 10%) and peripheral (60 - 80%) centralities as solid-lines, compared with BGBW
model fit as dash-lines on the left panel. This fits are limited at 3 GeV /c to avoid surface
emission at high pr. (¢ — 1), a measure of the degree of non-equilibrium, decreasing from
0.086 to 0.018, indicates the effects that the fluctuations at initial impact due to Color-
Glass Condensate (CGC) formation or individual nucleon-nucleon collision may not be
completely washed out by subsequent interactions at either the QGP phase or the hadronic
phase [DOP02, MMS08, BRB09]. T', the average temperature of the local source, shows
a small increase from 114 to 122 MeV, which is in contrast to the conventional BGBW
result, where a decrease of temperature was observed [Abe09]. 3, the average flow veloc-
ity, increase from zero in peripheral and peripheral Au+Au to (0.470£0.009)c in central
Au+Au collisions. These parameters are shown on the right plot in the Fig. 1.7 by T ver-

sus (¢ — 1) and f3 versus (¢ — 1). Each shaded region represents a one-o contour from the

12
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error matrix obtained from the TBW fit for a given centrality. The dependence is clearly
nonlinear and has a negative correlation, and their correlations are fit with a quadratics
and obtain 7' = (0.123 £ 0.0014) - (1.2 + 0.4)(¢ — 1)? and 8 = (0.49 + 0.01) - (61 +

5)(q — 1)?, as shown in the figure.
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Figure 1.7: On the left panel, identified particle transverse momentum spectra in
Au+Au collisions at /5;=200 GeV in 0 - 10% central collisions on panel (a), and in
peripheral 60 - 80% collisions (b). The symbols represent experiment data points and
solid curves are TBW fit results [Tan09] and dashed lines are BGBW calculations with
B and T from [STA]. On the right panel, the fit parameters 7" and [ as a function of
(¢ — 1). Each block is one-o contour from the error matrix of the TBW fit for a given

centrality of Au+Au collisions [Tan09].

This fit is also extended to p+p collisions to describe system non-equilibrium. Good
fits are shown by separating particles as two groups: mesons and baryons. For example,
proton being close to K™ in mass, shows more similarly shape in spectra to that of kaon.
This again verify the characteristic baryon versus meson grouping in p+p data, which has

been observed perviously in my scaling analysis of the same data [Abe07c].

There are still open discussions about the Tsallis statistics. Firstly, the dependence of
T and  on (¢—1) is argued to relate to bulk viscosity. If this viscosity is very large at phase
transition, a systematic study of TBW model fits may help locate the critical point in the
coming Beam Energy Scan at RHIC. Secondly, (¢—1) values in p+p collisions at LHC are
expected to be larger than those at RHIC because of increased relative contributions of

hard and semihard processes. If (¢ — 1) is not larger for LHC p+p collisions and non-zero
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flow velocities are observed, the question of thermalization or even quark-gluon plasma
in such collisions might be raised, so the results of TBW fits at LHC will certainly be

informative.

anisotropic flow In non-central heavy-ion collisions, two nuclei overlap each other when
they pass each other. The overlapping region forms an anisotropy in coordinate space,
then subsequently leads to an anisotropy in momentum space, due to re-scattering in the
system evolution. The dynamic expansion of the system can wash out the coordinate-
space-anisotropy, while the momentum-space-anisotropy saturate during the evolution of
the system [KH]. The final state particle spectrum in momentum space can be character-
ized in a Fourier expansion in terms of particle azimuthal ¢ distributions with repect to

(w.r.t) the reaction plane V¥,, as Eq. 1.6.

d*N d*N =
E i 27TppoTdy(1 + ; 2u,cosin(¢p — U,.)]), (1.6)
v, = (cos[n(¢ — ¥,)]), (1.7)

where reaction plane (¥,), is defined by the beam direction and the impact parameter.
The first and second coefficients, v; and vy are called the directed and elliptic flow. Due
to the approximate elliptic shape of the overlapping region, the elliptic flow, vy is the
largest harmonic observed in mid-rapidity. Because of the quenching of coordinate-space-
anisotropy, elliptic flow can reveal early information about the system. Since it also
depends on re-scattering, elliptic flow is sensitive to the degree of thermalization of the

system in the early stage.

Fig. 1.8 shows identified particle vy(pr) and the hydrodynamic model predictions at
low pr (pr < 2 GeV/c) [Ada05a]. In this low pr region, ve has larger values for lower
mass particles. This mass ordering is reasonably described by the hydrodynamic models,
which assume ideal relativistic fluid flow and negligible relaxation time compared to the
time scale of the equilibrated system. The agreement implies early thermalization, i.e.

strongly interacting matter with a very short mean free path dominates the early stages
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of the collisions.
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Figure 1.8: Elliptic flow v of identified particles as a function of pr at low pr region
compared with hydrodynamic model predictions.

Fig. 1.9 shows vy(pr) in a larger pr range for different particles [Adl03b, Ada04b).
vy for all particles saturates above a certain pr (~ 2 - 3 GeV/c). In addition, particles
are separated into two groups on the left plot: mesons and baryons. With the Number
of the Constituent Quarks (NCQ) for the corresponding hadrons, ve/n, versus pr/n, for
all particles are plotted on the right panel (n, = 2 for meson, and n, = 3 for baryon).
At pr/n, >0.6GeV/c, all those particles fall onto one universal curve expect pions (due
to resonance decay effect [GK04, DES04]. This meson/baryon grouping phenomenon
was also observed in the nuclear modification factor R, at intermediate pr (1.5 < pr <
5 GeV/c) [al05, Sor]. Coalescence models [LK02, MV03] which assume hadrons are
formed through coalescing of constituent quarks provide a viable explanation for these
observations. This indicates that the flow developed during a sub-hadronic (partonic)

epoch, offers a strong evidence of de-confinement at RHIC.

Energy loss and jet quenching Another observable is studied to prove existence of
the QGP matter created in heavy ion collisions: di-hadron azimuthal correlation. Fig. 1.10
shows the azimuthal distribution of associated hadrons (pr> 2 GeV/c) relative to a trig-
gered hadron (ptq’:ig >4 GeV/c). On the near side, A¢ = 0 indicates that the enhanced

correlation are observed in p+p, d+Au, and Au+Au collisions. This means that one pair
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Figure 1.9: Left: Identified particle v2 up to intermediate pr. Right: After scaling the
v2 and prwith number of constituent quarks nq, all particles fall onto one universal
curve at pr/nq > 0.6 GeV/c. [Don]

of these from a single jet. Meanwhile, on the away-side, A¢ = m, the enhancement of
correlation is observed both in p+p collisions and d4+Au collision while it almost disap-
pears in central Au+Au collisions. This again suggests that the suppression is due to
the final state interaction of hard-scattered partons or their fragmentation production in
the dense medium generated in Au+Au collisions [Ada03], if the correlation is indeed
the result of jet fragmentation. A more differential probe of partonic energy loss is the
measurement of high pr dihadron correlations relative to the reaction plane orientation.
The right panel on the Fig. 1.10 shows a study from STAR of the high pr dihadron corre-
lation from 20 - 60% centrality Au+Au collisions, with the trigger hadron situated in the
azimuthal quadrants centered either in the reaction plane ("in-plane”) or orthogonal to
it ("out-of-plane”) [Ada04a]. The same-side dihadron correlation in both cases is similar
to that in p+p collisions. In contrast, the suppression of the back-to-back correlation
depends strongly on the relative angle between the trigger hadron and the reaction plane.
This systematic dependence is consistent with the picture of partonic energy loss: the
path length in medium for a dijet oriented out of the reaction plane is longer than in
the reaction plane, leading to correspondingly larger energy loss in the out of plane. The
dependence of parton energy loss on path length is predicted [Mik| to be substantially

stronger than linear.

The energy lost by away side partons traversing the collisions matter must lead to an
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Figure 1.10: Left Panel shows correlations for p+p, central d+Au, and central Au+Au
collisions (background subtracted) from STAR [Ada05a]. Right Panel shows the
background-subtracted di-hadron correlation for different orientations of the trigger
hadron relative to the Au+Au reaction plane.

excess of softer emerging hadrons, due to conserve transverse momentum. In order to
study jet degradation in the medium, associated softer particles (0.15 < pr < 4 GeV/c)
on away-side are analyzed, relative to different triggered particles (4 < pgfig <6 GeV/e, 6
< pgfig < 10 GeV/c¢) in different centralities Au+Au collisions. The left plot in Fig. 1.11
shows the centrality dependence of mean pr (< pr >) of the associated away-side charged
hadrons opposite to the high pr trigger, compared with that of inclusive hadrons. The
trends of < py > in both trigger are observed to decrease from peripheral to central Au
+ Au collisions, and two values approach each other within larger uncertainties. These
results hint the attainment of thermalization via the frequent soft parton-parton interac-
tions in the early stages. However, how strong those partons interaction is still a crucial
open question, that needs to be answered quantitatively to address the evidence of early

thermalization of the system.

An independent way is proposed to explore the existence of the QGP, via Nuclear
Modification Factor (R44). It is believed that particles at high pr (> 5 GeV/c¢) are mainly
produced from the initial QCD hard-scattering processes [Adl02a]. If QGP is created in
heavy ion collisions, the final state particles yields can be changed by interacting with
the medium, w.r.t a reference in p+p collision. In experiments, the R4 is defined as the

ratios of particle yields in A + B collisions to those in p + p collisions, scaled by the
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number of binary nucleus-nucleus collisions [Adl02a]:

dzNAB/dedy

R =
T Noind N,y /dprdy’

(1.8)

where (Ny;,) is the equivalent number of binary collisions calculated from the Glauber

model.
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Figure 1.11: Left Panel: Associated charged hadron < pr > from the away-side in 200
GeV p+p (two leftmost points) and Au+Au collisions at various centralities, in each
case opposite a trigger hadron with py in 4-6GeV /c (filled triangles) or 6-10
GeV/c (open triangles) range [Wan04]. The shaded band and the horizontal caps
represent the systematic uncertainties for the filled and open symbols, respectively.
< pr > for inclusive hadron production in the Au+Au collisions is indicated by the solid
curve. Right Panel: R,p(pr) for minimum bias and central d+Au collisions and central
Au+Au collisions. The bands show the normalization uncertainties.

Fig. 1.11 shows the R4 versus pr for charged hadrons in 0-5% Au+Au collisions and
0-20% d+Au collisions on the right panel. A clear suppression of Ny;, scaled hadron yields
relative to p+p collisions has been observed at high p7 in Au+Au collisions, while disap-
peared in d+Au collisions. This phenomena indicates that the suppression in Au+Au col-
lisions are not effected by the initial state (such as saturation, nuclear shadowing of the
PDF, and initial state multiple scattering and so on), rather by the final state interaction
(FSI) of hard scattered partons or their fragmentation products in the dense medium gen-
erated in Au+Au collisions [Ars03, Adl03a, Bac03, Ada03]. (The enhancement of Rga,

at intermediate pr range and mid-rapidity is explained by Cronin Effect [al79], which is
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attributed to the influence of multiple parton scattering through cold nuclear matter prior
to the hard scattering that produces the observed high-py hadron [Wan97].) Therefore,
R4 is an unique tool to explore the new matter by final state interaction and prove if

there is a very dense matter created in central Au+Au collisions at RHIC.

How jet interact with the medium? In order to further understand this, theorist’s effort
throw light on the explanation step by step. First, energy loss is provided to explain it:
when a parton jet goes through the medium, it can interact with medium and lose energy
through radiation of gluons. Somehow, it can explain the previous suppression of charged
hadron. But in QCD framework, the strength of the gluon self coupling, Cr, is 3 and the
strength of a gluon coupling to a quark is 4/3. Therefore, the Casimir factor for gluons is
9/4 times that for quarks, which leads to more energy loss in traversing a medium [Wan98|
for proton than that for pion. Naively, proton yields are expected to be suppressed more
than pion in Au+Au collisions. However, with more statistics, STAR recent measurements
shown on the Fig. 1.12 present the similar p/7 and p/7 ratios in peripheral and central

Au+Au collisions. This phenomena is contrast to the prediction of QCD.
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Figure 1.12: The p/n" and p/n~ ratios from d + Au [AdaO5e, Ada06b] and Au + Au
collision at /5, =200GeV/c [Abe06]. The shaded boxes represent the systematic
uncertainties in the top 12% central Au + Au collisions. The systematic uncertainties
for 60%-80% Au + Au collisions are similar. The (p+p)/(7" 4+ 77) ratio from light
quark jets in e* + e~ collisions at /5, = 91.2 GeV is shown as a dotted-dashed
line [Abr98]. The dotted and dashed lines are model calculations in central Au + Au
collisions [HY04, FMNO3].

To solve this problem, another picture of Jet Conversion has been developed recently
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by theorists [LKZ07, LFO8b]. In this physics picture, a jet parton not only loses energy
by radiating gluons, but also changes its flavor by interacting with medium, through

following two main channels:

¢g+q73—9+g, (1.9)

and

q(@) +9 — g+ q(@) (1.10)

Based on this idea, R4 for K2 is predicted about 0.4 at high pr with conversion, while
it’s ~0.2 at high pr without conversion. With the same conversion factor, the ratio of
Raa(p)/Raa(m) is about unit at high pr, compared with ~ 0.6 without this conversion.
All these predictions are shown on the Fig. 1.13. Meanwhile, vs for u, d and s are

calculated with this conversion and corresponding hadrons, such as 7%, K3, proton and

A at high pr in [LF08a].
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Figure 1.13: Left Panel: R44 for Kg versus pr with and without jet flavor conversions.
Right Panel: The ratio of R4 for proton to Ra4 for pion, with and without jet
conversion [LFO8b].

In addition, jet hadro-chemistry is brought out for LHC energy [SWO08]. In this idea,
there are enhanced parton splitting in medium, compared with no medium. Based on

this, both K /7 and p/m ratios are enhanced with jet in medium, relative to vacuum. In
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the future, this theory can be refined by considering flavor and baryon number exchanging

between projection and target parton in the medium.

1.2.2 p + p collisions

Although RHIC is designed for heavy ion collisions, it also successfully ran p+p colli-
sions with /without polarization. According to hadronic cross section, elastic and in-elastic
collisions are sorted. For in-elastic collisions, there are singly-diffractive, double-diffractive
and non-diffractive processes. Diffractive processes are defined as processes where one nu-
cleon acts as a region of absorption and the interference of scattering amplitudes gives rise
to diffraction pattern in the forward and backward regions. A nucleon suffering a diffrac-
tive scattering becomes excited and then loses a small amount of energy when breaking
up into a few particles at a small emission angle. This can occur in one of the nucleons
(singly) or in both (doubly). In non-diffractive processes the nucleons hit "head-on’ and
both disintegrate creating large particle multiplicities at mid-rapidity. The STAR p+p
trigger is only sensitive to the non-singly diffractive (NSD) cross-section (ongp), since
it requires charged tracks to be detected in coincidence on both sides of the interaction

point, so about 70% of the inelastic cross-section (0,¢) are measured at STAR.

In p + p collisions, final state particles are generated from the level of fundamental
interactions between partons (gluons and quarks), which is governed by QCD. At large
momentum transfer (Q?), perturbative QCD is applicable to solve the first principle,
although it’s impossible to get an exact solution at low momentum transfer. As men-
tioned above, particle cross-section can be calculated by the pQCD, and its parameters
have been refined by deep in-elastic scattering for e™ +e~ and lepton-nucleon collisions.
They have been implemented in computer code to describe or predict some particle cross-
sections successfully, such as PYTHIA with CDF tune. The PYTHIA is a event generator
based on Monte-Carlo simulations, using JET-SET algorithm developed in the late sev-
enties by the Lund group and successfully applied to et +e~ data from PETRA and PEP

[SS05]. The parton cross-section is approximated by 2 —2 processes and the associated
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LO Feynman diagrams. Parton distribution functions, as well as the fragmentation func-
tions, are non-perturbative objects and cannot be calculated from QCD first principles.
They are therefore user-defined from a list of currently available parametrizations. The
default hadronization mechanism in PYTHIA is the “Lund symmetric string fragmen-

tation” parametrization |[AGI83].

In the framework of models based on QCD, the inclusive production of single hadrons
is described by the convolution of parton distribution functions (PDFs), parton interaction
cross-sections and fragmentation functions (FFs). With increasing pr range, there are
discrepancies of hadron production between measurements and Leading Order (LO) QCD
calculations. In order to complement the calculations, parton processes at higher orders in
as are included for additional parton cross-sections, i.e. NLO calculations. By comparing
measurements with QCD calculation, parameters FFs can be constrained more stronger
and each set of FF can be refined or revised more reasonably. As shown on Fig. 1.14, pion
pr spectra can be described very well by these NLO pQCD calculations, AKK, KKP, and
phenomenological parton model (EPOS). However, proton pr spectra deviate from NLO
pQCD predictions at high py range. This indicates that data points in p+p collisions

could provide more constraints to NLO pQCD calculations.
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Figure 1.14: Published pion and proton measurements in p + p collisions, and curves
are theoretical predictions [Ada06b].
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However, those pr spectra measurements are limited at 10 GeV/c for pion and 7
GeV /c for proton due to current statistics at STAR, so extension of spectra measurement
is crucial to test NLO pQCD. In addition, measurements in p + p collisions also provide
a ideal baseline to explore QGP created in heavy ion collisions, and Cronin effect in d +
Au collisions. In this thesis, study in p + p collisions is the main work, which will be
discussed later on. Also, particle identification in Au+Au collisions with our developed

method are done to reduce the systematic uncertainties in previous results [Abe06].

1.3 Summary

Why we do this study? As we mentioned above, our goal at RHIC is to explore
the new hot and dense phase matter, QGP, created in heavy ion collisions. There are
many tools to explore the QGP and study its properties. In this dissertation, I will
focus on the measurements of R4 in central Au+Au collisions. In order to extend the
measurements to high pr, where hard processes are dominant, it’s crucial to precisely
study particle production in p+p collisions as a reference. Therefore, in this thesis, we
developed a new calibration method to identify charged particles at high pr, and unique
means to reconstruct high-py resonance with triggered daughters using EMC triggered
events. These methods allow us measure 7%, K*, p (p) and K etc. at high pr precisely.
The new calibration method is also applied to Au + Au data to improve the systematic
uncertainties of previous measurements of charged hadrons spectra at high pr in Au+Au
collisions [Abe06]. Meanwhile, p+p data provide a good test for the fundamental theory,

the pQCD calculations, and constrain parameters for these models.
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CHAPTER 2

Experimental Set-up

2.1 RHIC Accelerator Complex

The Relativistic Heavy lon Collider (RHIC) at Brookhaven National Laboratory
(BNL) is constructed to accelerate and collide heavy ions and polarized protons with
high luminosity. It started to build from 1991 and began operate in 2000, and have con-
tinued development and construction in the following 10 years. RHIC is the first machine
in the world to collide heavy ion, which are atoms removed their outer cloud of electrons.
The top center-of-mass collision energy is 200 GeV per nucleon pairs, which is more than
10 times greater than the highest energy reached at previous fixed target experiments.
The RHIC experiments allow people to study what the universe may have looked like in
the first few moments after its creation. This may help us understand more about why
the physical world works the way it does, from the smallest subatomic particles to the
largest star. In more details, it can give us points to explore new state of hot, dense mat-
ter out of the quarks and gluons that are the basic particles of atomic nuclei, as theorist
predicted. Besides of heavy ion collisions, polarized proton-proton collisions are delivered
at RHIC for exploring the spin puzzle [Ash88, Bas09], that quarks in proton only carry
about 20% of the proton’s spin. This is contrary to the expectation that the spin of a
proton was simply the sum of the spins of its three component quarks. What account
for the missing 80%¢ To investigate this question, the RHIC delivered polarized proton
beams with center-of-mass energy from 200 GeV to 500 GeV.

The basic design parameters of the collider are list in Tab. 2.1 [HLOO03]. The lumi-

nosity achieved now is actually much higher than the original design. The store-averaged
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luminosity reached now are 12 x 10?6 cm=2s7! for Au+Au collisions, 2.3 x 10%* cm 2571

for p+p collisions and 1.3 x 10* cm=2s7! for d+Au collisions.

Table 2.1: Performance specifications of RHIC [HLOO3]

For Au+Au For p+p
Beam energy 100 — 30 GeV /nucleon | 250 — 30 GeV /nucleon
Luminosity 2 % 10% cm2s7! 1.4 x 103! em=2s7!
Number of Bunches/ring 60 (— 120) 60 (— 120)
Luminosity lifetime ~10 hours > 10 hours

Fig. 2.1 shows a diagram of the RHIC machine complex, including a Van de Graaff
facility, a Linear Proton Accelerator, the Booster Synchrotron ring, the Alternative Gra-
dient Synchrotron (AGS) and ultimately the RHIC synchrotron ring. To operate Au
beam, the Pulsed Sputter Ion Source are used to create the negatively charged Au ions
with charge () = -1 e. Then they are accelerated through the Van de Graaff facility and
stripped of their electrons with a foil at the Tandem’s high voltage terminal. At the exit
of Tanderm, the kinetic energy and net charge of Au ions reach 1 MeV /nucleon and @) =
+32 e respectively. Those ions are then injected into the booster synchrotron and then
accelerated to an energy of 95 MeV /nucleon, and stripped further to Q = +77 e at the
exit of booster. After acceleration and stripping in the booster, ions are transferred into
the AGS, where they are accelerated up to 10.8 GeV /nucleon, which is the RHIC injec-
tion energy. The 24 bunched injected into AGS are de-bunched and then re-bunched to
four bunches at the injection from porch prior to the acceleration. Finally, the final four
bunches are transferred into RHIC bunch by bunch, through the AGS-to-RHIC Beam
Transfer Line, and further stripped to the bare charge state of ) = 479 e in this trans-
fer. For p+p operations, protons are injected from the 200 MeV Linac into the transfer,

followed by acceleration in the AGS and injection into RHIC.

The RHIC synchrotron ring consists of two quasi-circular concentric accelerator /storage
rings on a common horizontal plane, blue and yellow rings. Each ring has its own depen-
dent set of bending and focusing magnets as well as ratio frequency cavities, but both of

them share a common horizontal plane detectors.
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Figure 2.1: Schematic of the RHIC complex, including the accelerators and detectors,
taken from [Rua05] [Sor].
To analyze RHIC physics, four experiments as the eyes of RHIC are set on the RHIC
ring. They are two large experiments STAR (6 o’clock) and PHENIX (8 o’clock) and two
smaller ones PHOBOS (10 o’clock) and BRAHMS (2 o’clock), respectively.

2.2 STAR Detector overview

As mentioned before, Solenoidal Tracker at RHIC (STAR) is one of four main detector
systems at Brookhaven National Laboratory. It was specially designed to investigate the
behavior of strongly interacting matter at high energy density and to search for signa-
tures of quark-gluon-plasma (QGP) formation. Key features of the nuclear environment

at RHIC are a large number of produced particles (up to approximately 1000 per unit
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Figure 2.3: Cutaway side view of the STAR detector.
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of pseudo-rapidity) and high momentum particles from hard parton-parton scattering.
STAR can measure many observables simultaneously to study signatures of a possible
QGP phase transition and to understand the space-time evolution of the collision process
in ultra-relativistic heavy ion collisions. The goal is to obtain a fundamental understand-
ing of the microscopic structure of these hadronic interactions at high energy densities.
In order to accomplish this, STAR was designed primarily for measurements of hadron
production over a large solid angle, featuring detector systems for high precision tracking,
momentum analysis, and particle identification at the mid-rapidity. The large acceptance
of STAR makes it particularly well suited for event-by-event characterizations of heavy

ion collisions and for the detection of hadron jets.

STAR consists of the main tracker detector, Time Projection Chamber (TPC), and
several other subsystems. The Layout of the STAR experiment is shown in Fig. 2.2,
including magnet, Electro-Magnetic Calorimeter (EMC), Time-of-Flight (TOF), TPC,
Forward TPC (FTPC) and Silicon Vertex Tracker (SVT) from outer side to inner side.
A cutaway side view of the STAR detectors is displayed in Fig. 2.3.

The STAR Magnet is designed to provide uniform magnetic field of maximum value
0.5 T (called full field in STAR) and 0.25 T" (half field) for charged particle momentum
analysis. It’s built with a length of 6.85 m and inner and outer diameter of 5.25 m and
7.32 m respectively. In the field, charged particles are bend through the detectors, which
allow people to measure the helical trajectory, and obtain their momenta. Up to now, the

STAR magnet has been run in full field, reversed full field and half field configurations.

The TPC is the main tracker detector of STAR. It is 4m long, locating at a radial
distance from 50 to 200 ¢m from the beam axis, and covering a pseudo-rapidity range
In| < 1.8 and full azimuthal symmetry (A¢ = 27). The details of the TPC will be discussed
later (sec. 2.3). To extend its rapidity coverage, two radial-drift TPC are installed at the
forward region (FTPC), covering 2.5 < |n| < 4. To improve the precision of the tracking
at the forward region, a Forward GEM Tracker (FGT) based on triple GEM technology
is proposed and in preparation [Sim08]. In addition, the inner tracker detectors, Silicon

Vertex Tracker (SVT) and Silicon Strip Detectors (SSD) covering || < 1 and complete
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azimuthal symmetry, are set in the TPC to provide precise localization of the primary
interaction vertex and identification of secondary vertices from weak decay of K2, A,
Q and so on. The SVT consists of 216 silicon drift detectors (equivalent to a total of
13 million pixels) arrange in three cylindrical layers at distances of approximately 7,
11 and 15 e¢m from the beam axis. The SSD is the fourth layer of the inner tracking
detector, at a distance of approximately 23 ¢m from the beam axis. However, these inner
tracker detectors result in considerable material budget, which provide lots of photonic
background to the electron related analysis, so they are removed at year 2007. Another
new silicon vertex detector Heavy Flavor Tracker (HFT) [Sha07] is proposing to replace
the SVT and SSD for precise vertices. This detector will have two layers of pixels with
limited materials, locating at mean radius of 1.5 ¢m and 5 ¢m from the beam axis,
respectively. The SSD will be re-installed to fill the gap between the innermost silicon
detectors and the TPC.

The Time-Of-Flight (TOF) [Sha06a, Don06, Llo05] based on Multi-Resistive Gap
Chamber (MRPC) technique, was designed and installed at the outer of TPC. It covers
In| < 1 in pseudo-rapidity and complete azimuthal angle. Its intrinsic timing resolution is
less than 80 ps and detecting efficiency is larger than 95%. It extend particle identification
for 7/ K (p/K) separation from 0.6 (1.0) GeV /c up to 1.8 (3.0) GeV/c. Together with the
TPC, identification for charged hadrons have been extended to 12 GeV/c in Au+Au col-
lisions so far [Abe06], and electron can be identified at pr > 0.2 GeV/c. The trigger
system of the TOF detector is the two (upgraded-) Pseudo Vertex Position Detector, (u-)
pVPD, each staying 5.4 m away from the TPC center along the beam line. They provide

a starting time information for the TOF and pseudo vertex position of each event.

The p identification with the TOF are limited at low pr ( 0.17 < pr < 0.25 GeV/¢),
where the time of flight difference between 7 and p is big enough to separate them [Abe08].
To extend p capability up to higher pr, a p detector, Muon Telescope Detector (MTD),
is proposed at STAR [Rua09]. The technique for the MTD is similar to that for the TOF.
However, the MTD has much larger readout strips and sits outside of the STAR magnet

(~ 4.2 m away from beam line center), so that almost all electrons and charged hadrons
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can be absorbed by the BEMC and STAR magnet. Its detecting efficiency is 40-50% for
wat pr > 2 GeV /¢, including acceptance. A MTD prototype has been installed at STAR
in year 2007 and works well [Rua08, Sun08].

The STAR Barrel Electro-Magnetic Calorimeter (BEMC) located at outside of the
TOF covers |n| < 1 with complete azimuthal symmetry [Bed03]. The Endcap Electro-
Magnetic Calorimeter (EEMC) provides coverage for 1 < n < 2, over the full azimuthal
range, supplementing the BEMC [All03]. This system was proposed to measure transverse
energy of events, and trigger on high pr photon, electron and electro-magnetically decayed
hadrons. This feature together with its high data acquisition rate capability allows us to
use it as a trigger to collect events with high py tracks. This is very important for high

pr physics (rare probe). The data analysis will be discussed in detail in Sec. 2.4.

The number of recorded events at STAR are limited by the slowest detector, the TPC,
whose rate is about 50 Hz in Au+Au collisions. To obtain different physics, STAR online
trigger systems are used to select interesting events. The fast detectors that provide
input to the trigger system are a Central Trigger Barrel (CTB) at |n| < 1, Zero-Degree
Calorimeters (ZDC) located in the forward direction at # < 2 mrad and Beam-Beam
Counter (BBC). The CTB surrounds the outer cylinder of the TPC, and triggers on the
flux of charged-particles in the mid-rapidity region, but it will be replaced by the TOF.
The ZDC is used for determining the energy in the neutral particles remaining in the
froward directions. The BBC consists of a hexagonal scintillator array structure at +
3.5 m from the nominal interaction point. It is the main device to make the relative
luminosity measurement and to provide a trigger to distinguish pp events from beam

related background events by means of timing measurements.

2.3 Time Projection Chamber

The TPC developed from Multi-Wire Proportional Chamber (MWPC) and Drift
Chember (DC), is used as primary tracking device of the STAR detector [And03b]. It

records the tracks of particles in 3-dimension, provide information of their momenta, and

30



Chapter 2 Experimental Set-up

ionization energy loss (dE/dx) which can be used for particle identification.
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Figure 2.4: The schematics of the STAR TPC.

Fig. 2.4 shows the STAR TPC structure schematically. It consists of 4.2 m long
cylinder along beam line with 4 m in diameter, Central Membrane (CM), Inner and

Outer Field cages, and the readout end-caps.

The cylinder with active volume from radius 0.5 m to 2.0 m is filled the P10 gas
(10% methane and 90% argon), which has long been used in TPCs, regulated at 2 mbar
above atmospheric pressure. The 90% argon is chosen for its low ionization energy ~
30 ev, and 10% methane is mixed for enhancing the number of ionization and absorbing
electrons from excited argon radiation. The transverse diffusion of electrons in P10 is
230 pum/+/cm or about or = 3.3 mm after drifting 210 ¢m within magnetic filed at 0.5
T . The longitudinal diffusion of a cluster of electrons that drifts the full length of the
TPC is o0, = 5.2 mm. This sets the scale for the resolution of the tracking system in
the drift direction. The thin conduction Center Membrane (CM) located at the center of

the cylinder separate the TPC into two parts. Each part provides uniform electric field
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of ~ 135 V/em together with a chain of 183 resistors and equipotential rings along the
Inner and Outer field cages from the CM to the ground planes. The electric field can
drift the ionized electrons to the readout system based on MWPC and read pads, which
can provide the x- and y- positions for the electrons. The Fig. 2.5 shows a cut-away
view of inner sub-sector and outer sub-sector pad plane in one pad plane, and the cut
is taken along a radial line from the center of the TPC to the outer field cage, so the
center of the detector is to the right (i.e. the right sub-sector is the inner pad and the
left is the outer). The amplification/readout layer is composed of the anode wire plane
of small, 20 mm, wires with the pad plane on one side and the ground wire plane on the
other. The third wire plane is a gating grid. The end view of one sector of pad plane
is shown on the Fig. 2.6. The outer radius sub-sectors have continuous pad coverage to
optimize the dE/dx resolution. This is optimal because the full track ionization signal
is collected and more ionization electrons improve statics on the dE/dx measurement.
Another modest advantage of full pad coverage is an improvement in tracking resolution
due to anti-correlation of errors between pad rows. The inner sub-sectors are in the region
of highest track density and thus are optimized for good two-hit resolution. This design
uses smaller pads and the pad plane to anode wire spacing is reduced accordingly. The
inner sector only serves to extend the position measurements along the track to small
radii thus improving the momentum resolution and the matching to the inner tracking
detectors. It also helps to detect particles with lower momentum. The parameters of the
outer and inner sub-sectors are summarized in Table 2.3. The ground grid plane of 75
pum wires completes the sector MWPC. The primary purpose of the ground grid is to
terminate the field in the avalanche region and provide additional shielding for the pads.
This grid can also be pulsed to calibrate the pad electronics. The outermost wire plane
on the sector structure is the gating grid, located 6 mm from the ground grid. This grid
is a shutter to control entry of electrons from the TPC drift volume into the MWPC. It
also blocks positive ions produced in the MWPC, keeping them from entering the drift
volume, where they would distort the drift field. The gating grid plane can have different

voltages on every other wire. It is transparent to the drift of electrons while the event is
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being recorded and closed the rest of the time. The positive ions are too slow to escape

during the open period and get captured during the closed period.
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Figure 2.5: The basic arrangement of the wires relative to the inner (close to the right)
and outer pad rows (close to the left).

Let’s summarize how the TPC works? When the charged particle goes through the gas
volume, electron-ions pairs are ionized by the charged particle in the P10 gas. Then, the
electrons drift to the end-caps in the uniform electric field, and the drift time and the uni-
form drifting velocity provide the position in Z-direction along beam line. Consequently,
the drifting electrons go to the end readout system, which is mounted on aluminum sup-
port wheels. The electron avalanche in the high field at the 20 pum anode wires providing
an amplification of 1000-3000. Finally, the pads included in the chamber collect induced
signal with other three wire planes, which are show on the Fig. 2.5. Therefore, the clusters

can be found precisely in transverse plane separately.

Table 2.2: Parameters of the TPC inner and outer subsectors.

Item Inner subsector Outer subsector Comment
Pad size 2.85 mm x 11.5 mm | 6.20 mm X 19.5mm
Isolation gap between pads 0.5 mm 0.5 mm
Pad rows 13 32
Number of pads 1750 3942 5692 total
Anode voltage 1170 V 1390 V 20:1 signal:noise
Anode gas gain 3770 1230

The track is reconstructed by tracking software (ITTF), which not only associates
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Outer Pads Inner Pads
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Figure 2.6: The anode pad plane of one full TPC sector. The inner subsector is on the
right and it has small pads arranged in widely spaced rows. The outer subsector is on
the left and it is densely packed with larger pads.

space points to track, but also fits the points with a track model to extract momentum
information. The clusters are found separately in transverse plane and on the direction
of beam line. The position resolution depends on the drift length and the angle between
the particle momentum and the drift direction and on the level of mm. After finding and
associating the clusters along the track, it is fitted to track models. The track model is, to
first order, a helix. Second-order effects include the energy lost in the gas which cause a
particle trajectory to deviate slightly from the helix. The track is then be extrapolated to
the other detectors and the points from other detectors might be added. At the end this
track is then fitted with a more sophisticated fitting method and from there on is called
a global track. Once all of the global tracks from the same event have be reconstructed,
the primary vertex of this event can be reconstructed with pretty good accuracy. The
vertex resolution inversely proportional to the square root of the number of tracks in
the calculation and can reach 350 pwm in central Au+Au collisions. After getting the
primary vertex, a track which originates from the primary vertex can be refitted using
the primary vertex as additional point. If the distance of closest approach (dca) of a global

track is small enough (< 3 cm for example) and the refitting works out well then this
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refitted track is marked as primary track and stored into a separated collection for further
use. The momentum resolution of primary track in p+4p collisions is approximately

Apr/pr = 1% + 0.5% x pr.

Distortion and gating grid Electron drifting velocity is about 5.45 cm/us, while the
positive ion velocity is about 100 cm/s. This can leave lots of ions in the drift chamber,
and add an electric field, with x- and y- component, to original uniform field in z direction.
Therefore, the drifting electron will also get x- and y- component, and move away from
where they should be on the pad plane. The simple cartoon on Fig. 2.7 shows the field
lines in inner and outer sector in red arrows, and the force direction of electron in blue
arrows. In addition, some ions ionized in the MWPC chamber, leak to the drift chamber
through the gate grid, called grid leak. This also induces the non-uniform field in drifting
chamber. This effect increases with higher luminosity, so increased ionization levels in the
TPC gas may be happened with the rising luminosity for physics goal of STAR experiment
at RHIC recently and future. The resulting ionic space charge and grid leakage introduce
field distortions in the detector which systematically shift the reconstructed momentum
of positive and negative particles in oppositive directions. The effect is expected to grow
as function of pr. STAR has developed a method for correcting the track reconstruction
due to space charge distortion [Van06]. Performance of the corrections can be assessed
by examining the distribution of signed DCA (Distance of Closest Approach of a primary
track to the collision vertex) as a function of luminosity. However, residual distortion after
above correction has been observed through the ratio of electrons to positrons (e~ /e™)
dominantly from gamma conversion. We expect e~ /e to be unity independent of pr
since v — e~ + et and a significant fraction of leptons from heavy-flavor decays are also
expected to be close to unity [Ada05c, Abe07d, Abe08]. The high-statistics data set from

the BEMC trigger is ideal for such a study, and the details will be discussed in section 2.4.

The ionization energy lost in the TPC gas provides a effective tool for identifying
particle species. The dE/dx can be extracted from the energy loss measured on up
to 45 pad-rows. Therefore, the maximum number of dFE/dz is 45 for a given track.

The dE/dx values of hits associated with the track have a typical Landau tail due to
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Figure 2.7: The cut view of the TPC with additional electric field due to space charge
in inner and outer sectors. Red arrows represent electric field line, and blue arrows are
the force direction of electron. The black cross means the magnet field.
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Figure 2.8: Distribution of logio(dE/dx) as a function of logio(p) for electrons, pions,
kaons and protons. The units of dE/dx and momentum are keV/cm and GeV /e,
respectively. The color bands denote within +10 the dF/dx resolution. I70 means
Bichsel’s prediction for 30% truncated dE/dz mean.
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uncertainties in thin gas, J. etc. The hits with the top 30% of high dE/dz values are
discarded and an average of dE/dx value from the rest of the hits is derived for that
track [And03a]. This method is called ”truncated mean”. The dF/dx for a given particle
at low momentum decreases with increasing momentum to reach a minimum ionization,
then increases due to the relativistic rise. For a minimum ionizing particle (MIP) the
dE /dx resolution in the STAR TPC is 6-8% for a track with the maximum of 45 sampled
dE/dx points. pions are well separated from the rest (e*, K*, p(p)) at 0.3 < pr < 0.6
GeV/c (with 87 in 2~4). This has been used to calibrate the TPC dFE/dx without other
means of identification. It provides the fixed points for the dE/dz function to extrapolate
to higher momentum. In the thin material (TPC gas), the Bichsel function was proved to
be a very good approximation for dE/dx and has been adopted by STAR as a standard

method of predicting dF /dx position for charged hadrons in all momentum ranges [Bic06].

2mec 3>y § p

A, = &[in( 7 )+ ln(Y) +02—- 3%+ 5(;)], (2.1)
K ., Z  «x
§= (5)2 (Z)(@)MeV, (2.2)

Where 6, is the most probable energy loss, and the parameters can be found from [Bic06].
The Landau function is an approximation which does not include features related to
atomic structure. The Landau function [Bic06] is an approximation which does not
include features related to atomic structure. With the Bichsel function, a decrease of
the relativistic rise of dF/dx with increasing segment length z is seen and parameterized
empirically. This effect, gas multiplication gains and noise of TPC electronics and pileup
in high luminosity environment may make the dE/dz deviate from the Bichsel function.

This need re-calibration of dE/dx, which are discussed in Chapter 3.

Fig. 2.8 shows the 70% truncated mean dE/dx distribution. It’s resolution is less
than 8%, which makes the 7/K separation up to p ~ 0.7 GeV/c and proton/meson
separation up to p ~ 1.1 GeV /c. The TPC is originally designed to identify particles at low
momentum. Fortunately, the separation of dFE/dx of particles at relativistic rising region

also allows people to identified particles at high momentum (p > 3 GeV/c) [Sha06a, Xu08|.
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The K /7 (p/K) separation is approximately 1.70 (~ 0.30) at pr = 3 GeV/c and 1.50 (~
lo) at pr = 10 GeV/c [Xu08] in p+p collisions.

2.4 Barrel Electro-Magnetic Calorimeter

The BEMC is located at interval between the TPC and the magnet coils, and covers
27 in azimuthal and || < 1 after year 2006 (0 < 1 < 1 in year 2005), matching the
acceptance for full TPC tracking. The inner surface of the BEMC has a radius of about

220 ¢m and parallel to the beam axis.

The design for the BEMC includes a total of 120 calorimeter modules, each subtending
6° in A¢ (~ 1 rad) and 1.0 unit in An. These modules are mounted 60 in ¢ and 2 in
7. Each module is roughly 26 ¢m wide by 293 c¢m long with an active depth of 23.5
cm plus ~ 6.6 cm in structural plates (of which ~ 1.9 cm lies in front of the detector).
The modules are further segmented into 40 towers, 2 in ¢ and 20 in 7, with each tower
subtending 0.05 in A¢ by 0.05 in An. The full BEMC is thus physically segmented into
a total of 4800 towers. Each of these towers in projective and points back to the center
of the TPC. Fig. 2.9 shows a schematic side view of a module illustrating the projective

nature of the towers in the n direction.

The BEMC is a sampling calorimeter using lead and plastic scintillator because of
the large area and complex geometry. Fig. 2.10 shows an end view of a module showing
the mounting system and the compression components. The core of each BEMC module
consists of a lead-scintillator stack and Shower Maximum Detectors (SMD) situated ap-
proximately 5 radiation length (5X) lengths from the front of the stack for high spatial
resolution, which is a wire proportional counter-strip readout detector using gas ampli-
fication. The (SMD) is used to distinguish high momentum single photons from photon
pairs from 7 and n meson decays. There are 20 layers of 5 mm thick lead, 19 layers of
5 mm thick scintillator and 2 layers of 6 mm thick scintillator. The thicker scintillator
layers are associated with the pre-shower detector which is significantly helpful in both

70/~ and electron/hadron discrimination. Totally, the BEMC has a depth of ~20 X at
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Figure 2.9: Side view of a calorimeter module showing the projective nature of the
towers. The 21st mega-tile layer is also shown in plan view.
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n=20.
The intrinsic energy resolution of tower is og/E ~ 1.5% @ 14%/v/E. However, the
hadron background can decrease the effective resolution in experiments. In central Au+Au

collisions, the resolution for electron energy at 1.5 GeV and 3 GeV is around 17% and

10%, respectively [Bed03].
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Figure 2.10: Side view of a STAR BEMC module showing the mechanical assembly
including the compression components and the rail mounting system. Shown is the
location of the two layers of shower maximum detector at a depth of approximately 5X
from the front face at n =0

This system allows measurement of the transverse energy of events, trigger on and
measure high transverse momentum photons, electrons, and electromagnetically decayed
hadrons. It can also be used to discriminate 7°/n/v and e/h by measuring the deposited
energy and cluster size. The EMCs also provide prompt charged particle signals essential

to discriminate against pileup tracks in the TPC, arising from other beam crossings falling

within the 40 ps drift time of the TPC, which are anticipated to be prevalent at RHIC
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p+p collision luminosity (~ 1032c¢cm~2s71). Besides, the system is taken as a fast detector
due to its high rate comparing with TPC Data AcQuisition (DAQ) rate ~100 H z, while
the actual interaction rates are in the order of 1 MHz for p+p collisions and 100 MHz for
Au+Au collisions. This allows STAR to trigger on or filter events for studying rare, high
pr processes (jets, leading hadrons, direct photons, heavy quarks) and providing large
acceptance for photons, electrons, 7°, 1, J/v, T mesons in systems spanning polarized

p+p through Au+Au collisions.

In reverse, we can also discriminate hadrons from electrons. Then, a new method to
reconstruct resonance is developed with one triggered hadron and discussed in Chapter 5.
We have reconstructed K2 and A through their hadronic decay mode, such as K3—
7t + 77 ,A— p(p) + 7 (7T), and extend these measurements up to 12 GeV/c using the
BEMC triggered events. The details can be found in Chapter 5. With the same way, we
can also K* — 7% + KT, p - 7t + 77, ¢ — K* 4+ K~ etc, which are discussed in the

Chapter 7.
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CHAPTER 3

Charged particle identification in p+p collisions at

A/SNN = 200 GeV

The study of identified hadron (7%, K=, p(p)) spectra at high pr in p+p collisions pro-
vides a good test of perturbative quantum chromodynamics (pQCD) [AKKO05, KKPO1].
The p(p) and 7* spectra have been limited at py < 7 GeV/c and 10 GeV/c respec-
tively, due to limited statistics in minimum bias triggered p+p collisions in the year
2003 [Ada06b]. They also have significant systematic errors due to the uncertainties in
mean dE/dz position for proton and kaon [Ada06b]. In order to understand mechanism
of hadron production, it’s necessary to make a strict constraint on the quark and gluon
FFs by comparing theory with experimental data at high pr. In addition, it’s also a good
baseline for studying color charge effect of parton energy loss in heavy ion collisions, in
which hadron spectra can arrive up to 12 GeV/c now [Abe06]. This chapter is dedicated

to the details of analysis in p+p collisions.

3.1 Data Sets and Triggers

The data used for this analysis are collected from p-+p collisions in the year 2005.
The STAR main tracking detector, TPC provides a way to identify charged hadrons
by measuring momentum and dF/dz information of charged particles [And03b]. As we
mentioned before, the TPC is taken as slow detector, while the BEMC is a fast detector at
STAR. Therefore, the BEMC [Bed03] was set as online triggers, ”jet patch trigger”, when
the energy deposited on 300 nearby towers (0.2x0.2 in  — ¢) is larger than the threshold,
and "high tower trigger” for energy deposited on the single tower 0.05x0.05 in n X ¢
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Table 3.1: Data sets used in this analysis.

Triggers p+p(JP2) p+p(HT1) p+p(HT2)
EMC trigger threshold FEp > 6.4 GeV Ep > 2.5 GeV  Er > 3.4 GeV
Number of events 5.6 M 51 M 3.4 M

within each patch. In this dissertation, a total of ~5.6 million jet patch triggered events
with energy threshold 6.4 GeV (JP2) in year 2005 are selected to improve the statistics
for charged particles at high py range and extend our measurements up-to 15 GeV/c in
p+p collisions at \/syy = 200 GeV. In order to reduce the trigger bias, only tracks on
the away side of jet patch trigger are chosen by requiring azimuthal angle between one

track and the trigger (A¢) larger than 90 degree or less then -90 degree.

3.2 Re-calibration Method

In Section. 2.3, we have introduced the dE /dx information in the STAR TPC, and the
calibration of dE/dz in STAR collaboration. Due to some approximations in theoretical
calculations and some effects in noise of the electronics, gas multiplicity gains, pileup in
high luminosity etc., the dE'/dx value in experiments may be deviated from the predictions
of Bichsel function. The dF/dx separations among 7=, K* and p(p) are about 1-3¢ where
the dE//dx amplitude of pions is the highest and that of protons is the lowest. Pions are the
dominant sources of inclusive and jet hadrons, and they shadow kaons and protons in the
dFE /dx distribution. Clear peak separations of these three hadrons are not possible. This
results in large systematic errors due to the uncertainty of dE/dz positions. Knowledge of
the precise dF /dx positions for those hadrons is important to understand the efficiencies
of PID selection and to reduce the systematic uncertainty in identified hadron yields. In
order to improve the particle identification at high pr, we develop a method to locate the

dFE /dx positions for different hadrons with good precision.

A—p+n (A—p+7T) and KY — 771~ are reconstructed by their decay topology

to identify their decay daughters — charged pions and protons. The identified electrons,
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pions and protons provide the necessary distinct dE/dz positions and widths as function
of B~. The deviation from the prediction of the Bichsel function is used to correct for
the dFE/dz fit and then extract pion and proton yields from the charged hadrons in an
inclusive hadron distribution or in a jet. The same method can be applied to p+p, d+Au
and A+A collisions in STAR.

3.2.1 dF/dx distribution in the TPC at high pr

The dE/dz in the TPC is a valuable tool for identifying particle species and works
very well at low momentum (p < 1.0 GeV/c). Indeed, the detector was designed to
separate particles up to 1.2 GeV/e. In addition, with dE/dx resolution of 6-8% at high
pr (pr > 3 GeV/c) [Ada06b, AdaO5e, Abe07a], charged pions can be identified by the
dE/dx from the TPC, due to a more than 15% difference in dF/dz between pion and
other charged particles (K=, p/p, e*) [Sha06b]. Since pions are the dominant source of
inclusive hadrons, it is relatively simple to extract pion yields from inclusive particles in
this pr range. To formulate the dE/dz' distribution and its associated Bichsel function

for PID, we need to define the normalized dF/dx by following terms:

1 1 (dE/d'r)measured
nox = — 1o
X oy BT < dEjdr >y

(3.1)

where dE /d meqasured 1s the measured mean dE/dz for a truncated 70% track, < dE/dx > x
is the expected mean dF/dz from Bichsel function for charged particle = with a given
momentum, and o is the In(dE/dx) resolution of the TPC [Sha06b], which depends on
the characteristics of each track, such as number of hits measured in the TPC used for
dFE /dx measurement, path length (X) and the psudo-rapidity of a track. Fig. 3.1 shows
no, distribution of all the charged particles for 3.75 < pr < 4.0 GeV/c at | n| < 0.5. In
order to put all the dE'/dzx distributions into one histogram to perform a simultaneous fit,
the dF /dx distribution is shifted by +6 for positive and -6 for negative charged particles

in the histogram, which is presented in Fig. 3.1. An eight-Gaussian function is used to

LdE /dz is used to represent the “track descriptor” C defined on p.170 of [Bic06]
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STAR HT+JP triggered events, 3.75<pT<4.00,-0.5<0.5 STAR HT+JP triggered events, 8.00<pT<10.00,-0.5<1<0.5
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Figure 3.1: no? distribution at 3.75<pr<4.0 GeV/c for positive (left panel) and
negative (right panel) particles. The solid line is the fit curve by 8-Gaussian function,
including pion (dashed line), kaon (dot-dashed line), proton (dotted line), and electron

(long-dash line). Two solid vertical lines are fitted pion position, while the dashed

vertical lines are calculated positions.

fit this distribution with thirteen parameters to obtain the identified hadron yields and

each Gaussian describes one dF/dx distribution for a charged particle. The parameters

K

are peak positions relative to pion peak ( no?, nor-no=r, noP-nol, not-no’ ), eight yields
for the charged particles and one Gaussian width. With ideal calibration, no? should
be a normal Gaussian distribution centered at zero with width of unity. Fig. 3.1 shows
that the pion dF/dx position is deviated from the Bichsel function. This means that the
dE /dz calibration is not perfect, which also implies that dF /dx position of other particles

relative to that of the pions may be off from their theoretical values.

In order to improve particle identification and reduce the systematic uncertainty in
identified particle yields from dFE/dx [Ada06b, AdaO5e, Abe07a], we study in details the
precise dE' /dx positions of all charged particles using the enhanced electron by the BEMC,
pure proton decayed from A and pion decayed from K9 in the TPC. Once all the dF/dx
positions and widths for all the charged hadrons are obtained by other means, we are able
to constrain better the Gaussian fits, and understand the efficiency and contamination

better in the case of PID selections for other physics analysis.
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3.2.2 Electron identification by the BEMC

Although electron dFE/dzx is relatively far away from other charged particles, its yields
are orders of magnitudes down from pions. In order to identify a electron and obtain
its dE /dx position, the dataset with the BEMC trigger based on the energy deposited
in the BEMC tower is used to enhance the yield of electrons relative to other particles.
Additional hadron rejection is achieved from the shower shape and position from the
SMD [Bed03, CPR02]. A unique feature of the SMD is its double layer design which makes
it possible to reconstruct the shower as two-dimensional image, so that it can provide fine
spatial resolution in ¢- and 7- direction and reject hadron according to different shower
shape between hadron and electron. We require p/E to be 0.3< p/E <1.5 where p is
track momentum in the TPC and E is the deposited energy of the BEMC tower, shower
shape size measured by the SMD in 7 and ¢ direction to be n,, > 2 and ¢ direction ng > 2,
respectively. The different positions between hit in the BEMC tower and track projection
in ¢ and z- direction are restricted to be | ¢gist |< 0.01 rad and | zgis |< 2 ¢cm [Bed03].
The no’ distribution for track passing these cuts are shown in Fig. 3.2 for 3.75<pr<4.0
GeV/c. With about 1.5-30 separation between electron (positron), and other charged
hadrons, electron position and yields could be obtained from the eight-Gaussian function

as above.

To correct for and to assess the systematic errors due to the residual momentum
distortion, we use e~ /e™ ratio as a function of pr. Fig. 3.3 shows the ratio as a function of
pr obtained from the BEMC triggered data described as above. It increase as increasing
pr, indicating that the residual distortion on charged particle momenta due to space
charge. If the electron and positron yields are a modified power-law function (f(pr) o
(po + pr)~") without any distortion, the distortion due to space charge in the TPC shifts
all negatively charged tracks from pr value to a higher pr + A x p2% while it shifts all

positively charged tracks from pr value to a lower pr — A x p2 [Van06]. Data points

2.67+pr+Axp. yiid

2
S pr— At , where A * p7. means Apr

are fitted by the following function f(pr) = (

affected by charge distortion, and py = 2.67 and n = 11.4 are parameters obtained from
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Figure 3.2: no! distribution with enhancement of electron and positron at 3.75
< pr <4.0 GeV/c (left panel) and 8.0 < pr <10.0 GeV /c (right panel) respectively, and
8-Gaussian function is used to fit these distributions.
the inclusive electron spectra [Abe08]. The pr dependence of ratios indicates that the
momenta of the charged particles obtained from the TPC tracking still systematically
shifted away from their true value due to the space charge distortion. We note that the
obtained distortion characterized by parameter A is only about 20 from zero and this

results in about 1.3% momentum shift for a single particle track at pr = 15 GeV/ec.

23 C X? I ndf 10.19/13

B Prob 0.6784

2 A 0.0008597 + 0.0003499
+ 15[
Q B
~ -
Q) -
1
0.5

0 C 1 1 I 1 1 1 l 1 1 1 l 1 1 1 l 1 1 1 l 1 1 1 I 1 1
4 6 8 10 12 14
pT(GeV/c)

Figure 3.3: The ratio of e~ /e™ as a function of py. The curve is a power-law fit.
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3.2.3 Proton and pion from V0 reconstructed in the TPC

In order to obtain the dE/dx position of proton (no?) for Gy > 4, p (p) are selected
from A (A) through A — p+7~ (A — p+ ) decays, because it is difficult to get dE/dx
position of proton by AT — h~ [ShaO6b] with this data sample due to low statistics and
small difference of yields of proton and anti-proton. At the same time, pions decayed
from K2 through K3 — 7t + 7~ decay can be used to get dF/dx positions of pion (noT)
at 0.2<pr<3 GeV/c. First, K% and A are selected by topological cuts on a secondary
vertex [Sor| according to long decay length of K3 (c7 = 2.6 cm) and A (c7 = 7.89 cm).
Fig. 3.4 shows the invariant mass distribution for K2 (upper panel) and A (lower panel).
Then, pure K9 and A (A) are selected via their invariant mass cuts, 0.485<M(K5)<0.505
GeV/c? and 1.112< M(A) < 1.12 GeV/c?, and their daughter particles ( 7, p (p) ) with
high purity are obtained to derive no? and no™. Fig. 3.5 shows no” distributions of pions
decayed from K9 (upper panel) fitted by Gaussian function and protons decayed from A
(lower panel) fitted by the 2-Gaussian function. The protons decayed from A decay have
higher background (signal-to-background ratio = 9:1) and a second Gaussian representing
the pion contamination is necessary. Meanwhile, the pr dependence of dFE/dz width
of protons and pions from the fits are obtained and shown in Fig. 3.6. The width is
consistently smaller than unity (0.868 £ 0.004). This means that the dE/dx resolution
is about 13% better than the prediction and the separations among particles are better

than what we expected.

3.2.4 Theoretical values

To compare experimental results with theoretical values, the variables, nox - no, are

filled in a histogram for obtaining theoretical expectation, since

X T
nox — o — log(dE/dxesy/dE [das,,)  log(dE/dxesy/dE/dxT, ) (3.2)
o o
1 E/dz¥. E/dxT,.
_ og(dE/dxy;., /dE/dxT,; ) _ naf (3.3)

g
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Figure 3.4: K2 and A invariant mass distribution vs daughter pr.
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Figure 3.6: The width of no as function of pr for pion decayed from Ko and proton
decayed from A. The triangles represent smearing of no, - no,.

Where X can be 7%, K%, p(p) and e*. In theory, noT is zero, and nox - no, is equal to
noX - nor.

Then, theoretical difference between pion and other charged particles can be derived
by fitting the nox —no, histogram at each pr slice with Gaussian distribution, which are

shown in the Fig. 3.7. The diffusions of dE/dx for each particle are fitted from these fit
widths.

3.2.5 dF/dx deviation vs [y

With identified pion, proton and electron mentioned above, the experimental results
on the deviation of the normalized dE/dx (no?) relative to the Bichsel theoretical values
as a function of §~v are shown in the left panel in Fig. 3.8. Since there is almost no particle

species dependence of dE/dz, we can describe it with a function of

B

f(x):A+C+:U2

(3.4)

The fit parameters are listed in Tab. 3.2. With these parameters, we can determine the

dE /dx positions and widths of any given charged particles to be better than < 0.1o or
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Table 3.2: Fit parameters from momentum and pr dependence of no? deviation.
parameters | x*/ndf A B C

p dependence | 95/49 |-0.423 £+ 0.015 | 235 £+ 23 | 464 £+ 37

pr dependence | 94/48 | -0.443 + 0.015 | 234 £+ 23 | 444 £+ 35

< 1%.

There are two ways to correct for this effect in the data. One can attempt to under-
stand the origin of this deviation and correct for the effect at the hit level (the amplitudes
of the ionization signal in each pad and row). This requires re-processing of the hits and
reconstructing tracks from scratch. In order to take advantage of the existing compressed
dataset with tracking information only, we apply the corrections to the dE/dx Gaussian
function for each particle species without modifying the dF/dx itself. This empirical af-
terburner is applied in each pr and rapidity bin to directly extract particle yields required
by the physics analysis. Right panel in the Fig. 3.8 shows py/mass dependence of the
normalized dFE /dx deviation, which is fitted by the same function as for the case of .
The parameters from the function are shown on Tab. 3.2. With the corrected deviation,

differences of dE/dx between pion and other charged particles (noX — no™

T, nok —noy
and not —noT) are calculated and compared with theoretical values as shown in Fig. 3.9.

Clear offsets are depicted in Fig. 3.9 and details are shown on Tab. 3.3.

3.3 Raw yields for charged hadrons

3.3.1 Track selection

In order to get primary tracks, the Distance of Closest Approach (DCA) are required
less than 1 centimeter. For good quality of reconstructed tracks, the number of fitted hits
(nHitFits) are required > 25, and the ratio of number of hits to number of possible hits
should be larger than 0.55. The number of fitted hits for dE/dx (ndedzpts) is required

to be larger than 15 for good dE/dx resolution. Besides, tracks on away-side of trigger
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Table 3.3: Difference between no?¢ and no™ of theoretical values and re-calibrated

results. We note that an additional factor of 0.868 should be applied to the final
separation in the table taking into the narrower width observed in the data.

pr(GeV/c) | no® —no™ (fit/theory) | no? — noZ(fit/theory) | no¢ — no™(fit /theory)

3.125 -1.6837/-1.9545 -2.0315/-2.3256 3.2467/3.5737
3.375 -1.6822/-1.9673 -2.1481/-2.4639 3.1566/3.4598
3.625 -1.6754/-1.9706 -2.2382/-2.5777 3.0740/3.3537
3.875 -1.6679/-1.9721 -2.2854/-2.6465 2.9895/3.2536
4.25 -1.6681/-1.9822 -2.3476/-2.7190 2.8709/3.1028
4.75 -1.6891/-2.0201 -2.4343/-2.8395 2.6972/2.9001
2.25 -1.6810/-1.9398 -2.4778/-2.8967 2.5626/2.7482
2.75 -1.6363/-1.9697 -2.5055/-2.9432 2.4506/2.6220
6.25 -1.6025/-1.9359 -2.5089/-2.9559 2.3583/2.5096
6.75 -1.5758/-1.9030 -2.4862/-2.9367 2.2804/2.4167
7.5 -1.5287/-1.8429 -2.4340/-2.8871 2.1951/2.3193

9 -1.4856/-1.7705 -2.3729/-2.8224 2.0245/2.1132

11 -1.4427/-1.6941 -2.2718/-2.7065 1.7981/1.8705
13.5 -1.3675/-1.5744 -2.1548/-2.5583 1.6212/1.6984

are selected to reduce trigger bias in JP2 triggered events by requiring azimuthal angle
between track and trigger, |A¢| larger than 90 degree. The detailed cuts are listed in
Tab. 3.4.

Table 3.4: Track quality cuts TPC.

variables ‘ cuts comments
dca < 1 em | Distance of closest approach to the primary vertex
eta < 0.5 the psudo-rapidity of track
nHitsFit >25 the number of fit hits
nHitsFit/nPossHits | > 0.55 | the ratio of the number of fit hits to the possible hits
A¢ > /2 the azimuthal angle between track and trigger

3.3.2 raw yields from fitting method

Fitting method is used to obtain raw yields for charged particles. Firstly, the normal-

ized dF/dx no, are filled into a histogram to perform a simultaneous fit for all charged
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particles. Fig. 3.10 shows the no? distributions for negative (left side) and positive (right
side) particles in each pr slice at mid-rapidity. Then, an eight-Gaussian function is used
to fit the no, distribution with above calibrated parameters: difference between pions
and other particles (K, p, e), and the fit curves are also shown in the Fig. 3.10. Finally,

raw yields for pion, kaon, proton and anti-proton are derived from these fit function.

3.3.3 raw yields from counting method

In ideal case, no distribution for each particles should be Gaussian and our fitting
method should be perfect. Indeed, the no, distribution is just an approximate Gaussian.
To cross-check this, the so-called counting method is used to derive raw yields for protons,
anti-protons and charged kaons. In this method, we take the left side of proton (anti-
proton) region (i.e. no, < noP) as counting region. Then, a Gaussian distribution is
assumed for dF /dx distribution of proton and kaon to calculate their contribution to the
number of tracks in counting range. The peak positions for proton and kaon are fixed with
re-calibrated value, and the width is from fitting method. Further more, we can count
all tracks for pions, kaons, protons and electrons in the full no, range through solving
following functions.

T+ K+p+e=h, (3.5)

In the counting range,

clxp+R2x K=X, (3.6)

where m, K, p and e represent full yields for each particle, and h are sum of these
yields. cl, ¢2 are K, p contributions, and X is the total yield in the counting region.
From these two equations, we can solve the counting yields for kaon, proton.

Y—2x(h—7—e)
cl —c2 ’

p:

K=h—m—p—e, (3.8)
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In our analysis, raw yields from these two methods are averaged as final results, and
the difference between them are taken into account of systematic uncertainties, which are

discussed later.

3.4 Trigger enhancement correction

Due to trigger bias, there are differences between invariant yields in minimum bias
events and the BEMC triggered events. Fig.3.11 shows charged pion spectra in the BEMC
triggered events compared with published results (squares) in minimum bias triggered
events. This indicates that statistics of charged pion at high pr in the BEMC triggered
events is much more than that in minimum bias triggered events. To correct this trigger
effect, PYTHIA events are embedded in GEANT with STAR geometry, which can simu-
late the realistic response of the STAR detector in experiment, including signal of read-out
and response of electronics, when tracks are propagated through detector. With simulated
signal, different triggered events are selected by passing different detector thresholds as
real events in STAR experiment. Together with results in experiment, simulated charged
pion spectra in both triggers are shown on the left panel in Fig. 3.12. Then, the en-
hancement of charged pions can be calculated by dividing the BEMC triggered spectra
by minimum bias triggered spectra. The right panel in Fig. 3.12 shows the enhancement
factor versus pr distribution. With the same way, trigger enhancement factors for kaon

and proton are calculated and presented on the left and right panel in Fig.3.13.

3.5 Efficiency and acceptance correction

Tracking efficiencies for 7, K, p and p are studied with the Monte Carlo simulation
with the embedding technique [Abe09]. The simulated 7%, K*, p and p are generated
using a flat pr and a flat y distribution and pass through GSTAR [Lon] (the framework
software package to run the STAR detector simulation using GEANT [Ago03, All06] and
TRS (the TPC Response Simulator [Lon])). The simulated 7, K, p (p) are combined
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Table 3.5: Cuts used in simulation and reconstruction.
nHitsFit | gDCA (cm) | |n| | nHitsFit/nPossHits | nCommonHits
>25 <1.0 <0.5 >0.55 >10

with a real raw event and we call this combined event a simulated event. This simulated
event is then passed through the standard STAR reconstruction chain and we call this
event after reconstruction a reconstructed event. The reconstructed information of those
particles in the reconstructed event is then associated with the Monte-Carlo information
in the simulated event. Then, we get the total number of simulated 7, K, p and p from
simulated events in a certain transverse momentum bin. Also, we can get the total number
of associated tracks in the reconstructed events in this transverse momentum bin. In the

end, the tracking efficiency can be calculated by following function:

E(tTk’) _ NassosiatedTrack:s : (39)
N, simulatedT'racks

where NygsosciatedTracks 18 the number of associated (reconstructed) pion, kaon, proton and

anti-proton, and NgmuiatedTracks 1S the number of simulated 7, K, p and p.

In this analysis, we use the simulated data generated by STAR spin group, which is
sampled according to the initial parton pr intervals: (0,2),(2,3), (3,4), (4,5), (5,7), (7,9),
(9,11), (11,15), (15,25), (25,35), (>35) using PYTHIA version6.205 with MSEL = 1. For
good association between MC track and reconstructed track, the commonhits, i.e. same
hit in simulation and reconstruction, is required larger than 10, and some other cuts for
track quality are required same as in our real data analysis. Tab. 3.5 shows cuts in this

simulation analysis.

In order to fully cover the py range in our analysis, the spectrum in different parton
pr range are weighted by the cross-section simulated through the PYTHIA, and the details

are following. Firstly, we select parton pr in (2,3) as our reference. Secondly, we calculate
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Table 3.6: Cross-section and number of events in different parton py bin from

simulation.
pr(GeV/c) | cross-section (mb) | Number of events
(0,2) 18.233 339083
(2,3) 8.11 507996
(3,4) 1.295 400629
(4,5) 0.3144 600980
(5,7) 0.136 431000
(7,9) 0.02312 412000
(9,11) 0.00551 416000
(11,15) 0.002222 416000
(15,25) 0.0003888 408000
(25,35) 1.018e-5 380000
(>35) 5.3e-7 100000
minbias 28.12
the weighted factor as:
g; N()

where o; and N; are the cross-sections and number of events in i-th bin respectively, and
o9 and Ny are for the reference parton py bin. Tab. 3.6 shows cross-section and number

of events in different parton pr bin.

With the factor W;s, weighted pion spectra in different parton py bin are shown on
left plot in Fig. 3.14 in different color circles. Also, the overall pion spectra are summed
as minimum bias results shown as black crosses. By dividing the summed pion spectra,
fraction distributions in different parton py bin are shown in the right panel in the Fig. 3.14
to describe different contributions in different parton pr bin. However, this method results

in the worthless statistic errors due to different contribution in each parton pr bin.

Fig. 3.15 shows the pr dependence of tracking efficiencies in different parton py range.
To derive an uniform expression, we fit these distributions with Eq. 3.11 for each parton

pr bin, and all those fit curves are shown on the last panel in Fig. 3.15.

f(pr) = (0] + exp([1] + [2] * pr), (3.11)
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There are small difference (less than 5% of efficiency) between different parton pr bin
from last plot in the Fig. 3.15. In order to understand this, multiplicity and n dependence
of efficiencies in all parton pr bin are studied and shown in Fig. 3.16 and Fig. 3.17. This
study indicates that there are no dependence on 1 and multiplicity distribution. Therefore,

we set the difference as systematic errors, which are included in systematic errors.

Finally, the tracking efficiency for pion with weighted contribution of each parton
pr bin are shown in the Fig. 3.18. Proton and kaon efficiencies can be extracted with the
same way, and similar values at high pr let us use pion efficiency to correct proton and

kaon spectra later.

3.6 Background correction

To obtain primary pions, background from K§ feed-down was studied and ~5% contri-
bution was removed from pion results at high pr. The details can be found from [Rua05,
Ada06b]. For proton and anti-proton, we present their inclusive production without hy-
peron feed-down correction in this dissertation, because there are no enough statistics for
hyperon at high pr to obtain the percentage of decayed proton [Ada06b, AdaO5e, Abe07c].
However, the hyperon contribution to inclusive proton (anti-proton) yields was studied to

be less then 25% at high pr from [Ada06b, Abe07c].

3.7 Other checks

To double-check if there is residual trigger bias in our results, HT'1, HT2 and JP1
triggered data are analyzed as well. With dFE/dx information, we identify particles and
get their raw counts in these triggered events with the same way we used in JP2 triggered
events. Then, their yields are corrected with the corresponding trigger enhancement
factors, which are shown in the Fig. 3.19. pr dependence of trigger enhancement for
charged pions is shown as colored open circles, and for the combined charged, shown as

black solid points, are described by Landau function, which are shown as dashed lines
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on the same figure. After trigger enhancement correction, there are still discrepancies of

charged pion spectra in different triggers, especially at low pr range.

To resolve the discrepancy, we check the trigger enhancement factors in all triggered
events firstly. It can be seen from the Fig. 3.19, there are a few data points jumped a lot
from one to next one, which are far away from the fitted curves. However, their errors
can not describe their differences, since pion spectra from simulation are obtained from
weighted spectra in different parton pr, and their errors are non-physical. Therefore, we
try to make the error larger for some jumped data points, and then fit these data to get
more reasonable fit curves which are used into spectra correction. The Fig. 3.20 shows

the trigger enhancement factor versus pr with a few artificial errors and new fit curve.

After correction, spectra in different triggered events are compared by taking ratios
of spectra in HT1, HT2, JP1 triggered events to spectra in JP2 triggered events. These
ratios are shown in the Fig. 3.21, which indicates that charged pion spectra in HT2
triggered events with threshold energy Er > 3.5 GeV are consistent with results in JP2
triggered events with higher energy threshold, while pion spectra in JP1 and HT1 are
higher than that in JP2 significantly. This may be caused by different energy threshold
in different trigger. For example, it’s more easier to trigger on HT'1 and JP1 events with
low energy thresholds than to trigger HT2 and JP2 events with high energy thresholds
by noisy backgrounds. Another possibility is that we may ignore some corrections, which

need to be explored in the future.
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Figure 3.7: no, - no, and nog - no, distributions fitted by Gaussian at each pr slice.
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Figure 3.15: Efficiency versus pr at different parton pr range.
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Figure 3.16: Efficiency versus n at different parton pr range.
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Figure 3.19: Trigger enhancement trigger versus pr distribution for HT1 (left upper
panel), HT2 (right upper panel), JP1 (left lower panel) and JP2 (right lower panel).
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Figure 3.20: Trigger enhancement trigger versus pr distribution for HT1, HT2, JP1
and JP2 as in the Fig. 3.19, but artificial error bar are added to the first two data points
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Figure 3.21: The ratios of charged pion production in HT1, TH2 and JP1 triggered
events to that in JP2 triggered events.
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CHAPTER 4

Charged particle identification in Au+Au collisions

at \/SNN = 200 GeV

To obtain kaon yields and reduce the systematic uncertainties for previous published
pion, proton yields in Au+Au collisions [Abe06], we apply the re-calibration method for
dE /dz information in Au+Au collisions as we did in p+p collisions. This chapter shows

results of the dE/dx re-calibration and spectra of charged hadrons in Au+Au collisions.

4.1 Data Sets and cuts

In order to do this analysis, we analyze ~21.2 Million central triggered events, which
are triggered online by the ZDC coincidence corresponding to 0-12% cross-section (central
centrality). Some cuts for track quality are required, such as |n| < 0.5, pr > 0.2 GeV/c,

nHitsfit > 25, ndEdxpt > 15, dca < 1 ¢m and so on.

4.2 Re-calibration

According to re-calibration in Chapter. 3, we re-calibrate the dF/dx for charged par-
ticles in Au+4Au collisions. Firstly, the BEMC information are used to enhance electron
yields relative to other particles, such as 0.3 <p/E < 1.5, n, > 2, ngy > 2, ¢gise < 0.01 and
Zgist < 2 em. Fig. 4.1 shows the normalized dF /dx distribution at different py range. An
eight-Gaussian function is used to fit these distribution as before for deriving no, peak

positions of electrons and pions.

Secondly, K2 and A are reconstructed with topological cuts, and their invariant mass
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Figure 4.1: naﬁ distribution with enhancement of electron and positron at 3.50 < pr <
3.75 GeV/c (left panel) and 8.0 < pr <10.0 GeV/c (right panel) respectively, and
8-Gaussian function is used to fit these distributions.
distributions at different py bin are presented in the Fig. 4.2 and Fig. 4.3. Pure K2 and
A signals are selected with invariant mass cuts: 0.495 < invMassKg < 0.505 GeV/c? and
1.11 < invMassA < 1.12 GeV/c?, and sequently their daughters are used to derive the
precise peak positions no? for pions and no? for protons in Au+Au collisions. The Fig. 4.4
shows the no, distribution for pion from K2 and proton (anti-proton) from A (A), which
are fitted by Gaussian and two-Gaussian function respectively. The widths for pion and

proton are consistent with each other, and shown in the Fig. 4.5.

In order to double-check proton peak positions, which have big errors due to statistics

-

. . +
and some contaminations from K% and A background, no?” —no”

is filled in a histogram
to figure out proton peak positions according to the yield asymmetry of p and p. Fig. 4.6

h™ _ ne” distributions at different pp bin, which are fitted by Gaussian

shows the no
function shown as black curves. The fitted no® values at all pp slices are consistent with

the previous values from A decay, and shown as blue diamonds in the Fig. 4.7 later.

The Fig. 4.7 shows the results for the deviation for dE/dx in o of pion (circles), proton
(crosses) and electron (stars) as function of pr divided by mass in Au+Au collisions on
the left panel, and comparison of the relative dE/dx peak position of noX, no?, no¢
in Au+Au collisions on the right panel. The red stars represented electrons show large
statistical uncertainties due to only 1/4 BEMC coverage in the rund Au+Au collisions.

With the Eq. 3.4, the deviations between experimental and theoretical values are fitted
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Table 4.1: Fit parameters from momentum and pr dependence of no? deviation in
Au+Au collisions.

X2 /ndf A B C

816.9/71 | -0.361 £ 0.004 | 104.275 £+ 3.779 | 281.073 + 7.681

parameters
pr dependence

Table 4.2: Difference between noP¢ and no™ of theoretical values and re-calibrated

results in Au+Au collisions. We note that an additional factor of 0.96 should be applied
to the final separation in the table taking into the narrower width observed in the data.

pr(GeV/c) | no2 —no™ (fit/theory) | no? — no™(fit/theory) | no¢ — no™(fit/theory)

3.125 -1.6971/-1.4958 -2.0065/-1.7798 3.1039/2.9561
3.375 -1.7078 /-1.5006 -2.1299/-1.8915 2.9990/2.8689
3.625 -1.7100/-1.5017 -2.2243/-1.9771 2.9027/2.7878
3.875 -1.7180/-1.5035 -2.2877/-2.0292 2.8129/2.7107
4.25 -1.7342/-1.5127 -2.3625/-2.0929 2.6884/2.6022
4.75 -1.7617/-1.5382 -2.4598/-2.1821 2.5185/2.4423
5.25 -1.7456 /-1.5368 -2.5152/-2.2343 2.3799/2.3154
5.75 -1.7109/-1.5074 -2.5460/-2.2642 2.2645/2.2087
6.25 -1.6740/-1.4822 -2.5548/-2.2710 2.1697/2.1206
6.75 -1.6465/-1.4567 -2.5368/-2.2544 2.0854/2.0456
7.5 -1.5977/-1.4233 -2.4897/-2.2221 1.9954/1.9644

9 -1.5365/-1.3885 -2.4350/-2.1784 1.8305/1.8105

11 -1.4583/-1.3403 -2.3292/-2.0945 1.6189/1.6041
13.5 -1.3470/-1.2545 -2.1947/-1.9900 1.4349/1.4279

and shown as black curve on the left panel in the Fig. 4.7. The Tab. 4.1 shows the fit
parameters. Then, the differences of no, of pion and other charged particles at each

pr bin from re-calibration and theory are listed in the Tab. 4.2.

4.3 Raw yields, efficiency, correction, systematic uncertainties

Raw yields of charged particles in Au+Au collisions can also be obtained by the no,
distributions with fitting method and counting methods. Fig. 4.8 shows the no, dis-
tributions fitted by eight-Gaussian function at different pr slices. By comparing the re-

calibrated values at each pr range, we found the differences among particles in Au+Au col-
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Figure 4.2: Invariant mass of K3
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Figure 4.3: Invariant mass of A at each py range.
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Figure 4.4: no, distribution for pion decayed from K9, and proton (anti-proton)

decayed from A(A) at each pr range.
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Figure 4.5: Width of no, versus pr. will be updated for calibrated one

lisions are smaller than those in p+4p collision. Besides, the widths of no distributions in
Au+Au collisions are larger than that in p+p system. This indicates that the dE/dx res-
olution in Au+Au is worse than in p+p collisions. Therefore, I just show results at pr > 6
GeV /¢, where particles can be separated well by no, relative to low pr range. To correct

detection efficiency, previous studies in Au+Au collisions [Abe06] are applied by Eq. 4.1:

[0] * exp(—pow([1] /=, [2]), (4.1)

where [0], [1], [2] are 0.7938, 0.1555, 0.9108, respectively obtained from previous study [Rua05]

and used in this analysis.

In addition, ~4% pions from K feed-down are corrected to obtain primary pion yields.
For study of systematical uncertainties, the main source, dF/dzx uncertainties are taken
first, which are shown in the Fig. 4.9. This figure shows the difference of deviations in o
between data and fit function as a function of pr, and the upper and lower lines are taken
as limits of uncertainties in our analysis by shifting dF/dx peak position left and right

with this value. In addition, 0.05, and 0.1 ¢ are also done to study the uncertainties.
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particles at each pr slice, no(h™) — no(h™). Gaussian is used to fit the peak for proton.
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CHAPTER 5

Neutral K3 and A reconstruction in p+p collisions at

A/SNN = 200 GeV

The K§ can be reconstructed by the STAR detector at RHIC through K§ — 77 +7~
decay mode. Up to now, STAR collaboration has published K2 measurements [Abe07c],
which was limited to 5 GeV/c due to statistics in minimum bias triggered events. We
have developed a new method to reconstruct K2 with one daughter 7 triggered by the
BEMC and the other identified by the TPC, i.e. "TPC+BEMC”. Using the BEMC
triggered data, we extended K9 measurements up to high-pr, which also provide a way
to cross-check trigger bias for our previous charged kaon measurements in JP2 triggered
events by comparing K2 at near side and charged kaon at away side of the trigger. This

chapter is dedicated to describe the details.

5.1 Data Sets and trigger

Since the event rate at RHIC is much higher than the DAQ rate of the slow detector
TPC, the BEMC is taken as fast trigger detector to select/enhance events with high
energy electrons, photons and hadrons. Through the EMC-triggered hadrons, we would
reconstruct high-pr K2 with higher statistics through its two charged pions decay with
branching ratio 68.6%. To obtain more K2 in high pr range, the data used for this
analysis are collected from year 2005 p+p runs with energy threshold 2.5 GeV (HT1)
and 3.4 GeV (HT?2) respectively, which have been introduced in Chapter. 3. The integral
luminosity are 0.65 pb~! and 2.83 pb~!, respectively. About 5.1 million HT1-triggered

events and 3.4 million HT2-triggered events pass the vertex cut |V,| < 100 c¢m.
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5.2 Particle Identification (PID)

Two daughter pions are identified by the main detector TPC by the dE/dx informa-
tion. To overcome the relatively low trigger efficiency, we did not require both of the
daughters are triggered by the BEMC. Since the two pions decay from K2 are quite sym-
metry, it is sufficient to get high-pr Ko by only requiring one daughter triggered by the
BEMC. Both of the daughters are required to pass some general track quality cuts to
ensure that they are good tracks and have reasonable dE /dx resolutions. We also require

the triggered daughters to pass some EMC-related cuts to ensure they are really triggered.

5.2.1 Track selection

As we discussed in Chapter. 3, charged particles can be separated by the ionization
energy loss dE/dx in the TPC. Fig. 5.1 shows the dF/dz distribution as a function of
momentum in p+p collisions. The curves are expected values calculated by the Bichsel-
function. The equivalent variable no, distributions are shown on the right panel of the
Fig. 5.1, where we can see clear separation between m, K, p(p) and e at low pr (pr< 1
GeV/c) and high pr (pr> 2.5 GeV/c. To obtain relative pure pion sample and reduce
mis-identified background, we use |no.| < 2 in this analysis. In order to select tracks
with good resolution, the number of dE/dz hits included in the truncated mean method
is required to be > 15. For good quality of global tracks, number of hit fits is required
larger than 15, psudo-rapidity is less than 0.5 and larger than -0.5, and pr is larger than
0.2 GeV/c due to the magnetic field and the radius of the TPC. More details for selection
are listed in the following Tab. 5.1.

5.2.2 Triggered track

When a charged particle with high energy goes through the BEMC (a thick ab-
sorber), it loses energy through virtual photons by interacting with Coulomb Field -

bremsstrahlung. The loss energy is in inverse proportion to the mass square of projectile.
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dE/dx (keV/cm)

5 56710
Momentum p (GeV/c)

Figure 5.1: The dFE/dx distribution as function of momentum in p+p collisions.

Therefore, the electron with smallest mass in charged particles should lose much more
energy in bremsstrahlung than other charged particles, such as 7%, K, p and p and
so on. The consequence of the radiated photon can be continued to produce electron
and position pair, which may interact with medium by bremsstrahlung again. Then the
iterations of these processes are continued until the energy of de-gradated electron less
than the critical energy of pair-production. This phenomenon is called electro-magnetic
process. Due to the difference of energy loss features of electrons (positions) and charged

hadrons, the BEMC can separate electron and charged hadrons by their cluster size.

To obtain triggered track, we match the TPC track to the BEMC hits by extrapolating
charged track out to the BEMC tower, and then calculate the distance between projected
positions of charged particles and the center of the triggered tower recorded by online
trigger in ¢ - 7 directions. Fig. 5.2 shows the distance in ¢ (A¢) and n (An) respectively
as a function of pr, and we select tracks with |[A¢| < 0.075 and |An| < 0.075 respectively,
which are one and half tower size in ¢ and 7 direction.

Since a significant fraction, ~30 - 40%, of charged hadrons with high energy do not
deposit enough energy in STAR BEMC via the electro-magnetic process, and only deposit
~ 250 - 350 MeV of equivalent energy in the calorimeter due to ionization energy loss.

These hadrons are called ”Minimum lonizing Particles” (MIP) producing ”MIP hits” in
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Figure 5.2: ¢ and 7 differences between projected position and center of triggered
tower are shown on the left and right panel respectively.

the BEMC towers. The deposited energies for these MIP are approximately constant,
and independent of momentum and particle species. This property provide a convenient
calibration reference [CPR02]. To reject these MIP, additional cuts for energy deposited
in the BEMC tower are required larger than 2 GeV and less than 2xp (momentum) to
reject some tracks which indeed hit the triggered tower, but don’t trigger the tower. These
two cuts are marked as two lines in Fig. 5.3. In addition, pr of triggered track is required

larger than 3 GeV /c to ensure selected particle with energy larger than the threshold.

12

L\\\L\\\‘\\\

2 6
p (GeV/c)

Figure 5.3: Energy versus momentum distribution to reject MIP band and tracks
mismatched energy.
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Table 5.1: Kinetic cuts for K9 reconstruction.

Variable Cuts comments
Azimuthal angle between center of the BEMC tower
A¢ 0.075 rad and projected track on the BEMC face
to select tracks projected in the triggered tower.
An 0.075 Psudo-rapidity between trigger center

and projected track on the BEMC face.
Energy | 2< E <2xp | Ratio of deposited energy in the BEMC and track
momentum to remove MIP and false trigger tracks.

Trged pr | > 3 GeV/c The pr of triggered track.
nHitFits <15 -
ndedxpts > 15 -
7 < 0.5 -
pr > 0.2 GeV/e -
|no.| <2 -

Table 5.2: Topological cuts for K3.

dcaV02pV > 0.6 cm DCA of VO to primary vertex
dca in daughters | < 0.9 cm DCA between daughters
decayLength > 2.0 cm A Decay Length
dcaPos(neg)2Vtx | > 0.8 cm | DCA of positive (negative) daughter to primary vertex

5.2.3 Topological cuts for K3

According to the long lifetime of K9 decay, ¢, ~ 2.6 cm, and good resolution for vertex
reconstruction in mm level, second vertex can be reconstructed and distinguish from the
primary vertex. Therefore, the topological cuts can be applied in K§ reconstruction to
reduce the combinational background. Fig .5.4 shows the topological picture of K3 decay
to two pions. The topological cuts were studied in [Hei] and implied directly in our

analysis, and shown on following Tab. 5.2.
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Figure 5.4: Topology for VO decay.

5.3 K¢ reconstruction and raw yield extraction

With the ” TPC + BEMC”, K9 candidates are reconstructed by one pion from the
TPC and the other one from the BEMC in pr range from 3 GeV/c to 12 GeV /c. Rotation
method [Adl02b, Ada05b] and mis-identification method have been studied to reduce the
combinational background and residual background, but they do not affect our K2 mass
distribution. Fig. 5.5 and Fig. 5.6 show the invariant mass distribution in different py

range from HT1 and HT2 triggered events, respectively.

To extract the raw yields of K2, we need remove the background in the K2 invariant
mass range. Two methods were tested to get the number of backgrounds in previous study:
One is fitting the background with polynomial function; The other one is counting the
candidates within two mass windows on both sides of the K9 signal (side-band method).
The former one is proved to be better than the later one at high py range in [Hei|. In our
case, a linear function plus a Gaussian function is used to fit the background and signal in
this dissertation. Number of K§ and its statistical uncertainty can be directly obtained
from the fit. In addition, a second polynomial function plus a Gaussian function is used

to fit the invariant mass distribution for systematic uncertainties study. Fig. 5.7 shows
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Figure 5.5: Invariant mass from 3.5 GeV/c up to 15 GeV/c in HT1 triggered events.

the obtained K9 width and mass. Another way to double-check the raw yields of K2 is

removing the fitting backgrounds from total counts in K9 mass range. This method is

independent of the fit quality for K2 signal.

With K§ raw yields in different pr slice, pr spectra for K9 in both HT1 and HT2 are

shown shown in Fig. 5.8, which also shows published K¢ spectra in run 3 minimum bias

event

s for comparison.
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Figure 5.6: Invariant mass from 3.5 GeV/c up to 15 GeV/c in HT?2 triggered events.

5.4 Corrections for K2 spectra

The raw yields of K2 should be corrected for the detector acceptance, detector response
efficiency ( TPC tracking efficiency and BEMC trigger efficiency ) and selection efficiency
in reconstruction. Since two daughters from K9 decay are identified by the TPC only
("TPC only”), and the BEMC and the TPC ("EMC+TPC”) respectively. We get their
efficiency separately and then convolute them to get K2 reconstruction efficiency according

its decay kinematics.
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Figure 5.8: Preliminary K9 spectra in HT1 and HT2 triggered events and published
K9 spectra in minibias events shown as black circles.

5.4.1 ”TPC only” pion detection efficiency

Due to the TPC acceptance and response, tracking efficiencies of the pion from TPC
only were studied and shown in Fig. 3.18. To apply the efficiency at given pr value in
later analysis conveniently, we parameterize the efficiency as function of pr using Eq. 5.1

for pr < 1 GeV/e,

[0] x exp(—pow([1])/z,[2])) + [3] x x + [4] x & X z, (5.1)

and Eq. 5.2 for pr > 1 GeV /e,
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[0] — exp([1] + [2] x x) (5.2)

Fig. 3.15 has shown Eq. 5.2 for charged pion efficiency at high pr. Now, we show the
fitting results with Eq. 5.1 for low pr in Fig. 5.9. By combining these two function with

their parameters, we can obtain pion tracking efficiency values at given pr value.
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Figure 5.9: pion efficiency at parton printerval (9,11 GeV/c), and the red curve shows
fit at pr< 1 GeV/c with Function5.1

5.4.2 7"EMC+TPC” pion detection efficiency

The "EMC+TPC” pion detection efficiency includes the BEMC trigger efficiency,
the TPC tracking efficiency and acceptance etc. Its total efficiency can be derived by
comparing the triggered pion raw yields to previous efficiency corrected inclusive pion
yields [Ada06b, Xu08]. The raw yields of triggered pion can be obtained by fitting the

no, distributions by multi-Gaussian function as we did in Chapter. 5.

Fig. 5.10 shows charged pion yields in HT'1 (shown as circles) and HT2 (shown as stars)
triggered events. The published pion yields in minimum bias events and the trigger-bias
corrected high-pr pion spectra from JP2 triggered events obtained before are also shown

in the Fig. 5.10 for comparison. The detection efficiencies of triggered pion in HT1 and
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HT2 can be obtained by dividing circles (HT1) and stars (HT2) by squares (minibias),

respectively. They are shown on Fig. 5.11 as circles and triangles and fitted by following

functions:
flpr) = [0] + [1] x Erf([2] x (pr — [3])) + [4] x pr + [5] x p7 + [6] x pF, (5.3)
and
flpr) = [0+ [1] x Erf([2] x (pr — [3])) + [4] x pr, (5.4)
Where

Brf(z) = % / T e (5.5)

The efficiencies of averaged 7+ and 7~ both in HT1 and HT2 triggered events are shown
on Fig. 5.11 as black circles and trigangles, and fitted by Eq. 5.3 and Eq. 5.4, respectively.
The two parameterized curves shown on the Fig. 5.11 will be used in our simulation to

obtain the reconstruction efficiency of K2 later.
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Figure 5.10: Comparison of pion spectra between minbias and HT triggered events.

The trigger efficiency is ~3% at pr = 5 GeV/c from Fig. 5.11. According to this

value, let’s calculate how many equivalent minimum bias events are needed to get the
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Figure 5.11: Trigger efficiency for charged pion in HT'1 and HT?2 triggered events (This
figure is now updated with final version [Agall] from thesis-2009 version. The details of
the technical part is now summarized in the NIMA eprint and submitted to Nuclear
Instrument Method A for publication.)

same number of K97
N = L(0.64pb~") x o(30mb) X €4y(~ 3%)/€tri(~ 90%) ~ 0.6Billion, (5.6)

where N is the number of minimum bias events, L is the luminosity of HT1 triggered
events, o is the non-single diffractive cross section in p+p collisions at STAR, €, is
the trigger efficiency and ¢, is the tracking efficiency. This indicates that much more
statistics for K on high pr are obtained using ~3 million EMC triggered events, while

can not be obtained in minimum bias events so far.

5.4.3 K trigger efficiency

With the detection efficiencies of the decayed pions (one is identified by "TPC only”,
and the other is by "BEMC+TPC”) the K2 detection efficiency is then determined by
folding them using the K§ decay kinematic. We generate K3 sample with flat pz distribu-
tion and flat y distribution from -0.5 to 0.5. The PYTHIA framework software package is

used to simulate K2 decay to two charged pions. The daughter pion with higher pr is re-
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Chapter 5 Neutral K3 and A reconstruction in p+p collisions at \/syy = 200 GeV

quired larger than 3.0 GeV /¢, treated as triggered pion. We applied the "BEMC+TPC”
pion efficiency at the corresponding pr to it (the efficiency at pr < 3 GeV/c is set to
be 0.). The other pion with lower pr is associated daughter, and applied the "TPC
only” efficiency due to the acceptance, tracking efficiency and dFE/dx efficiency. Then,
the efficiency of K2 in a given pr bin can obtained by convolution of the decayed pions
which are weighted with corresponding trigger efficiency and tracking efficiency at each
pr evaluated from trigger and tracking functions. Finally, the reconstructed K2 are filled
in one histogram, we call ”Histogram(Reconstructed K2)”, while the initially generated
KY spectra is called ”Histogram(Origin K2)”. The detection efficiencies of K3 due to
trigger and tracking are calculated by dividing reconstructed K2 by initial K3 distribu-

tion,

Histogram(Reconstructed KY)

e(Kinetic) = ; (5.7)

Histogram(OriginK?Y)

The detection efficiencies of K2 are shown on the left panel of Fig. 5.12.
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Figure 5.12: Left plot: Combination of K trigger efficiency and tracking efficiency;

Right plot: K§ efficiency due to its topological cuts. (This figure is now updated with

final version [Agall] from thesis-2009 version. The details of the technical part is now

summarized in the NIMA eprint and submitted to Nuclear Instrument Method A for
publication.)
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Chapter 5 Neutral K3 and A reconstruction in p+p collisions at \/syy = 200 GeV

5.4.4 VO cuts efficiency correction

Due to VO cuts for good signal to background ratio of K3, many real K2 are lost in
the finding K¢ process. This part is not taken into account in our previous simulation,
thus is needed to be obtained separately. To do this study, the embedded data generated
at run 5 [Abe07c| are used to get the efficiency by dividing K2 pr spectra after VO cuts

mentioned in Tab. 5.2 to the K§ spectra before VO cuts.

Histogram(V Ocut)
Histogram(input)’

e(V0) =

The ¢(V0) as function of pr can be found on right panel of Fig. 5.12.

Finally, total efficiency for K2 for trigger, tracking and topological cuts are combined
by these two:
e(K9) = e(Kinetic) x ¢(V0) (5.9)

5.5 Systematic uncertainties

We have studied the systematic uncertainties contribute to the final cross section of

K?. Following main sources of systematic uncertainties are considered in this analysis:

1. Different background subtraction for K3.

As mentioned before, we use two polynomial functions to describe the background
of K3 invariant mass distribution in Fig. 5.5 and Fig. 5.6. This results in different
yields of signal after subtraction different backgrounds, which contribute about 1.4%

uncertainties to K¢ cross section.

2. VO cuts for K2 reconstruction.

The contribution from VO cuts has been studied in [Hei|, and it results in ~ 5.4%

systematic uncertainty in our analysis.
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3. Trigger bias in different trigger.

To study the contributions from trigger bias, we compare the K9 yields after trigger
efficiency correction between two triggered data-sets. 9.7% difference between two

yields is taken as trigger bias contribution to the total cross section.
4. Efficiency determination.

On the efficiency determination, 5% systematic uncertainties are included due to

the uncertainty on the materials in the STAR simulation software package.
5. Momentum resolution.

To obtain the momentum resolution of K2, we need to know the momentum resolu-

L/pr(Real)—1/pr(MC) _
1/pr(MC)

tion of daughter pions first. Fig. 5.13 shows the distribution of

pr(MC)
pr(Real)

-1 for primary pion at different pr bin. They are described by the Gaussian

function very well. The mean values of Gaussian distribution are almost centered

at zero, while the resolutions are linearly depend on the momentum as shown in

Fig. 5.14. This indicates that the momentum resolution related to detector resolu-

tion becomes worse with increasing pr. Since the momentum resolutions for primary

track in p+p collisions are similar to that in Run 2 Au+Au collisions shown on the

left panel in the Fig. 5.15, we use the momentum resolutions of global tracks in Run

2 Au+Au collisions shown on the right panel in Fig. 5.15 to represent hat in our

data-set p+p collisions.
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Figure 5.13: The distributions of pT(Real) - 1 for primary pion at 3.0 < pr <3.5
GeV/c (left) and 9.0 < pr < 9.5 GeV/c(right), and fitted by Gaussian function.
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Figure 5.14: Momentum resolution for primary tracks versus pr in p+p collisions.

To obtain the K} momentum resolution, we simulate the process of K§ kinetic decay
to two pions, and convolute the daughters’ momentum resolution to K momentum step
by step. Firstly, K9 distribution as function of pr are generated for input in the decay
process. K9 pr spectra in minimum bias events (published) and high tower triggered

events are combined and fitted with Levy function:

1 &N dN -1 -2 NG 2 —
AN = lxn=2) g VPR T me g g
2rpr dydpr  dy  2monT(nT 4+ mo(n — 2)) nT

where mq is the KY mass. This fit function is taken as input of K3 distribution in

simulation, and is shown in Fig. 5.16.

Secondly, given one decayed pion, its momentum can be smeared according the Gaus-
sian distribution shown in the right panel of Fig. 5.15. Then, K2 can be reconstructed by
the decayed two pions in simulation. The momentum of reconstructed K2 may be shifted
due to pions momentum resolution, which is so-called K9 momentum resolution. This
may change the shape of K2 pt distribution. Left panel in Fig. 5.17 shows K2 pr reso-
lution in HT1, HT2 and minimum bias events in simulation. The momentum resolution
results in the difference of K2 yields between reconstructed and input K3 pr spectra,
which is shown in the right panel in Fig. 5.17. This differences are treated as systematic

uncertainties in our analysis later.
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Figure 5.15: Left: Momentum resolution for primary tracks in Au+Au collisions;
Right: Momentum resolution for global tracks in Au+Au collisions.

Table 5.3: Sources and countributions of uncertainties.

Background subtraction 1.4%

VO cuts 5.4%

Trigger bias 9.7%

Efficiency determination 5%
Momentum resolution | -0.0064 + 0.0015x pp+0.0010x p2-

In summary, Tab. 5.3 shows the each source contributions to K& cross-section: back-
ground subtraction, VO cuts, trigger bias, efficiency determination and momentum reso-

lution.
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Figure 5.16: pion momentum resolution in p+p collisions.

0.12 F
- . 0.2~ X/ ndf 6.439/9
o C 0.18 PO -0.006442 + 0.005336
- 0'1, HT1 c C p1 0.001507 + 0.002163 [
S L O 0.16F
— — | p2 0.0009986 + 0.0002114
5 F HT2 =] E
¢ 0.08 g oM
o F " = 012

L i o E
E 006" Ll bl 8 o1t
= F gt 5 0.08F

S g BT - E
T 0.04 st 2 0.06F
g C minibias > 0.04;
€ 002 0.02/—

L L L L | | O’ L

“10

6 7
[ (GeVic)

Figure 5.17: Left: K2 resolution versus pr distribution in p+p collisions; Right:
K? yield correction versus pr distribution in p+p collisions.
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CHAPTER 6

Results and Discussion

In this chapter, measurements on charged hadrons (7%, K=, p and p) and neutral kaon
are shown both in p+p and Au+Au collisions. Comparisons of results between p+p and

Au+Au systems are discussed through ratios and nuclear modification factors.

6.1 dE/dx Re-calibration method

With enhanced electron identification by the BEMC, pure pions decayed from K2 and
protons decayed from A, dE/dz positions and widths of different charged particles are
determined precisely. Their deviations relative to theoretical values versus v and prmass

are well described by the function

B

f(x):A+C+x2'

(6.1)

With this method, dE /dz positions of charged particles are re-calibrated to be better than
0.1 0. The particle identification of charged hadrons can be improved, and uncertainty can
be reduced significantly. In addition, we have developed a method to use the ratio e~ /e™
to correct for and to assess the systematic momentum shift in the negative and positive
charged hadrons affected by space charge distortion in the TPC. These are important
steps toward fulfilling the physics goals of the STAR experiment at RHIC in the future,

and other frontier experiments.
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6.2 Spectra in p+p and Au+Au collisions

The invariant yields is defined by:

1 d’N
Nevt QWppoTd?/ ’

(6.2)

where N.,; is the number of events, and NN is the raw yields of signal corrected for triggered

enhancement factor and acceptance tracking efficiency in TPC.

The invariant yields of charged hadrons (7%, K*, p and p) are extended up to 15
GeV/c and neutral kaons are extended up to 12 GeV/c at mid-rapidity (|n| <0.5) in
Vsny = 200 GeV in p+p collisions using the EMC triggered events. Figure 6.1 shows
these particle pr spectra. On the left panel, we show positive particle spectra and Ky and
p spectra in p+p collisions. Meanwhile, we show the negative particle spectra in p+p
collisions, and neutral and charged kaon and rho in Au+Au central collisions on the right
panel. To compare with pQCD NLO calculations, AKK and DSS ! calculations are also
plotted on the Figure 6.1.

From this figure, our measured 7%, K*, p and P spectra are consistent with the
published results in minimum bias triggered events. In addition, consistency of charged
and neutral kaons with different methods and in different triggered events proves that our
measurements are credible. When we compared our spectra with pQCD NLO calculations,
we found the spectra for pions can be described by both AKK 2008 and DSS, which
provide a convince for the pQCD again. However, kaon and proton spectra can not be
described very well by these pQCD NLO calculations at high pr, especially anti-proton in
AKK 2008, which is under-predicted anti-proton production, and is un-physical at high
pr (pr > 8GeV/c), because the theorist included BRAMTH p/p ratio at low pr and
forward rapidity, so our measurements can provide more constraint to fragmentation

function in pQCD calculations.

In Au+Au collisions, pion and proton spectra have been published at [Abe06]. Here,

!Models of NLO pQCD can be found in Appendix.
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we use the re-calibration way to identify pion and proton again for cross-checking previous
published results and reducing systematic uncertainties due to d£'/dz uncertainties. When
we compare our measured pions with published pions, less than 5% difference between
them can be found in Figure 6.2. However, it’s more difficult to identify kaons, protons
and anti-protons in Au+Au collisions than in p+p collisions, because the width for each
particle is ~ 1.06 o in Au+Au collisions, while in p+p collisions, it is about 0.87. This
results in more dE /dx uncertainties in Au+Au collisions relative to p+p. We just present
pr spectra for charged kaon at pr > 6 GeV/c in Figure 6.1, because they are separated

clearly at this py range.
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Figure 6.1: On the left panel, the invariant yields d>N/(2rprdprdy) of positive
particle, 77, KT, p, and neutral particles, K and p° from p+p collisions. On the right
panel, the invariant yields of negative particles, 7=, K~, p from p+p collisions and also
the spectra of K2, K* and p" in central Au+Au collisions. All the dashed lines on these

two panels are from AKK 2008 calculations, and solid lines are calculated from DSS.

The bars and boxes represent statistical and systematic uncertainties. (This figure

and related physics discussion are now updated with final version [Agall]
from SQMO09 version [XulO])

6.3 Ratios in p+p and Au+Au collisions

Particle ratios, 7~ /x", p/n", p/m~ and p/p in mid-rapidity at \/syy = 200 GeV in
p+p collisions are obtained from the spectra and presented in Figure 6.3, which shows

7~ /7" on panel (a), p/p on panel (b), p/7* on (c), and /7~ on (d); Our measured ratios
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Figure 6.2: On the left panel, pion spectra from published results are shown as black
squares and our data points are presented by color circles. On the right panel, the ratios
of 7™ and 7~ in the new to the old are presented as solid and open circles, respectively.

shown as red stars, while previous results shown as black squares are on the same figure
for comparison. In addition, DSS calculation and PYTHIA simulation are plotted as
dashed lines and green solid lines, respectively, and the shaded bands and lines represent

systematic and statistic uncertainties respectively.

As mentioned before, the statistic uncertainties are reduced at high py with the EMC
triggered events compared to the previous results using minimum bias events and the
systematic errors are also reduced using this re-calibration method. When we compare
our measurements to the published results [Ada06b], the consistence between them in
the overlapping range provides a good evidence to our new measurements in the BEMC
triggered events using the new re-calibration method. The extension of pr range (up to
15 GeV/c) provides good experimental data to model fit for comparison. With good
precision, it shows for the first time at RHIC energy, that 7~ /7" and p/p decrease with
increasing pr in p+p collisions at mid-rapidity. This indicates a significant valence quark
contribution to pions and protons production. p/m" and p/m~ reach highest values at
pr ~ 2 GeV/c, decrease at intermediate pr range and approach almost constant values
of 0.2 and 0.1 at high pr > 6 GeV/c, respectively. Interestingly, leading order pQCD
calculation PYTHIA (version 6.01) can generally reproduce particle ratios, but show
significant deviation from spectra with an overall normalization. The NLO pQCD [FSS07]

calculations lead to better agreement with measured spectra, but over-predict anti-proton
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productions and deviate from ratios of p/p and p/7n~. This indicates that light flavor
separated and gluon Fragmentation Functions used in NLO pQCD calculations, need

improvement. This is one of our goals.
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Figure 6.3: Ratios of 7~ /7t (a), p/p (b), p/7" (c) and p/p (d) as a function of pr in
p+p collisions. The red stars are our new results, and the black squares represent
published results from minimum bias events. DSS NLO calculations and PYTHIA

simulations are presented as blue dashed line and green solid line respectively. The bars

and boxes represent statistical and systematic uncertainties. (This figure and related

physics discussion are now updated with final version [Agall] from SQMO09
version [XulO])

In addition, K*/7% (shown as open circles) ratios in JP2 and K9/ ratios (shown
as solid circles for published results from minimum bias events and red stars for the new
results from BEMC triggered events) in HT's trigger are presented on Fig. 6.3. K/m ratios
from AKK and DSS calculations are shown as lines on the same figure. From this figure,
consistence between K2/ in High Tower triggered events and K* /7% in JP2 triggered
events provides the credibility of our measurements. Ko /7 ratios in minimum bias events
and the JP2 trigger events are also consistent. The measured K /7 is about half of the
pQCD value, but similar to that of PYTHIA simulation. Therefore, our measurements
provide better constraint to pQCD calculations in the future. The discussion shown
in the brackets is the thesis version and we refer the final discussion to our
publication [Agall] according to Figure 6.5 [Together with kaon production

in Au+Au collisions, Kg/w and Ki/wi ratios at high-p; in Au+4Au collisions
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at 200 GeV are obtained and presented first time on the upper panel of Fig-
ure 6.5. By comparing the K /7 ratios in p+p collisions, we observe significant
enhancements for K /7 in Au+Au central collisions. This indicates that sup-
pression for kaon is less than for pion in the Quark-Gluon Plasma, or jet flavor
changes assuming fragmentation functions do not change from p+p and cen-
tral Au+Au collisions. On the other hand, jet chemistry can change due to

parton splitting in medium even if the flavor does convert.|
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Figure 6.4: The comparisons of data to NLO pQCD calculations and PYTHIA
simulations for pion (shown on left plot) and (anti-) proton (shown on the right plot).

6.4 Nuclear modification factors

To further understand Quark Matter Plasma created in Au+Au collisions, as a refer-
ence, measurements in p+p collisions are compared with results in Au+Au collisions in

this section.

In order to compare particle productions in different system directly, we define a

variable, nuclear modification factor (R44),

d* N/ (2nprdprd
Raa = 2/ (pppr prdy) (6.3)
TAA X d Oinel (27TppoTdy)
where Ty = < Ny > /o?, describe the nuclear geometry, and d*0?? /(2wprdprdy) is

the cross section for p+p collisions and is derived from the measured p+p Non-Single-
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Diffractive ( NSD ) cross section ( onsp ). In STAR, the 0%y, is measured as 30 mb,
while total cross section ( 0, ) is about 42 mb in theory actually, so the R44 in our

analysis can be written as:

42 x d* N/ (2mprdprdy) auau

Ras =
A7 80% < N > XN/ (2rprdprdy),,’

(6.4)

The difference between NSD and inelastic differential cross section at mid-rapidity, as
estimated from PYTHIA [Rua05], is ~ 5% at low pr and negligible at pr > 1.0 GeV/c.
The discussion shown in the brackets is the thesis version and we refer the
final discussion to our publication [Agall] .[Figure 6.5 shows the nuclear mod-
ification factor, R,4 for 77 4+ 7~ ( open triangles ), K™ 4+ K~ ( blue solid stars
), p + P ( open circles ), K2 ( red solid stars ) and p ( open triangles ) as
function of py in Au+Au central collisions on the lower panel. On this plot,
we can see that R4, for pion, kaon, proton and rho rise at low p;, and reach
the highest at pyr~ 2 GeV/c, and decrease with increasing pr at pr> 2 GeV/c.
At high pr range (pr> 6 GeV/) where fragmentation processes are dominant,
Raa (p + p) with large errors is larger than Raa( KT 4+ K—, K2), which is
larger than Ra4( 7t 4+ 7~ ). This phenomena are in contradiction to the pre-
diction from flavor-dependent energy loss [Wan98] only. The Ras(n" 4+ 77) is
similar to Ra4(p), which indicates they have same parton source, and R4, has
no relationship with mass of particles. R a(K"+K,K?) is consistent with the
prediction with jet conversion in the hot medium, as shown by dashed line on
Figure 6.5. This indicates possibility of jet conversion contribution to the R 4.
The same factor, scaling the lowest-order QCD jet conversion rate, is applied
to predict R4 for pion and proton [Xu] in jet conversion scenario, and R (

p + P ) is similar to Rsa( 77 4+ 7~ ) in their prediction [LFO08b].

Recently, it was argued that higher twisted effect, enhanced parton split-
ting alone, can also lead to significant changes in the jet hadron chemical

composition [SWO08]. In this model, heavier hadrons become more abundant.
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For an E,,; = 50 GeV jet, the kaon to pion ratio increases by a factor ~ 50%
and the proton to pion ratio by a factor ~ 100%. However, the model alone is
not consistent with our observations that Ras(7) ~ Raa(p). This together with
jet conversion mechanism might be able to explain our observations, however
requires quantitative modeling and calculations in which 3D-hydro expand-
ing medium, and proper light flavor separated quark and gluon fragmentation

functions should be considered.
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Figure 6.5: On the upper panel, K3(K*)/x ratios as function of pr both in p+p and
Au+Au central collisions. One the lower panel, Nuclear modification factors of pion,
kaon, proton (anti-proton) and p° in Au+Au collisions and K*(K3)/m* ratios as
function of pr. The bars and boxes represent statistical and systematic uncertainties.
(This figure and related physics discussion are now updated with final
version [Agall] from SQMO09 version [XulO])

In order to understand more about the jet chemistry change in the QGP, we
can study the centrality dependence of K2 Rs4. Due to limit of statistics, we
integrate the R, 4 at pr> 5.5 GeV/c, where mechanism of particle production
may be dominated by hard processes. The integral R 4 and their errors for

pion and kaon are integral at each centrality for comparison with following
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function:

Rt 5360170~ Sl o

1

eRAA(> 5.5) = m

(6.6)

The Figure 6.6 shows the R4 versus centrality distribution for pion and K.
Both kaon and pion production are suppressed in central collisions, R4, for
kaon is about a factor of 2 larger than R4, for pion, even in peripheral colli-
sions. This let people consider: whether parton flavor conversions are preva-
lent, even in the smaller systems? whether there is some other soft A4+ A
production mechanism contributing in this p; range for all centralities, be-

sides jet fragmentation?] To address this, more statistics are needed in the future at

RHIC.

6.5 Summary

In summary, we report charged hadrons (7%, K=, p(p)) transverse momentum (pr)
spectra at mid-rapidity (| y |< 0.5) up to 15 GeV/c, and neutral Kaon (KY) pr spectra up
to 12 GeV /c using events triggered by the Barrel Electro-Magnetic Calorimeter from p+p
collisions at \/syn = 200 GeV. With central triggered Au+Au collisions, K= spectra
should be measured up to 15 GeV/c. In p+p collisions, the 7% spectra are in good
agreement with the calculations from the next-to-leading order perturbative QCD models,
which fail to reproduce the K=, K2 and p(p) spectra at high pr. 7= /7 and p/p decrease
with increasing pr, which indicates an experimental signature of significant valence quark
jet contribution to pion and proton production. However, this is also indicative that
anti-proton is from gluon jet. p/m" and p/m~ approach 0.2 and 0.1 respectively at pr >

6 GeV/c. The discussion shown in the brackets is the thesis version and we
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Figure 6.6: Integral R4 at pr > 5.5 GeV/c for pion (red circles) and kaon (blue
crosses) versus centrality. The bars represent systematic uncertainties due to centrality.
(This figure and related physics discussion are now updated with final
version [Agall] from SQMO9 version [XulO])

refer the final discussion to our publication [Agall]. [At the same pr range,
Raa(p+p) 2 Raa(KS, K%)> Raa(nt +77), and Raa(nt +77) is similar to Raa(p°).
Our results indicate the change of final jet hadron chemistry from p+p to

Au+Au collisions, consistent with jet conversion mechanism and/or modified

enhanced parton splitting in the medium.]
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Outlook

7.1 dE/dx Re-calibration

The dE/dx re-calibration method has been successfully applied in particle identifica-
tion in p+p and Au+Au collisions. It can be used to other systems at different energies
at STAR, for example, d+Au, Cu+Cu collisions, etc. It also provides a possible tool to

identify charged particles at other experiments using the TPC.

The method is also very important to reconstruct resonances at STAR. With the pre-
cise dE/dx, residual backgrounds due to mid-identification can be reduced and then the
significance of signal can be enhanced. For example, Fig. 7.1 shows the three Gaussian dis-
tributions labeled 71”7, 72” and ”3”, which have same width (1), and different amplitudes
and peak positions. Each one represents one particle distribution, and the amplitude
of 71”7 is a factor 5 higher than ”2” and ”3”. By comparing ”2” with "3”, 0.50 differ-
ence between them can result in < 3% contributions from one to another. However, 71"
with abundant yields can contribute much more to 72” (~ 23%) than ”3” contributions,
although there are 20 difference between them. Similarly, charged pion can contami-
nate kaon and proton significantly at STAR. We have found there is 0.40 deviation of
experimental data from theoretical expectation for charged pion. This small deviation
can contribute about a factor of two more contaminations to kaons. Therefore, the re-

calibration method can reduce mis-identified backgrounds for resonance reconstruction at

STAR, such as K*, D°, ¢, p and so on.
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Figure 7.1: Three Gaussian distributions with mean value -2 (blue dot-line), -0.5 (red
dash-line), and 0 (black solid-line).

7.2 Other resonances with one triggered daughter

To further study the particle interactions with the medium created in the heavy ion
collisions, more kinds of particles are needed to be measured at high pr. K2 has been
reconstructed with one daughter triggered by the BEMC and extended up to high pr 15
GeV/c using the BEMC triggered events, where the BEMC detector is taken as hadronic
trigger. The extension measurements in p+p collisions also provide more constraints
to NLO pQCD calculations in the future and baseline for heavier ion collisions. The
technique can also be applied to reconstruct other particles at high pr at STAR and other

experiments. With the same data sample, we observed clear A signal.

7.2.1 A and A reconstruction

A and A can be reconstructed through A— p+7~ and A— p+n" channels respectively
using the HT1 and HT2 triggered events in p+p collisions collected in year 2005. With
the same way for K9 reconstruction, one daughter particle triggered by the BEMC can
be selected by following cuts of |A¢| < 0.075 rad, |An| < 0.075 and the ratio of energy to
momentum (2.0 < E/p< 1.5xpr). The VO cuts for A and A are also from previous study

using minimum bias p+p events in year 2002 [Abe07c]. The details of cuts for A and
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Table 7.1: Topological cuts for A and A.
dcaV02pV | dcaDaughters | decayLength | dcaPos(neg)2Vtx
< 0.6 cm <09 cm > 2.0 cm > 0.8 em

A are listed in following Tab. 7.1:

The A can be reconstructed with p and 7~ passing above cuts and its invariant mass
distribution at py from 7.0 GeV/c to 8.0 GeV/c is shown in the Fig. 7.2. Indeed, clear
A signal has been observed at 10 GeV /c. However, we can not observe A signal with this
method. This phenomenon is easy to explain. Anti-proton is easier to be triggered by the
BEMC with respect to proton, since anti-proton can annihilate with proton in the BEMC
and deposit much more energy in the tower (at least 2 GeV). Previous study found that

~40% anti-protons can be triggered, but < 3% for proton.

Then, raw yields of A can be derived from the (p,7) invariant mass distribution as we

did for K9, and corrected by trigger, tracking and VO cuts efficiency etc..
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Figure 7.2: Invariant mass of A in 7.0 < pr < 8.0 GeV/c. (be changed in each pr)
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7.2.2 p reconstruction and other resonances

p mesons in p+p collisions are measured up to 11GeV /c using the jet patch triggered
events and shown on the Fig. 7.3 [Fac08]. With the one pion triggered by the BEMC
tower, p mesons can be reconstructed through decay mode p’ — 7% + 7~ using high
tower trigger events, which will be compared with previous results for double-checks.

Besides, K*, ¢, D° can be in both p+p collisions and Au+Au collisions.
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Figure 7.3: p meson pr spectra in p+p minimum bias events, Au+Au minimum bias
and Au+Au central collisions.

7.3 Detector Upgrades

More related studies can be developed after some STAR detector upgrades in the fu-
ture, Data Acquisition (DAQ1000), Time-Of-Flight (TOF), Heavy Flavor Tracker (HFT),

etc.

7.3.1 DAQ1000

First of all, DAQ for the TPC has been upgraded this year with rate larger than 100
Hz, which was 100 Hz in the past. As we known, the TPC is the slowest detector in
the STAR, and almost all of other detectors in the STAR have DAQ rate > 1000 Hz.
This prevent us from taking advantage of the increasing high luminosity of RHIC. With

the same luminosity, PHENIX can take about two orders of magnitude events more than
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STAR.

With high luminosity, decreased dead time of DAQ1000 enable STAR collect much
more events in both p+p and Au+Au collisions. Further more, the DAQ 1000 may also
improve the dFE/dx resolution, thus help the identified particle spectra measurement at

high pr future.

7.3.2 Time-Of-Flight

The first tray of Time-Of-Flight (TOF) based on Multi-gap Resistive Plate Chamber
(MRPC) technology [Rua05], first developed by CERN, was installed at outer of the
TPC in year 2003, and covered -1 <n < 0 and 7/30 in ¢. The resolution achieved by
that TOF prototype was ~85 ps with efficiency of more than 95% in Au+Au collisions at
200 GeV. The TOF detector can extend the capability of PID for K/ separation from
~ 0.6 GeV/cup to ~ 1.7 GeV /¢, and proton separation from pions and kaons from ~ 1.0
GeV/cup to ~ 3.0 GeV/c approximately. Fig. 7.4 shows the PID in TPC by energy loss

(dE/dx) on upper panel and in TOF by the inverse velocity (1/3) on lower panel.
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Figure 7.4: Upper panel is the ionization energy loss (dE/dz) in the TPC, while lower
panel is the inverse velocity of particles from the TOF.

With the extended PID range, we can reduce the residual background for resonance re-

construction, and extend our measurements to higher py. For example, phi and K% are re-
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constructed through mode: ¢ — K++K~ and K — K*+77. Due to small coverage, it’s
difficult to reconstruct ¢ and K% with their daughters both selected from the TOF. There-
fore, with TOF information, ¢ and K are reconstructed by only one daughter track trig-
gered by TOF with the other random track from the TPC, named "TOF+TPC” method,
comparing " TPC+TPC” method with two daughter tracks both from TPC. Fig. 7.5 shows
¢ invariant mass distribution with "TOF+TPC” and " TPC+TPC” methods. Clearer sig-
nal at ¢ mass position is shown from "TOF+TPC” method than "TPC+TPC”.

60000
- KipctKipc(X0.0012) o
oK oK oooot
TOF 7TPC oo DDE—I guunnanEs
40000~ 00000 et
2] DE'.'ll
+— El
c oo
> = =¥ oH
o - 42000 P
@) EE! 40000} s I el
20000 u N T
-
B 3sooof- " m
L Fut -u-
34000} =
- 1.01 102 103
- \ \ \ \ \ \ I

098 099 1 101 1.02 103 1.04 1.05 1.06
2
M., (KK) (GeV/c?)

Figure 7.5: Invariant mass distribution for ¢ with two method, "TOF+TPC” and
"TPC+TPC”. The small panel in the figure is the zoomed distribution.

To further investigate the PID capability of TOF, the signal to background ratios for ¢-
meson and K% are taken at low pr and mid-pr region, and shown on the Fig. 7.6. Ratios
for phi on the left panel show significant enhancement in mid-pr using "TOF+TPC”
method, while K% ratios on the right panel show similar enhancement factor in each
pr range.

When we compare enhancement factor for the S/(S+B) ratios in "TOF+TPC” by
"TPC4+TPC” with that in TOF simulation in proposal at each py bin, our measurements
are consistent with estimated values from TOF proposal very well. Listed in Tab. 7.2 are
from TOF proposal [col], the reduction factors of the integrated luminosity for achiev-

ing the same signal quality merit using full TOF simulation, which is equivalent to the
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Figure 7.6: The ¢ and K% ratio of signal-to-background, S/(S+B), distribution for
"TOF+TPC” (open squares) and "TPC+TPC” (solid squares) scenarios in two
different pr ranges.

Table 7.2: Reduction factors of K*°(K*0) and ¢ mesons of integrated luminosity with
both daughters selected by full TOF from TOF proposal [col], which is equivalent to

improvement factor S/\/(S + B). [al0§]

Resonance | Parent pr(GeV/c) | Reduction factor
K* 0.0-1.0 2.0
K~ 1.0-2.0 1.85
K~ 3.0-5.0 1.39
P 0.0-2.0 5.0
& 2.0-5.0 3.42

improvement factor of S/4/(S + B) as their two decay tracks are identified by TOF. To
have a comparison we list in Tab. 7.3 the improvement factors as one charged track is
identified by TOF and the other one by TPC from the analysis of experimental data of

Au+Au collisions. The results from simulation and data are consistent with each other.

From above studies, we can see how much improvement for reconstructed resonances at
intermediate pr with one track identified by the TOF. The proposed TOF will be upgraded
to cover full barrel of TPC in the year 2010, and cover -1 <n< 1 and ~27 in azimuthal
angle. With its large acceptance and good PID capability, the full TOF system can help
to reduce the combinatorial background greatly by identifying the charged tracks, and
suppress the particle misidentification background efficiently. Therefore, the resonance

yields can be measured with much higher precision statistics up to the moderately higher
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Table 7.3: Enhanced factor of signal-to-background ratio of K**(K*0) and ¢ mesons
with one daughter identified with TOF.

Resonance | Parent p7(GeV/c) | Enhanced factor
K* 0.4-1.5 1.9
K 1.5-2.5 2.67
K~ 2.5-5.0 1.40
) 1.0-2.0 177
p; 2.0-3.0 3.31

pr(~4 GeV/c) region, and more exciting physics are expected after this upgrades.

7.4 R4 discussions

Raa as a probe to measure properties of QGP are discussed above and shown in
Fig. 6.5. Our measurements show suppressions of particles in heavy ion collisions, which
indicates existence of QGP matter. Then, consistence with jet flavor conversion give us a

clue how jet parton interact with the new phase matter.

With the development of experimental results, theorist also make great progress on
theory for explaining measurements, such energy loss [Wan98], jet flavor conversion. Un-
certainties for STAR results at high py will be reduced with more statistics, and more
particle species can be reconstructed, then more comparisons of experiments and theory

will accelerate revealing the truth in the future.

In addition, another theory, increasing parton splitting is provided to predict the
enhancement of K/7 and p/7 ratios in medium relative to vacuum in LHC energy [SW08].

Therefore, more results from different experiments will provide more evidences of QGP.
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APPENDIX A

Models of NLO pQCD

There are popular NLO pQCD calculations by convolution of PDF from CTEQ collab-
oration [CTE], cross-section and fragmentation functions (F'F') with name denoted by au-
thors: Binnewies-Kniehl-Kramer (BKK) [BKK], Kniehl-Kramer-Potter (KKP) [KKPO1,
KKP], Albino-Kniehl-Kramer (AKK) [AKKO05], Kretzer [Kre00] and de Florian-Sassot-
Stratmann (DSS) [FSS07].

In general, they all have in common that they have similar PDF and analyze hadron
data mostly from e"e™ in LEP and other experiments, to get the fragmentation functions.
The aim of them is that they can describe mechanism of parton fragmentation in an
universal rule, and predict other cross sections in the future. The dominant difference is
their ['F's which are different in form and parameters by fitting different experimental

data.

Firstly, BKK, KKP and Kretzer are older models, while AKK and DSS are developed
recently. Both Kretzer and KKP generated from BKK used the mostly simple function

form as input distribution.
DI (2, 13) = Niz®' (1 — 2)", (A1)

where

z=2F,/Q = 2P, - q/Q?, (A.2)

[Kre00] is the energy of the observed hadron scaled to the beam energy, with the
positron/electron beam momentum P+ = (@/2,0,0,£0Q/2) and ¢ = P.+ + P,—, and

i represents g, light quarks (u, d, s) and heavy quarks (b and ¢) and corresponding
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anti-quarks. It fitted eTe™ data to parameterize the D at some initial scale pg for the
Q*-evolution. For light partons, the input scale is low p2 = 0.26 GeV? in the recent
NLO revisions [GRV98] of radiative parton model [GRV90, GRV92], while u§ = mj , for
heavy parton with the partonic threshold Q% > 4m?. Kretzer considered charge-sign of
pions, and gave 7" and 7~ functions separately. KKP didn’t separate charges, and only
gave the averages over the charges, such as (77 + 77)/2. The other difference between
the two was that Kretzer’'s gluon—pion fragmentation function was quite a bit smaller
than KKP’s. However, ete™ data has rather little sensitivity to the gluon fragmentation
function, because in eTe™ collisions produce primarily quarks and anti-quarks, but not

gluons so much.

Then, the AKK came out recently, which adopted KKP set, because it seemed that a
larger gluon fragmentation function was important, and the KKP set worked better than
the Kretzer, when the RHIC data came. At the beginning, they added some data sets,
such as A , p, n and so on, but still didn’t distinguish between 7+ and 7~ for example.
Then, ~ 2008, it can describe charged hadron spectra by separating quark flavors and
adding data sample from p+p collisions at /s = 200 GeV from the BRAHMS [Ars07],
PHENIX [Adl03c] and STAR [Ada06b, Ada06a, Abe07c]|, such as 7° and K2 in STAR
are required to constrain 7% both in STAR and BRAHMS and K+ in BRAHMS only by
following equations:

DY (z, %) = 1/2D]" (2, 13) (A3)

and

D% (2,1%) = 1/2DK" (2, 1?) (A4)

where j = u, d if i = d, u, otherwise 2 = j, which follow from the highly reliable assumptin
of SU(2) isospin symmetry between u and d quarks. Also A and Afrom STAR are used in
AKK 2008, although they are too inaccurate for a reasonable fit of valence quark FF's for
A/A due to the limits of measured py range. Besides, p/p both in STAR and BRAHMS
are added in this global fit. In addition, PDF in AKK 2008 use the updated CTEQ6.550

instead of CTEQ5 in previous AKK. However, p in this calculation under-predict the
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measured production in STAR experiment [Xu], which may be due to the small p/p ratios

at forward rapidity in BRAHMS.

Finally, DSS determine for the first time individual FFs for quarks and anti-quarks

for all flavors as well as gluons from data, and their input distribution is shown below:

N;z% (1 — 2)5 1 + (1 — 2)%]

D =
i (2 10) B2+ a;, B + 1] +7%B[2 + ai, B + 6; + 1]

(A.5)

where Bla, b] represents the Euler beta function and N; is normalized such as to represent
the contribution of D to the sum rule, > fol dzzD(z,Q%) = 1. Initial parametrization,
v; = 0 would introduce artificial correlations between the behavior of FFs in different
regions of z obscuring also the assessment of uncertainties. The extra term ~ (1 — 2)?
considerably improves the quality of the global fit, closely related to the fact that the
analysis of FFs is restricted to medium-to-large z. The initial scale py = 1 GeV is taken
for the Q*-evolution in this analysis. Data sample for global fit are from SIA in TPC at
Vs =29 GeV, SLD, ALEPH, DELPH1 and OPAL at /s = M,, TASSO at /s = 33 and
44 GeV. Also data from RHIC experiments, STAR, PHENIX and BRAHMS are included,
except the most forward bin, < n > = 4.0 at the STAR, n = 3.3 at the BRAHMS, as
they have large uncertainties due to the small py values probed. In addition, data with
pr < 1 GeV/c from the single-inclusive hadron production are excluded from the global
fit. Flavor separation make it distinguish between 7% and 7~, and similar requests for
K2 and 7° are used for parameter constraint in the DSS as well as in AKK described
in Eq. A.3 and Eq. A.4. It can describe our charged pions very well, but over-predict

measurements of anti-proton and charged kaons from STAR [Xu, Xu09].
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