
University of Science and Technology of China

Hefei, CHINA

Higher Moments of Event-by-Event Net-proton
Multiplicity Distributions in Ultra-relativistic 

Heavy Ion Collision

A dissertation submitted

for the degree of

Doctor of Philosophy in Physics

by

Xiaofeng Luo

Co-supervisors: Cheng Li, Hans Georg Ritter, Nu Xu

2011



c© Copyright by

Xiaofeng Luo

2011

All Rights Reserved

1



Dedicated to my family

���������������������

2



Acknowledgments

I would never forget people whom I was/am working with. And I can not finish

my Ph.D project without their support and help. This thesis includes many

efforts and contributions from them.

Firstly, I would thank Prof. Cheng Li and Prof. Hongfang Chen for guiding

me since I was a undergraduate student and offering me the great opportunity to

participate in the STAR data analysis. I appreciate their continuous supervision

and support in the last six years. I thank Dr. Hans-Georg Ritter and Dr. Nu

Xu who provide me the environment and opportunity to work with the great

RNC group in LBNL. I thank Dr. Hans-Georg Ritter, Dr. Bedangadas Mohanty

and Dr. Nu Xu for their guidance and fruitful discussions on many aspects of

my research in the last two years. They guide me through all the detail of my

analysis. I greatly benefited from their profound and broad understanding of

physics. I am deeply inspired by their assuredness and encouragement. I would

especially thank Prof. Sourendu Gupta from TIFR, Dr. Voker Koch from LBNL,

Prof. Krishna Rajagopal from MIT, Prof. Misha Stephanov from UIC, Prof.

Yuanfang Wu from CCNU, Dr. Zhangbu Xu from BNL for helpful discussions.

My special thanks go to Dr. Xin Dong, who introduced me into the field of

heavy ion physics when I was an undergraduate student. He also helped me a

lot with my research and living at Berkeley. I benefited a lot from the discussion

with him and from his rich experiences on data analysis and knowledge of physics.

Thanks also go to my roommate Prof. Yifei Zhang. He helped me a lot on my

living at Berkeley. I would never forget the joyful time for two years we three

shared together, play soccer, beer and hotpot, bet on a soccer match, poker

game, hiking, celebrate festival and the birth of their lively babies.

I would like to thank Prof. Ming Shao and Dr. Zebo Tang for their plentiful

discussions. Thanks also go to Dr. Jinhui Chen, Lizhu Chen, Xiangli Cui,

3



Bingchu Huang, Hongwei Ke, Dr. Lokesh Kumar, Prof. Feng Liu, Dr. Na Li,

Xuan Li, Longgang Pang, Dr. Hua Pei, Yadav Pandit, Hao Qiu, Dr. Lijuan

Ruan and Dr. Shengli Huang, Prof. Monica Sharma, Prof. Xiangming Sun, Dr.

Shusu Shi, Nihar Rajan Sahoo, Hui Wang, Dr. Kejun Wu, Hongxi Xing, Liang

Xue, Jie Zhao, Dr. Xiaoping Zhang, Yuhui Zhu for their help on my work and

for the joyful time we had together.

I am very lucky to work with the RNC group in LBNL. I am impressed by the

folksy and enthusiastic people in the group and their open mind and meticulous

on research. I learned a lot from the fruitful discussion with them. Especial

thanks to Dr. Art Poskanzer, Dr. Ernst Sichtermann, Dr. Hiroshi Masui and

Dr. Alex Schmah who gave me lots of help and useful discussions on my research.

I also thank other members in the RNC group for their kind assistances.

I would thank all the members of spectra and bulk correlation working groups.

Thank the PDSF and RCF software group for prvoding resources and continuous

development and support of software. Thanks to the whole STAR Collaboration

for building such a beautiful detector and providing the enormous amount of

data with high quality.

Many thanks to our high energy physics group (HEPG) in USTC. Especial

thanks to Prof. Qun Wang, Prof. Xiaolian Wang, Prof. Zizong Xu, Mr. Hui

Zeng, Prof. Ziping Zhang for their continuous discussions and support. I would

like to thank Dr. Shaohui An, Dr. Haidong Liu, Dr. Yongjie Sun, Dr. Yichun

Xu, Chi Yang, Dr. Yane Zhao, Dr. Yi Zhou for their help with my work and

living. And many thanks to other students in our group for their hard work on

the MRPC production and testing.

Finally, I express my deep gratitude to my dear family. I will never forget

tens of years of continuous supporting and selfless dedication from my parents,

grandparents and my sister. I will never forget the tender loving care and un-

derstanding from my wife.

4



Abstract of the Dissertation

Higher Moments of Event-by-Event Net-proton

Multiplicity Distributions in Ultra-relativistic

Heavy Ion Collision

by

Xiaofeng Luo

Doctor of Philosophy in Physics

University of Science and Technology of China, Hefei, 2011

The strong interaction, one of the four fundamental forces found in the na-

ture, confines the quarks and gluons in the hadrons. Quantum Chromodynamics

(QCD), which can successfully explain plenty of physics phenomena, is believed

to be the correct theory to describe the strong interaction. The phase structure

of nuclear matter, described by strong interaction, can be demonstrated by QCD

phase diagram, which is two dimensional diagram with parameters temperature

(T ) and baryon chemical potential (μB). A new form of matter-Quark Gluon

Plasma (QGP) dominated by quark and gluon degree of freedom is believed to

exist in the early Universe after few tens microseconds of Big Bang, when the

energy density and temperature is extremely high. Finite temperature Lattice

QCD calculations predict a smooth cross-over transition from hadronic phase

to the Quarak Gluons Plasma (QGP) phase at high temperature and small μB

region, and a first order phase transition at large μB region. The end point

of the first order phase boundary toward the cross-over region is the so called

QCD Critical Point (CP). Although many efforts have been made by theorist

and experimentalist to locate the CP, its location or even existence is still not

confirmed yet.

The Relativistic Heavy Ion Collider (RHIC) locating at Brookheaven Nation
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Lab (BNL) can create hot dense nuclear matter by accelerating and colliding

gold nuclei up to center of mass energy
√
s

NN
= 200 GeV per nucleon pair. It

provides us an ideal experimental tool to explore the phase structure of nuclear

matter and study the properties of QGP. After more than ten years’ experimental

study, there are strong evidences that the strongly coupled QGP has already

been formed in the heavy ion collisions at top energy of RHIC, such as the

hydrodynamic behavior and number of quarks scaling of the elliptic flow (v2),

comparable v2 of multi-strange hadrons to the light hadrons, high pT particle

suppression-jet quenching.

Recently, it was found that the higher order fluctuation observables-higher

moments (Variance (σ2), Skewness (S), Kurtosis (κ)) of conserved quantities,

such as net-baryon, net-charge, and net-strangeness, distributions can be directly

connected to the corresponding thermodynamic susceptibilities in Lattice QCD

and Hadron Resonance Gas (HRG) model. Theoretical calculations demonstrate

that the experimental measurable net-proton (proton number minus anti-proton

number) number fluctuations can effectively reflect the fluctuations of the net-

baryon and net-charge number in heavy ion collision experiments. Thus, it is of

great interest to measure the higher moments of event-by-event net-proton mul-

tiplicity distributions in the heavy ion collision experiment. It allows us to probe

the bulk properties of the hot dense nuclear matter and test the QCD theory

at non-perturbative domain, which is rarely tested by experiments. Meanwhile,

model calculations demonstrate that the higher moments of net-proton distribu-

tions are also proportional to the higher power of the QCD critical point related

correlation length (ξ). It motivates us to search for the QCD critical point with

the higher moments of the net-proton distributions, experimentally, as a direct

application of the higher moments observable. The experimental confirmation of

the QCD critical point will largely improve our knowledge and understanding of

properties of the nuclear matter at finite temperature as well as the QCD theory.
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In this thesis, we have performed the world’s first comprehensive and system-

atical measurements of the higher moments of event-by-event net-proton multi-

plicity distributions in heavy ion collision. It opens a completely new domain

and effective way for probing the bulk properties of hot dense nuclear matter

through the heavy ion collision experiments. Those higher moments are also

used to search for the QCD critical point for the first time. It is indicated that

the QCD critical point should not be in the μB < 200 MeV region. On the

other hand, by comparing the higher moments of net-proton distributions with

the results from first principle Lattice QCD calculations, we can test the QCD

theory in the non-perturbative domain and constrain fundamental parameters

of the QCD. Based on this method, the scale for the QCD phase diagram, the

transition temperature Tc at μB = 0, for the first time, have been extracted

from our experimental data. We conclude that the transition temperature Tc at

μB = 0, Tc = 175+1
−7 MeV. This result has been published on Science.

In the year 2010 (Run 10), RHIC has started its Beam Energy Scan (BES)

program and tuned the Au+Au collision energy from
√
s

NN
= 39 GeV down to

7.7 GeV with the corresponding μB coverage 112 < μB < 410 MeV. This allows

us to access and probe broad region of the QCD phase diagram. The character-

istic signatures for the appearance of QCD critical point are the non-monotonic

dependence of the observations with the collision energy (
√
s

NN
). With our large

uniform acceptance and good capability of particle identification STAR detec-

tor at RHIC, it provides us very good opportunities to find the QCD critical

point with sensitive observable, if the existence of QCD critical point is true.

In this thesis, we will present the world’s first comprehensive and systematical

measurements for the higher moments of net-proton distributions in the heavy

ion collision. Specifically, those are the beam energy and system size dependence

results for higher moment (σ, S, κ) as well as moment products (κσ2, Sσ) of net-

proton multiplicity distributions for Au+Au collisions at
√
s

NN
= 200, 130, 62.4,
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39, 19.6, 11.5 and 7.7 GeV (including BES energies), Cu+Cu collisions at
√
s

NN

= 200, 62.4 and 22.4 GeV, d+Au collisions at
√
s

NN
= 200 GeV, p+p collisions

at
√
s

NN
= 200 and 62.4 GeV.

To ensure the purity and similar efficiency, the protons and anti-protons are

identified with the ionization energy loss (dE/dx) measured by Time Projec-

tion Champer (TPC) of STAR detector within 0.4 < pT < 0.8 GeV/c and

mid-rapidity (|y| < 0.5). It was found that the centrality dependence of various

moments (M,σ, S, κ) are consistent with the expectations evaluated from Central

Limit Theorem (CLT) by assuming superposition of many independent emission

sources. Meanwhile, the volume independent baryon number susceptibility ra-

tio can be related to the moment products of net-proton number distributions

as κσ2 = χ
(4)
B /χ

(2)
B and Sσ = χ

(3)
B /χ

(2)
B . The measured moment product κσ2

shows no centrality dependence while the Sσ shows a weak centrality depen-

dence. The energy dependence of the κσ2 and Sσ for Au+Au central collisions

are compared with the Lattice QCD and HRG model calculations within grand

canonical ensemble framwork. At high energy (200, 130 and 62.4 GeV), the κσ2

and Sσ of net-proton distributions are consistent with Lattice QCD and HRG

model calculations while smaller than HRG model calculations at energies
√
s

NN

= 39, 19.6 , 11.5 and 7.7 GeV. Recent model calculations demonstrate that the

κσ2 value will be always smaller than its Poisson statistical expectation value 1,

when the QCD critical point is approached from the high energy cross-over side.

The κσ2 from Lattice QCD calculations at 19.6 GeV shows negative value while

the experimental results of 19.6 GeV are with large errors due to the limited

statistics. Fortunately, this trend can be confirmed soon by Run11 19.6 GeV

data with higher statistics. The Time-Of-Flight (TOF) detector is also used to

identify proton and anti-proton at higher pT , this allows us to study the phase

space (pT , y) coverage dependence of our observables.

Whether the matter created in the heavy ion collision is thermalization or
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not, is a long standing question. The Sσ of net-proton distributions is found to

be related to the thermodynamics parameters of T, μB in the grand canonical

ensemble description of the collision system, as Sσ = tanh(μB/T ). The Sσ

also scale with mid-rapidity charged particle density (dNch/dη) and the collision

energy (
√
s

NN
) with a double power law form. This in turn predicts the similar

scaling properties of μB/T ratio, which is confirmed by the μB/T extracted

from the thermal model fits of measured particle ratios. The particle yields and

fluctuations in heavy ion collision can be seen as two sides of coin. The mutual

agreements between the μB/T extracted from thermal model fits of particle ratio

and from the event-by-event fluctuation observable Sσ of net-proton distributions

provides a further evidence of thermalization of the matter created in the heavy

ion collisions.

Finally, let’s summarize three new results for the higher moments of net-

proton distributions obtained in the heavy ion collision experiment.

1. First time, those higher moments of net-proton distributions are used to

search for the QCD critical point in the heavy ion collision experiments.

It is observed that the moment products κσ2 and Sσ of net-proton distri-

butions for Au+Au collisions are consistent with Lattice QCD and HRG

model calculations at high energy 200, 130 and 62.4 GeV, while deviating

from the HRG model expectations at 39, 19.6, 11.5 and 7.7 GeV. Those

deviations could potentially be related to chiral phase transition and QCD

critical point. For κσ2, the Lattice QCD calculations at 19.6 GeV shows

negative value while the experimental results of 19.6 GeV are with large

errors due to the limited statistics. Fortunately, this ambiguity can be

clarified soon by Run11 19.6 GeV data with higher statistics.

2. First time, the thermalization issue in heavy ion collision is addressed with

the higher moments of net-proton number distributions measurement. The
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results strongly support the thermalization of the matter created in the high

energy heavy ion collisions.

3. First time, the transition temperature Tc at μB = 0 for the QCD phase

diagram is determined by comparing our experimental higher order net-

proton fluctuations with first principle Lattice QCD calculations. This

temperature is a basic scale for QCD phase diagram. It opens a new

domain for probing the bulk properties of nuclear matters and find a new

method to test the QCD theory at non-perturbative region. This research

has been published in Science.

The experimental study of higher moments of net-proton distributions in

heavy ion collisions open a new domain and provide an effective way for probing

the bulk properties of nuclear matter. Thus, it is of great significance for nuclear

physics and heavy ion collision physics research.
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CHAPTER 1

Introduction

1.1 Quantum Chromodynamics

During million years of evolution, human beings are always questing for the

secretes of nature. One of the most fundamental questions is what is the ulti-

mate building blocks of the matter as well as their interaction mechanisms. In

the past hundred years, there were several milestones of our knowledge about this

fundamental question, such as the discovery of the internal structure of atom con-

sisting of atomic nuclus and electrons [1]. Then, the aomic nuclus was found to

be composed of the nucleons (proton and neutron), which are bounded together

with short-range strong interaction [2]. By performing the Deep inelastic scat-

tering (DIS) experiment in the late 1960’s, we found that the hadrons also have

internal structure and constituents, the so called partons [3]. Hence, the quark

parton model was in turn built up to describe the composition of the hadrons, in

which the quarks are the constituents and gluons propagate the interactions be-

tween quarks. The interactions between those partons are through the so called

strong interaction, which is one of the four fundamental interactions discovered

in the nature: Gravity, electro-magnetic, weak and strong interactions. Quan-

tum Chrmodynamics (QCD) introduced by Gell-Mann in 1972 [4] is devoleped

to describe the strong interaction, which is one of the two parts of the Standard

Model theory of particle physics. The other one is so called the eletroweak the-

ory, in which the electro-magnetic and weak interactions can be described in a

unified way.
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QCD [5] is a renomalizable non-abelian gauge theory based on the SU(3)C

group. The subscript C denotes the quantum number - color, which is an exact

symmetry. Quarks belong to a color triplet representation in this symmetry

while the hadronic states are assumed to be color singlets in QCD. There are

three different charges (”colors”): red, green and blue, compared to only one

charge (electric) in quantum electrodynamics (QED)-the gauge theory describing

electromagnetic interaction. Due to the non-abelian character of the SU(3)C

group, the invariant QCD Lagrangian requires gauge (gluon) self-interactions,

which do not appear in QED. There are eight different gluons, and the gluon

exchange can change the color of a quark but not its flavor. Multi-gluons, such

as 3 or 4 gluons interactions, are allowed in QCD. The most of the two basic

properties of the QCD theory are: 1) Asymptotic freedom; and 2) Confinement.

1.1.1 Asymptotic Freedom

The strong interaction between quarks and gluons at large distances and

asymptotic freedom at short distance are the two remarkable features of QCD,

called asymptotic freedom, discovered by Gross, Politzer and Wilczek in 1973 [6].

According to the behavior of short distance and large distance, the static QCD

potential can be described as:

Vs = −4

3
× αs

r
+ k × r (1.1)

, where the first term dominating at small distance, arises from single-gluon

exchange, similar to the Coulomb potential between two charges in QED, while

the second term is presumably linked to the confinement of quarks and gluons

inside hadrons.

The renormalized effective QCD coupling αs(μ) = g2
s/4π depends on the

renormalization scale (running coupling), similar to that in QED. However,

2
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the QED running coupling increases with energy scale, while the gluon self-

interactions lead to a completely different behavior in QCD. The running cou-

pling constant αs(μ) can be written as:

αs(μ) ≡ g2
s(μ)

4π
≈ 4π

β0 ln(μ2/Λ2
QCD)

(1.2)

, where μ is momentum transfer scale, β0 = (11 − 2
3
nf ) is a constant dependent

on the number of quark flavors with mass less than μ and ΛQCD is called the

QCD scale, which has to be determined experimentally. When β0 > 0, this

solution illustrates the asymptotic freedom property: αs→ 0 as μ → ∞, which

means QCD can be calculated perturbatively in high momentum transfer or short

distance approach (pQCD). On the other hand, this solution also shows strong

coupling at μ ∼ ΛQCD, so QCD is non-perturbative in this case. αs needs to

be determined from experiment. Due to the asymptotic freedom, the QCD is

calculated with different methods at different energy scale. The QCD can only

be calculated in pQCD, where requires the high momentum transfer or short

distance approach. In the strong coupling case, pQCD is irrelevant and some

other methods are needed, for example Lattice QCD and AdS/CFT. The world

averaged αs at the fixed-reference μ0 = MZ is αs(MZ) = 0.1184±0.0007 [7], and

the QCD scale ΛQCD = 200+25
−23 MeV. Fig. 1.1 shows the averaged αs at different

momentum transfer scale μ compared with Lattice QCD calculations.

1.1.2 Perturbative QCD (pQCD)

Physics quantities, such as cross sections, can be calculated by a truncated

power series with respect to the running coupling constant αs (αn+2
s ), at suffi-

ciently high momentum transfer scale μ, where the αs is sufficiently small. The

lowest order term (n = 0), which is so called Leading Order (LO) term, is with

largest contributions to the physics process. For higher order term with n = 1

3
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(GeV)

s ( )

Figure 1.1: Left: Summary of measurements of αs(MZ) from different
experiments; Right: αs as a function of the energy scale μ obtained from

Lattice QCD calculations (shadow lines) and experiments (markers) . The
figures are taken from [7].

and n = 2 are called Next-to-Leading-Order (NLO) and Next-Next-to-Leading-

Order (NNLO), respectively. Those higher order terms (n ≥ 1) usually have

small contributions and more complicated Feynman diagrams. There are plenty

of experiments on high energy processes which can provide quantitative tests of

pQCD.

The calculations are more complicated and difficult when pQCD is applied

at the hadron level due to the non-perturbative nature of hadron structure.

The so called QCD factorization theorem has been devoleped to calculate the

cross section on hadron level, which separate the cross section into 2 parts: the

process dependent parton cross section calculated by pQCD, and the universal

long distance functions. For example, by assuming factorization, we can calculate

the cross section of a process A+B → C + ... as:

σAB→C = fa/A(xa, μ
2
F )fb/B(xb, μ

2
F ) ⊗ σ̂ab→c(ŝ, μ

2
F , μ

2
R, αs) ⊗Dc→C(z, μ2

F ) (1.3)
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, where the middle term σ̂ab→c can be calculated in pQCD from Feynman dia-

grams. The first term fa/A(xa, μ
2
F ) or fb/B(xb, μ

2
F ) is the hadron Parton Dis-

tribution Function (PDF) and the last term Dc→C(z, μ2
F ) is the Fragmentation

Function (FF) which describes the process from a parton to a hadron. For

leptons, those two terms do not contribute in this formula. Hence, we can mea-

sure PDFs through lepton-nucleon DIS interactions and FFs through high energy

e+e− collisions. μR is the renormalization scale, originating from the need to reg-

ularize divergent momentum integrals in calculating high order diagram loops.

μF is the factorization scale, at which the parton densities are evaluated. ŝ is

the partonic center of mass energy squared. From this formula, we find that

it is complicated to determine the expected hadron production cross section in

hadron-hadron collisions and certainly in heavy ion collisions.

1.1.3 Lattice QCD

Lattice QCD [8] is a well-established non-perturbative approach to solve the

QCD theory of quarks and gluons exactly from first principles and without any

assumptions. It is a lattice gauge theory formulated on a grid or lattice of

points in space and time. Most importantly, lattice QCD provides a framework

for investigation of non-perturbative phenomena such as confinement and quark-

gluon plasma formation, which are intractable by means of analytic field theories.

At low momentum transfer, the QCD coupling constant αs approaches unity

quickly as the momentum transfer decreases. In this case the high order pro-

cesses will have large contributions and can not be neglected. In Lattice QCD,

space time is represented not as continuous but as a crystalline lattice, vertices

connected by lines. Quarks may reside only on vertices and gluons can only

travel along lines. As the spacing between vertices is reduced to zero, the theory

will approach continuum QCD. Lattice QCD calculations often involved analysis

at different lattice spacing to determine the lattice-spacing dependence, which
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can then be extrapolated to the continuum. On the other hand, the calculation

power is limited, which requires a smart use of the available resources. One needs

to choose an action which gives the best physical description of the system, with

minimum errors, using the available computational power. The limited computer

resources force one to use physical constants which are different from their true

physical values, such as quark masses are steadily going down, but to-date they

are typically too high with respect to the real value.

1.1.4 Confinement and Chiral Symmetry Breaking

Confinement is the physics phenomenon that color charged particles, such

as quarks, cannot be isolated, and therefore cannot be directly observed. Intu-

itively, confinement is due to the force-carrying gluons having color charge. As

any electrically-charged particles separate, the electric fields between them dimin-

ish quickly, allowing electrons to become unbound from atomic nuclei. However,

as two quarks separate, the gluon fields form narrow tubes (or strings) of color

charge, which tend to bring the quarks together as though they were some kind of

rubber band. This is quite different in behavior from electrical charge. Because

of this behavior, the color force experienced by the quarks in the direction to hold

them together, remains constant, regardless of their distance from each other.

The color force between quarks is large, even on a macroscopic scale, being on

the order of 100,000 newtons. As discussed above, it is constant, and does not

decrease with increasing distance after a certain point has been passed. In Fig.

1.2, when two quarks become separated, at some point it is more energetically

favorable for a new quark�antiquark pair to spontaneously appear, than to al-

low the tube to extend further. As a result of this, when quarks are produced

in particle accelerators, instead of seeing the individual quarks in detectors, sci-

entists see particle-antiparticle pairs or ”jets” of many color-neutral particles

(mesons and baryons), clustered together. This process is called hadronization,
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fragmentation, or string breaking, and is one of the least understood processes

in particle physics.

Figure 1.2: Schematic of quark confinement. The color force favors
confinement because at a certain range it is more energetically favorable to

create a quark-antiquark pair than to continue to elongate the color flux tube.
The picture is from [9].

In the absence of quark masses, the QCD Lagrangian can be split into two in-

dependent sectors: the left- and right-handed components [10]. This Lagrangian

is invariant under chiral symmetry transformations. This symmetry, which is

the extension of classical SU(3), is a global SUL(nf) × SUR(nf) symmetry for

nf massless quark flavors. However, it is spontaneously broken in the vacuum

in the Nambu-Goldstone way to realize this symmetry. This breaking gives rise

to (n2
f − 1) massless Goldstone particles. Thus we can identify the π, K, η

with the Goldstone modes of QCD: their small masses being generated by the

quark-mass matrix which explicitly breaks the global chiral symmetry of the

QCD Lagrangian.

1.2 QCD Phase Diagram and QCD Critical Point

Matter undergos phase transitions when external parameters such as the tem-

perature (T ), pressure (P ) and/or the chemical potential (μ) are varied. The

phase transition conditions can be in turn demonstrated in the phase diagram,

7
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which can provide intrinsic knowledge on the phase structure of the matter and

tells us how matter organize itself under external conditions given degrees of

freedom. The phase structure of nuclear matter, described by strong interaction,

can be demonstrated by QCD phase diagram, which is two dimensional diagram

of parameters temperature (T ) and baryon chemical potential (μB). Quantum

chromodynamic (QCD) predicts that nuclear matter at high temperature and/or

high baryon densities would make transition from a phase where quarks and glu-

ons are confined and chiral symmetry is broken to a so called quark-gluon plasma

(QGP) phase where quarks and gluons are de-confined and chiral symmetry is

restored [11]. Finite temperature Lattice QCD calculations at baryon chemical

potential equal to zero (μB=0) suggest a smooth cross-over above a critical point

temperature [12, 13] Tc ∼ 170−190 MeV from the hadronic phase to quark-gluon

plasma phase [14]. At large μB, Lattice QCD and QCD based effective calcu-

lations indicate that the transition between hadronic and QGP phase is of first

order [15]. The end point of the first order phase transition boundary towards

the cross-over region is so called QCD Critical Point (CP) [16]. To explore the

phase structure of the nuclear matter at extreme conditions, it is crucial for us

to search for the QCD critical point and map the first order phase boundary,

experimentally and theoretically [17].

1.2.1 QCD Phase Diagram

A phase diagram is a type of chart used to show conditions at which ther-

modynamically distinct phases can occur at equilibrium. The current conjecture

of QCD phase diagram denoted by (T, μB) plane, which describes the phase

structure of nuclear metter, is shown in Fig. 1.3. It contains information about

the location of the phase boundaries (the phase transition is indicated by the

orange band), hadronic gas phase (light blue) and quark-gluon plasma phase

(QGP, navy). Calculations within Latticne QCD and QCD based effective mod-

8



Chapter 1 Introduction

els show that at large μB there is a first order hadronic-QGP phase transition.

The phase boundary is expected to end in a critical point at finite μB. Current

best estimates of the location of the critical point [18] is reflected in the posi-

tion indicated in Fig. 1.3. Since lattice QCD computations agree with general

symmetry arguments, which indicate that at μB=0 the transition is a cross-over

at critical temperature Tc. The fireball of bulk nuclear matter created in heavy

ion collisions is initially out of equilibrium. However, the relative yields of dif-

ferent hadron species seem to be in thermal equilibrium. We assume that the

fireball evolves from a non-equilibrium state to thermal equilibrium at chemical

freeze-out, where the hadron inelastic interaction cease. By varying the colliding

energy (
√
s

NN
) one traces out a line of chemical freeze-out in the phase diagram

as shown in Fig. 1.3. This line can be parameterized through a hadron resonance

gas model. The kinetic freeze-out line at which the elastic interactions between

hadrons cease, is also shown in the QCD phase diagram.

RHIC beam energy scan program [19] can access a board region of the QCD

phase diagram and give us good opportunity to search for the QCD critical point

and map the first order phase boundary through heavy ion collision experiments.

In the next sub-section, we will show in some detail of the first principle finite

temperature Lattice QCD calculations for the QCD thermodynamic, such as the

order of the QCD phase transition and the location of the QCD critical point.

1.2.2 QCD Phase Transition : Lattice QCD at Zero Density

To understand the properties of the QGP and the nature of the QCD phase

transition, theoretical studies by the first principle calculations of QCD at high

temperature and/or density are important. Currently, Lattice QCD calculations

represent the only method to do so. Finite temperature Lattice QCD calcula-

tions at μB = 0 provide an effective tool in understanding the physics of early

Universe and of high energy heavy ion collisions, where the baryon chemical po-

9
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Figure 1.3: A schematic of the phase diagram of nuclear matter. The location
of the CP is placed within the RHIC BES range. Lattice QCD estimates

indicate that the CP falls within the interval 250 <μB< 450 MeV. The black
closed circles are current heavy-ion experimental calculations of the chemical

freeze-out temperature, Tch, and μB based on statistical model fits to the
measured particle ratios. The yellow curves show the estimated trajectories of

the possible collision energies at RHIC. Figure is from [19].

tential μB is small (at RHIC top energy, μB ∼ 20 MeV). In the followings, some

important results of QCD thermodynamics, such as equation of state, nature of

phase transition as well as transition temperature Tc, from the finite temperature

Lattice QCD calculations at μB = 0 will be presented.

In Lattice QCD calculations, one has to use several parameters to describe

a thermodynamic system. In addition to the number of lattice points in spacial

Ns and temporal Nτ directions, the quark masses mq, the coupling β = 6/g2

and the chemical potential μq have to be also used. Before we perform lattice

calculations, a lattice spacing a should be specified and thus the temperature and

volume of the system are determined by T = 1/aNτ , V = (aNs)
3, respectively.

After the right action is chosen, there are two important ingredients to bias the

results of Lattice QCD calculations [20], one is the masses of light (mq) and

10
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strange quarks (ms) used and the other is the degree of continuum. By using

the physical masses and small value of the lattice spacing a, one can reduce the

systematic errors of the estimated physical quantities. Such a calculation is quite

CPU demanding.

Figure 1.4: The Columbia-plot:the nature of the finite temperature transition
in 2+1 flavor QCD at μB = 0 as a function of the degenerate u and d quark

mass mud and the s quark mass ms. The figure is taken from [21].

The standard picture for the QCD phase diagram [21] in the light quark

mass (mud) versus strange quark mass (ms) plane (Nf = 2 + 1 flavor, μB = 0)

is shown in Fig. 1.4. It demonstrates that the nature of the transitions depends

on the quark masses. The phase diagram contains two regions at small and

at large quark masses, for which the T > 0 QCD transition is of first order.

At intermediate values of the quark masses, the “transition” will be actually an

analytic crossover. On the boundaries of the first order regions, we expect second

order transitions. There is a question mark in the cross-over region, where the

physical quark mass point might be located.

The equation of state (EOS) can provide us many important information

about the system, such as the degree of freedom. The Wuppertal-Budapest Col-

11
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laboration obtained the results for the EOS with stout quarks at the physical

point [22], obtained on Nτ = 6−10 lattices. Pressure (P ) and energy density (ε)

as a function of temperature calculated from Lattice QCD at μB = 0 is shown

in Fig. 1.5. We may find a sharp increase for the pressure and energy density,

which indicates the appearance of color degrees of freedom. However, the order

of the phase transition depends on the masses of the quarks implemented in

the Lattice QCD calculations. The arrows denote the Stefan-Boltzmann limits,

where we assume the systems with massless, non-interacting quarks and gluons.

The similarity of the three curves in the insert plot of Fig. 1.5 indicates that be-

sides the effect of quark masses, there should be interactions in the newly formed

system, which is different from the original weakly interacting QGP scenario.

Figure 1.5: EOS in 2+1 flavor QCD with stout quarks at the physical point
reported from Wuppertal-Budapest collaboration. The inter plots show the

ratio of P/PSB and ε/εSB, respectively. The figures are taken from [22].

To determine the nature of the transition one should apply finite size scaling

techniques for the chiral susceptibility χ = (T/V ) · (∂2 logZ/∂m2
ud), which shows

a pronounced peak as a function of temperature (the coupling β is related to the

temperature). Left panel of Fig 1.6 shows the finite size scaling for a first order

phase transition, the pure gauge theory. The peak of analogous Polyakov loop

susceptibility for pure gauge theory gets more and more singular as we increase

the volume (V ), where the width scales with the 1/V , the height scales with

volume (V ). A second order transition will show a similar singular behavior with

12
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critical indices. In the middle and right panel of Fig.1.6, the chiral susceptibility

peak width and height saturate to a constant value, which is a characteristic

properties of analytic transition, the so called cross-over.

Figure 1.6: The volume dependence of the susceptibility peaks for pure SU(3)
gauge theory (Polyakov-loop susceptibility, left panel) and for full QCD (chiral
susceptibility on Nτ=4 and 6 lattices, middle and right panels, respectively).

The figures are taken from [20].

In quantum chromodynamics, there is a conventional temperature named Tc,

which is an intrinsic scale of bulk hadronic matter. It can be defined as the

temperature at the peak of a susceptibility, such as Ployakov loop and chiral

susceptibility, at μB = 0. The value of Tc changes with μB. This is similar to

saying that the Celsius scale of temperature is defined by the boiling point of

water at normal pressure, P , and that the boiling point changes with P . At

present, the theoretical estimation of Tc at μB = 0 in the market are mainly

given by two groups, the ”hotQCD” and ”Wuppertal-Budapest” group. The

detail of the Tc values obtained by the two groups are shown in Tab. 1.1. Both

groups give continuum extrapolation results with physical value of pion meson

mass (mπ). However, there are still some discrepancies between Tc estimated by

the two groups. It motivates us to extract the Tc directly from the experimental

measurements in heavy ion collisions.

13
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Table 1.1: Status of transition temperature Tc estimation.

Tc (MeV) hotQCD Wuppertal-Budapest
Chiral susceptibility 192 (7)(4) [12] 151 (3)(3) [20, 13]

Polyakov loop susceptibility 192 (7)(4) [12] 175 (2)(4) [20, 13]
s quark number susceptibility N/A 176 (3)(4) [20, 13]

1.2.3 On the Location of the QCD Critical Point : Lattice QCD at

Finite Density

It is a long-standing open question, whether a critical point exists on the

QCD phase diagram and how to predict theoretically its location. Since the

phase transition at zero μB is not a thermodynamic singularity but a rapid

cross-over from the region dominated by a gas of hadrons to the one dominated

by quark and gluon degrees of freedom [14]. This basic picture has been built

up by finite temperature lattice calculations. On the other hand, the transition

at (T = 0, μB > 0) region is thought to be first order phase transition. This

conclusion is less robust, since the first principle lattice calculations are not

controllable in this region due to serious fermion sign problem. But the results

from different models indicate that the transition at this region should be first

order phase transition. Thus, people argue that there must be a critical point

somewhere in the midst of the QCD phase diagram as the end point of the first

order line [11].

Recently several methods, such as reweighting method [24], imaginary chem-

ical potential [25] and Taylor expansion method [26], were developed to circum-

vent the sign problem and thus access the region of finite chemical potentials. Fig.

1.7 shows the quark number susceptibility as a function of temperature calcu-

lated from Lattice QCD with hybrid method of Taylor expansion and rewighting.

It is peaked around Tc for large μq/T , which indicates the existence of the critical

point [23].
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Figure 1.7: Quark number susceptibility as a function of temperature and
μq/T by a simulation with an improved Wilson quark action. T0 is Tc at

μq = 0. The figure is taken from [23].

The locations of QCD critical point predicted from Lattice QCD and QCD

based model calculations are summarized in Fig. 1.8. Also, the information

about the location of the freeze-out point for given experimental conditions is

obtained by the fitting the ratios of the particle yields with thermal model. We

may find that the possible locations of the critical point are widely distributed

based on theoretical predications, which means large uncertainties in those theory

calculations. Hence, we may need input from heavy ion collision experiment,

which can provides us an ideal tool to search for the CP.

1.3 Ultra-relativistic Heavy Ion Collisions

QCD predicts that the quarks and gluons are confined in the hadrons in the

normal conditions while a new form of matter, the quark-gluon plasma (QGP),

dominated by quark and gluo degrees of freedom can be formed by heating and/or

compressing normal nuclear matter.

The QGP exist in early Universe, when the universe was only a few tens of

microseconds old. On the other hand, a compact star, such as neutron star, is
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Figure 1.8: Comparison of predictions for the location of the QCD critical
point on the phase diagram. Black points are model predictions: NJLa89,

NJLb89 – [27], CO94 – [28, 29], INJL98 – [30], RM98 – [31], LSM01, NJL01 –
[32], HB02 – [33], CJT02 – [34], 3NJL05 – [35], PNJL06 – [36]. Green points
are lattice predictions: LR01, LR04 – [18, 37], LTE03 – [38], LTE04 – [39],

LTE08 – [40]. The two dashed lines are parabolas with slopes corresponding to
lattice predictions of the slope dT/dμ2

B of the transition line at μB = 0 [38, 41].
The red circles are locations of the freezeout points for heavy ion collisions at

corresponding center of mass energies per nucleon (indicated by labels in GeV).
The figure is taken from [11].
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much cooler than the QGP, but it is compressed by its own weight to such high

densities that it is reasonable to surmise that quark matter also may exist in

the core. The experimentally relevant way is to prepare the QGP by “heating”,

i.e. by depositing energy into the system, out of which QGP then can form. An

unique experimental tool to reproduce the similar environment is to collide two

heavy ions at very high energy. One expects to create matter under conditions

that are sufficient for deconfinement. The heavy ions are accelerated and collided

in the relativistic heavy ion colliders, which is designed to search for the new form

of QGP matter. By colliding two nuclei at different energies, we can produce hot

dense nuclear matter at various temperature (T ) and baryon chemical potential

(μB). Hence, this allow us to access the different regions of the QCD phase

diagram in order to search for the QCD critical point and map the first order

phase boundary.

Initially in 70’s and early 80’s some accelerators used by particle physics ear-

lier, such as Bevatron at the Berkeley Lab, were converted to accelerate heavy

ions. At the same time the energies of the accelerators used for nuclear research

increased, such as in NSCL/MSU and GSI in Darmstadt. By the mid 80’s the

heavy ions were injected into some of the highest energy proton accelerators also,

i.e. Alternating Gradient Synchrotron (AGS) at Brookhaven National Labora-

tory (BNL) and the Super Proton Synchrotron (SPS) at the European Center

for Nuclear Research (CERN). By the early 90’s the injection of the heavy ions is

studied already at the planning phase of new accelerators, like Relativistic Heavy

Ion Collider (RHIC) at BNL and Large Hadron Collider (LHC) at CERN. Up to

date, RHIC has successfully performed Au+Au and Cu+Cu collisions at
√
s

NN

= 200 GeV, which is the designed top energy for heavy ion collisions. In 2010,

Pb+Pb head on collisions at
√
s

NN
= 2.76 TeV were also successfully performed

at the LHC at CERN.

Fig. 1.9 shows a cartoon of a relativistic heavy ion collision. Because of the
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Figure 1.9: Cartoon of a relativistic heavy-ion collision. Left to right: the two
nuclei approach, collide, form a QGP, then the QGP expands and

hadronization, finally hadrons rescattering and freeze out.

Lorentz contraction effect in the moving direction, two nuclei can be seen as two

thin disks approaching each other at high speed. The energy density estimated

with Bjorken approximation [42] for Au+Au central collision at RHIC top energy

(∼ 5 GeV/fm3) is much higher than the energy density needed for the formation

of QGP from the Lattice QCD calculation (∼ 1 GeV/fm3). The physics processes

at the initial stage (∼ 1 fm/c) are dominated by hard scatterings, such as quark

pair production, jet production and fragmentation. During the initial stage of the

collisions, heavy ions deposit their energy into the collision region and hadrons

”melt” into quarks and gluons to form QGP. The subsequent processes are the

expansion and hadronization of QGP, when the fireball cools down and partons

are hadronized into hadrons (1 ∼ 10 fm/c). Then, the system reaches a stage

called chemical freeze-out, where the abundance of the hadrons are fixed and the

inelastic interaction between hadrons cease. Finally, the system is dilute enough

and comes to the kinetic freeze-out as an end, when the hadrons cease their

elastic interactions (10 ∼ 15 fm/c).

Plenty of exciting physics results reveal that the matter created at RHIC

top energy is quite different from what we observed before and it can not be

described by hadronic degrees of freedom. Those measurements provide strong

hints that the strongly interacting QGP has been formed in the at top energy
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Au+Au collisions at RHIC. Some selected key measurements from RHIC will be

discussed in the following sections.

1.3.1 Particle Production and Hadron pT Spectra

A hot and dense medium is believed to be created in heavy ion collisions.

Thus, it is of particular relevace to check whether the produced medium in its

early stage passed through the QGP phase. In the bulk sector, hadron mul-

tiplicity and correlations are expected to provide information on the nature,

composition, and size of the medium [43]. By fitting the experimental particle

multiplicities with a thermal model, we can extract thermal parameters, tem-

perature (Tch) and baryon chemical potential (μB) of the hot dense medium at

chemical freeze-out of heavy ion collision, when the inelastic collision cease. This

allows us to quantify from the experimental side the features of the phase dia-

gram of hadronic matter and establish the ”line of chemical freeze-out” described

by an universal condition for chemical freeze-out [43].

A compilation of measurement of yields at mid-rapidity for various hadron

species is shown in left panel of Fig. 1.10 for central Au+Au or Pb+Pb colli-

sions. The contributions from feeding due to weak decays has been removed as

shown in right panels of Fig. 1.10. The main properties concerning the chemical

composition of the medium at mid-rapidity can derived from the yields shown

in the Fig. 1.10 without any model.

Fig.1.11 shows the thermal model fits for the low pT integrated particle yields

ratios of Au+Au central collisions at
√
s

NN
= 200 GeV measured by STAR ex-

periment. The corresponding fitted thermal parameters at chemical freeze-out

are Tch = 163 ± 4 MeV, μB = 24 ± 4 MeV, γs = 0.99 ± 0.07 (Non-equilibrium

parameter). It can be found that the quality of the fits is very good for most of

the hadrons except some short-lived resonances, such as Λ∗ and K∗. This may be
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Figure 1.10: Left Panel: The energy dependence of experimental hadron
yields at mid-rapidity for various species produced in central heavy ion

collisions.
Right Panel: The energy dependence of fraction of total hadron yields

originating from weak decays. The full symbols are for particles (π+, p,Λ), the
open ones for antiparticles (π−, p̄, Λ̄).The figures are taken from [44].

due to the hadronic re-scattering after chemical freeze-out. The variation of γs

from 0.75 to 1 (peripheral to central) shown in the inset plot of Fig.1.11 indicates

the saturation of the strange sector has been achieved for the first time at RHIC.

In the left panel of Fig. 1.12, we show the energy dependence of Tch and

μB extracted from the thermal fits of the experimental data from AGS, SPS and

RHIC. The solid lines shown in the figures are the parametrization for the results

obtained by fitting mid-rapidity data with expressions:

Tch[GeV] = Tlim

(
1 − 1

0.7 + (exp(
√
sNN(GeV)) − 2.9)/1.5

)
(1.4)

μB[GeV] =
a

1 + b
√
sNN(GeV)

, (1.5)

, where the parameters a = 1.303±0.120 GeV, b = 0.286±0.049 GeV−1 and

Tlim = 0.161±0.004 GeV. The right panel of Fig. 1.12 shows the phase diagram of

QCD matter embedding with Tch and μB value extracted from thermal fits of the
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measured by STAR for 200 GeV p+p collisions. The figure is taken from [45].

AGS, SPS and RHIC data [44]. It is important to notice that the chemical freeze-

out points below μB < 400 coincides well with the phase boundary obtained from

2+1 flavor lattice QCD calculations.

The transverse momentum spectra of various hadron species can provide in-

formation about the bulk properties of the medium, such as radial flow and tem-

perature, at kinetic freeze-out, where the elastic collision between particles cease.

Since people realized that the Blast Wave (BW) model has some limitations in

describing the hadron pT spectra, due to strong assumptions of local equilibrium

and arbitrary fit range in pT the non-extensive Tsallis statistics was introduced

to understand the particle production in heavy ion collisions [46, 47]. Then, the

Tsallis distribution is embedded in the BW model instead of Boltzmann dis-

tribution for source of particle emission, describing hydrodynamic expansion in

heavy ion collisions, which is so called Tsallis Blast Wave (TBW) model. In the
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TBW model, there are three common parameters for all particles: temperature

T , non-equilibrium parameter q and average flow velocity β. The Tsallis distri-

bution behaves as a power law function at high pT , an exponential distribution

at low pT and Boltzmann distribution when q → 1.

Fig. 1.13 shows the identified spectra measured by STAR and PHENIX

collaborations and their associated TBW results from the fit. It is found that

the strange hadrons approach equilibrium quickly from peripheral to central

Au+Au collisions and they tend to decouple earlier from the system than the light

hadrons but with the same final radial flow. The kinetic freeze-out temperature of

strange hadrons is also found to be similar to the chemical freeze-out temperature
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extracted from the thermal model fit of particle yield ratios. These results provide

an alternative picture of freeze-out: a thermalized system is produced in the

partonic phase; the hadronic scattering at later stage is not enough to maintain

the system in equilibrium and does not increase the radial flow of the copiously

produced light hadrons [47].

We may find that the relative particle production rates, transverse momen-

tum spectra of identified hadrons and their radial flow are all consistent with the

formation of thermalized partonic matter. Its subsequent hadronization during

the phase transition should in general drive hadronic constituents towards equi-

librium and the pressure gradient pushes the bulk hadrons with a collective radial

velocity field. The high degree of equilibrium of hadron multiplicities and col-

lective radial flow gained by hadrons could be related to the strongly interacting

QGP phase at early stage of heavy ion collisions.
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1.3.2 Elliptic Flow

In non-central heavy ion collisions, the initial spatial anisotropy and the fre-

quent interaction between constituents of the system will build up an azimuthal

anisotropy pressure gradient. Consequently, the spatial anisotropy will be trans-

ferred into azimuthal anisotropy in the momentum space driven by the pressure

gradient. To characterize the azimuthal anisotropy in momentum space, the mo-

mentum spectra of particles is expanded as a Fourier series in terms of azimuthal

angle (φ) as:

E
d3N

dp3
=

d2N

2πpTdpTdy
(1 +

∞∑
n=1

2vncos[n(φ− Ψrp)]) (1.6)

vn = 〈cos[n(φ− Ψrp)]〉 (1.7)

, where Ψrp denotes the direction of the reaction plane defined by the beam di-

rection and the impact parameter. The Fourier expansion coefficient vn stands

for the nth harmonic of the event azimuthal anisotropy [48]. The v1 and v2 are

so called directed and elliptic flow, respectively. The elliptic flow is of particular

interest as it is considered to be quite sensitive to the early stage of collisions due

to the self-quenching effect [49]. Thus, the elliptic flow provides us an experimen-

tal tool for probing the properties of the hot dense matter created at early stage,

such as equation of state (EoS), degree of freedom and degree of thermaliza-

tion. To check whether the deconfinement, thermalized and strongly interacting

partonic matter has been formed in the early stage of the collisions, the elliptic

flow calculated from ideal hydrodynamics have been applied to compare with the

experimental data [50].

In left panel of Fig. 1.14, the elliptic flow (v2) of charged pions, charged

and neutral kaons, protons and lambdas and their anti-particles for Au+Au

minimum-bias collisions at
√
s

NN
= 200 GeV show almost linear increase with

transverse momentum in the low-pT region up to pT ≈ 1.5 GeV/c [50]. A clear
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mass ordering effect is also visible: particles with a higher mass show a smaller

v2 at a given pT than particles with lower mass and this can be described by

hydrodynamical model successfully, which describes these observations in this

pT -region to a level of 20 – 30 %, attributing the mass ordering to an underlying

common transverse velocity field. The hydrodynamics, in which thermalization

is assumed and mean free path is much smaller than the system size, predict the

values of v2 is only proportional with initial state spatial anisotropy ( ε ), namely

v2/ε = const. In the right panel of Fig. 1.14, we show the elliptic flow (v2)

scaled by eccentricity ε as a function of transverse charged particle density at

mid-rapidity for various colliding systems [51]. The values of v2/ε have shown a

linear dependence on the transverse particle density at low energy and are close

to the values predicted by ideal hydrodynamics at RHIC top energy. This may

indicate that the thermalization might be already built-up in the early stage of

the most central Au+Au collisions for first time at the RHIC top energy.
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Figure 1.15: Upper panel: Test of number of quarks (NQ) scaling of identified
hadron v2 in Au+Au minimum-bias collisions at

√
s

NN
= 200 GeV(The lower

plot shows the ratio of the data to the dashed-dotted fit to the data in the
upper plot.) Lower panel: v2 as a function of pT for π, p (left) and φ, Ω (right).

Lines represent NQ-inspired fit. The figures are taken from [50, 52].
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Another necessary condition for formation of QGP is the deconfinement of

the quarks from hadrons. The upper panel of Fig. 1.15 shows the v2 for different

particle species scaled according to the number of quarks (NQ) of the hadrons

as a function of NQ scaled pT . It can be observed that mesons and baryons fall

onto one universal curve when pT/NQ > 0.6 GeV/c [50]. This may imply that

the final hadrons at intermediate pT range are formed by coalescence of consti-

tute quarks when the partonic phase hadronizes. This provides the evidence of

deconefinement at the early stage of the collisions at RHIC. In the lower panel

of Fig. 1.15, the comparable v2 of multi-strange hadrons (φ and Ω) to light

hadrons (π and p) is directly pointing to the creation of strongly interacting par-

tonic matter (partonic collectivity) at the early stage of the collisions, due to the

early decoupling from the system and less suffering from the hadronic scattering

for the multi-strange hadrons [52].

Finally, several evidences from elliptic flow (v2) measurements have been

found to support the idea that the deconfinement, thermalized, strongly inter-

acting partonic matter (QGP) has been formed in the central Au+Au collisions

at RHIC top energy.

1.3.3 Jet Quenching

In heavy ion collisions, high pT (pT >∼ 5 GeV/c) particles are believed to

be generated through fragmentation of energetic partons (jets) produced by the

initial QCD hard-scattering processes [53]. Those energetic partons will loss en-

ergy when traveling through the hot dense medium by collisional energy loss and

medium-induced gluon radiations. Hence, the final state particles fragmented

from the jets can be used as an ideal probe for the hot dense medium created in

the early stage of the heavy ion collisions by studying jet-medium interactions.

Experimentally, the nuclear modification factor, the difference between the
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spectrum in A+B collisions with respect to a p+p collision reference, is widely

used to describe or demonstrate the jet-quenching phenomena. It is defined as:

RAB(pT ) =
d2NAB/dpTdy

TABd2σpp/dpTdy
(1.8)

, where TAB = 〈Nbin〉/σinel
pp is the nucleus overlap function, calculated from a

Glauber model [54]. Nbin denotes the number of binary collisions in a nucleus-

nucleus collision. The experimental results shown in left panel of Fig. 1.16 demon-

strate that there is a strong suppression relative to the binary scaling expecta-

tion at high pT in the central Au+Au collisions − jet quenching [55]. While

this suppression is not seen in d+Au collisions which imply that the suppression

in central Au+Au is due to the final state interactions rather than initial state

effect and thus hot dense matter must be created in central Au+Au collisions

at top energy of RHIC. This means the energetic partons loss their energy by

interacting with the hot dense medium and then the production of the high pT

particles will be suppressed.

Figure 1.16: Left: RAB(pT ) as a function of transverse momentum in d+Au
and Au+Au 200 GeV collisions at RHIC. Right: Two particle azimuthal

distributions in p+p, d+Au central and Au+Au central collisions at√
sNN = 200 GeV The figures are taken from [55].

The jet-quenching phenomena has also been illustrated by a dihadron az-

imuthal angle correlation study. The right panel of Fig. 1.16 shows the associ-
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ated hadrons (passociate
T > 2 GeV/c) azimuthal distribution relative to a triggered

hadron (ptrigger
T > 4 GeV/c). The enhanced near side correlation Δφ ∼ 0, which

means the pair is from a single jet, is observed in p+p, d+Au and Au+Au

collisions. The pair from the back-to-back jet correlation at Δφ ∼ π only ap-

pears in p+p and d+Au while it almost completely disappears in central Au+Au

collisions.

1.3.4 Motivation of the Study

Our main purpose of performing higher moments analysis in heavy ion col-

lision experiment is to probe the bulk properties, such as the phase boundary,

QCD critical point [56] and thermalization, of the hot dense nuclear matter in

the nature. It opens a completely new domain and effective way for probing the

bulk properties of hot dense nuclear matter and test the QCD theory at non-

perturbative region. It also can be used to constrain some QCD fundamental

parameters, such as the scale for the QCD phase diagram (the transiton temper-

ature Tc at μB = 0), by comparing the experimental data with the first principle

Lattice QCD calculations.

Recently, it was found that the higher order fluctuation observables-higher

moments (Variance (σ2), Skewness (S), Kurtosis (κ)) of conserved quantities,

such as net-baryon, net-charge, and net-strangeness, distributions can be di-

rectly connected to the corresponding thermodynamic susceptibilities in Lattice

QCD [57] and Hadron Resonance Gas (HRG) model [58], for e.g. the third

order susceptibility of baryon number (χ
(3)
B ) is related to the third moment

(< (δNB)3 >) of baryon number distributions1 as χ
(3)
B = < (δNB)3 >/V T 3;

V, T are volume and temperature of system respectively. As the volume of

the system is hard to determine, the susceptibility ratio, such as χ
(4)
B /χ

(2)
B and

1see detail in chapter III.
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χ
(3)
B /χ

(2)
B , are used to compare with the experimental data as κσ2 = χ

(4)
B /χ

(2)
B

and Sσ = χ
(3)
B /χ

(2)
B . Theoretical calculations demonstrate that the experimen-

tal measurable net-proton (proton number minus anti-proton number) number

fluctuations can effectively reflect the fluctuations of the net-baryon and net-

charge number [59]. Thus, it is of great interest to measure the higher moments

of event-by-event net-proton multiplicity distributions in the heavy ion collision

experiment. It allows us to probe the bulk properties of the hot dense nuclear

matter and test the QCD theory at non-perturbative domain, which is rarely

tested by experiments.

Current results from heavy ion collision at RHIC top energy suggest that a

new form of matter, the strongly interacting quark-gluon plasma (sQGP) has

been formed [45]. Finite temperature Lattice QCD calculations predict that

the transition from hadronic phase to the QGP phase at high temperature and

small μB region is a smooth cross-over. While at large μB region, we meet

notorious fermion sign problem in the aspect of the first principle Lattice QCD

calculation. Although many fantastic techniques, such as re-weighting [24], image

baryon chemical potential [25] and Taylor expansion [26], have been developed to

overcome the problems and make the Lattice QCD calculable at finite μB region,

the location of QCD critical point and even its existence is not confirmed yet.

Due to the finite size, rapid expansion and critical slowing down effects etc.,

the effective correlation length in the heavy ion collision near the QCD critical

point is a small value about 2 ∼ 3fm [60]. The event-by-event observables are

believed to be sensitive to the correlations and fluctuations. Model calculations

demonstrate that higher moments of net-proton distributions are proportional to

the higher power of the correlation length [61, 62], such as third order cumulant

< (δN)3 >∼ ξ4.5 and fourth order cumulant < (δN)4 > −3 < (δN)2 >2∼ ξ7 ),

where δN = N −M , N is the particle multiplicity in one event and M is the

averaged particle multiplicity of the event sample. It motivates us to search for
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the QCD critical point with the higher moments of the net-proton distributions,

experimentally, as a direct application of the higher moments observable. The

characteristic signatures for the appearance of QCD critical point are the non-

monotonic dependence of the observations on the colliding energy (
√
s

NN
). When

approaching the QCD critical point, the moment products κσ2 and Sσ of net-

proton distributions will show large deviation from its Poisson statistical value.

The skewness is expected to change its sign when system evolution trajectory in

the phase diagram cross phase boundary [27].

Several experimental programs have planed to perform heavy ion collisions

experiments to locate the QCD critical point, such as RHIC at BNL, SPS/LHC at

CERN and FAIR at GSI. In year 2010 (Run 10), RHIC has started Beam Energy

Scan (BES) program [19] to tune the center of mass energy from
√
s

NN
= 39 GeV

down to
√
s

NN
= 7.7 GeV with the corresponding μB coverage 112 < μB < 410

MeV. The data for Au+Au collisions at three low energies 7.7, 11.5 and 39 GeV

have been taken during year 2010 (Run 10) and another energy point
√
s

NN

= 19.6 GeV is being taken in this year 2011 (Run 11). With large uniform

acceptance STAR detector and sensitive observables [56], it provides us good

opportunities to search for the QCD critical point at RHIC. We also expect that

the phenomena, such as number of quark scaling of v2, jet-quenching and possible

local parity violation, which has already been established for QGP signature at

RHIC top energy, will be turned off at those lower BES energy, if our current

understanding of RHIC physics and these signatures are correct. This will also

provide us the information about the first order phase boundary.
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CHAPTER 2

Experimental Setup

2.1 The RHIC Accelerator

The Relativistic Heavy Ion Collider (RHIC) located at Brookhaven National

Laboratory (BNL) on Long Island is a high luminosity heavy ion and the only

spin polarized proton collider in the world [63, 64]. By accelerating and colliding

heavy ion and polarized proton, physicists can study the primordial form of

extremely high energy density and high temperature matter created in the first

microseconds of the early universe after the Big Bang and also the spin structure

of the proton, respectively. The top center-of-mass collision energy for heavy ion

beams is 200 GeV per nucleon pair and that for proton pairs is 500 GeV. The

average store luminosity for gold-on-gold 200 GeV collision achieved in year 2010

(Run 10) is 20 × 1026cm−2s−1, which is an order of magnitude higher than the

original design goals for average luminosity. For polarized p+p collision, Run 9

(in year 2009) achieved center-of-mass energy of 500 GeV and the corresponding

average store luminosity is 55 × 1030cm−2s−1.

The idea to build RHIC dates back to 1983, when it was conceived as part of

the long-range plan for nuclear science. The total line-term budget for the RHIC

project was 616.66 million US. dollars. The construction project began in 1991

and the collider as well as a complementary set of four detectors, BRAHMS,

PHENIX, PHOBOS, and STAR, were completed during 1999 [63]. RHIC is an

intersecting storage ring particle accelerator. Its double storage rings (”Yellow”
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STARPHENIX

PHOBOS BRAHMS

Figure 2.1: Schematic of the RHIC complex. Relativistic heavy ions collide
at six intersection points along the RHIC ring of 3,814 m long.

and ”Blue”) are hexagonally shaped and 3,834 m long in circumference, with

curved edges in which stored particles are deflected and focused by 1,740 super-

conducting niobium-titanium magnets. Fig. 2.1 shows the schematic of RHIC

complex. The six interaction points are at the middle of the six relatively straight

sections, where the two rings cross, allowing the particles to collide and four of the

interaction points are equipped with detectors. Two large experiments, STAR

and PHENIX, are located at 6 and 8 o’clock while the other two relative small

experiment PHOBOS and BRAHMS are located at 10 and 1 o’clock, respectively.

Fig. 2.2 shows the RHIC acceleration scenario for Au beam. Three accelera-

tors in the injector chain will boost the energy of ions, and strip electrons from

the atoms. The first acceleration stage for ions is in the Tandem Van de Graaff

accelerator, while for protons, the 200 MeV linear accelerator (Linac) is used.

As an example, gold nuclei leaving the Tandem Van de Graaff have an energy of

about 1 MeV per nucleon and have an electric charge Q = +31 (31 of 79 electrons

33



Chapter 2 Experimental Setup

Figure 2.2: RHIC acceleration scenario for Au beam. The figure is taken
from [64]

stripped from the gold atom). The particles are then accelerated by the Booster

Synchrotron to 95 MeV per nucleon, which injects the projectile now with Q =

+77 into the Alternating Gradient Synchrotron (AGS), before they finally reach

8.86 GeV per nucleon and are injected in a Q = +79 state (no electrons left)

into the RHIC storage ring over the AGS-to-RHIC Transfer Line (ATR) [64].

Since the pilot run in 1999 and through to 2010, RHIC has had 4 operating

periods (Runs) with Au+Au collisions, in the years of 2000, 2001, 2004 and 2007.

The Au+Au runs alternated with a d+Au run in 2003, a Cu+Cu run in 2005,

and another d+Au run in 2007/08. We have also ran polarized p+p collisions

for every year except 2007 and 2010. In year 2010 (Run 10), the RHIC ran

Au+Au collisions at
√
s

NN
= 62.4, 39, 11.5 and 7.7 GeV after an 11 weeks 200

GeV physics run. Run 10 was a very successful run during which the RHIC

were operating far below the design energy for Au+Au collision and an order of

magnitude beyond the original design goals for average luminosity.
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2.2 The STAR Experiment

2.2.1 Overview

The Solenoidal Tracker [65] at RHIC (STAR) located at 6 o’clock of RHIC

accelerator is one of the two large detector systems constructed at the RHIC

at BNL. The massive STAR detecotor weigh over 1200 tons and is as big as a

building. It has an large uniform acceptance with full azimuthal angle and large

polar angle coverage around mid-rapidity. The layout of the STAR detector is

shown in Fig. 2.3.

Figure 2.3: First 3D picture of the STAR detector. The figure is taken
from [66].

The main goals of the STAR experiment is to study the formation and charac-

teristics of the quark-gluon plasma (QGP), a state of matter believed to exist at

sufficiently high energy densities, and explore the phase structure of QCD phase
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diagram. The STAR experiment measures many observables simultaneously to

study the signature of a possible QGP phase transition and to obtain a funda-

mental understanding of the microscopic structure of these hadronic interactions

at high energy densities. In order to accomplish this, STAR was designed pri-

marily for measurements of hadron production over a large solid angle, featuring

detector systems for high precision tracking, momentum analysis, and particle

identification at the center of mass (c.m.) rapidity. With large uniform accep-

tance, the STAR detector is also very suitable for the event-by-event fluctuation

and correlation measurements.

Figure 2.4: Cutaway side view of the STAR detector in year 2008 run and
future upgrades.

Fig. 2.4 shows the cutaway view of the STAR detector. STAR consists of

several sub-detectors and the main tracking device, the Time Projection Cham-

per (TPC) is located in a homogenous solenoidal magnet. The STAR magnet is

cylindrical in design with a length of 6.85 m and has inner and outer diameters

of 5.27 m and 7.32 m, respectively. It generates a field along the length of the
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cylinder having a maximum of |Bz| = 0.5 T. It allows the tracking detectors

to measure the helical trajectory of charged particles to get their momenta. To

date, the STAR magnet has been run in full field, reversed full field and half filed

configurations.

The STAR tracking detectors are used to reconstruct the trajectories of par-

ticles in the STAR experiment. The ”heart” of the STAR, main tracker, TPC

has the pseudo-rapidity |η| < 1.8 and full azimuth (2π) coverage. The detail of

the TPC detector will be discussed in the next sub-section. There are also inner

detectors Silicon Vertex Tracker (SVT) and Silicon Strip Detector (SSD) close to

the beam pipe, which provides additional high precision space points on tracking

so that they can improve the position resolution and allows us to reconstruct the

secondary vertex of weak decay particles. But, unfortunately, the SVT and SSD

detector were taken out since in the year 2008 (Run 8) because of producing sig-

nificant unexpect photonic background to the electron related analysis by their

material budget. In the forward rapidity region, two Forward radial-drift TPC

(FTPC) installed in the east and west of STAR covering 2.8 < |η| < 3.8 and

full azimuth angle [65], are used to track particles in the forward and backward

rapidity. To measure displaced vertex of hadronic decay channel for the heavy

flavor hadron (mainly D and B meson) more preciously, a less material silicon

detector the so called Heavy Flavor Tracker [67, 68] (HFT), which consists of

two layers of pixels with radius 1.5 and 5 from the beam axis, has been pro-

posed to build in center of the STAR. With HFT, we can improve the signal to

background ratio for charmed hadron (D0, D
∗, B,Λc) measurement significantly

and it allows us to address the long-lived issue of thermalization by measuring

the charmed hadron flow. To get better point resolution, the SSD will be placed

between HFT and TPC to fill the gap. To improve the precision of the tracking

at the forward region, a Forward GEM Tracker (FGT) based on triple GEM

technology is proposed and in preparation [69].
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The STAR trigger sub-system can be treated as the ”brain” of the STAR

experiment. It is a 10 MHz pipelined system which is based on input from fast

detectors to control the event selection for the much slower tracking detectors.

Three fast trigger detectors are Zero Degree Calorimeter (ZDC), Central Trigger

Barrel (CTB) and Beam-Beam Counter (BBC). Two ZDCs, centered at 0o and

with polar angle coverage < 2.5 mrad, are placed on each side and about 18

m away from the center of STAR. Hadronic calorimeter ZDC is put beyond the

dipole magnet to detect the outgoing neutral particles (mostly neutron) after the

charged particles bent by magnet. The CTB is installed surrounding the outer

cylinder of the TPC, and was used to trigger the flux of charged-particles in

the mid-rapidity region. It has been replaced by barrel Time of Flight detector

(TOF) (will be discussed in the following sub-section). The BBC subsystem

consists of a hexagonal scintillator array structure placed at 3.5 m away from the

TPC center and covers 3.3 < |η| < 5. It is the main device to make the relative

luminosity measurement and to provide a trigger to distinguish polarized p+p

events from beam related background events by means of timing measurements.

Some other detectors are used for special triggers, e.g. pseudo Vertex Position

Detectors (pVPDs) or upgraded pVPDs (upVPD) are used for TOF triggered

events, and EMC is used to trigger on events with high transverse momentum

(pT ) particles etc..

The STAR Barrel Electro-Magnetic Calorimeter(BEMC) installed at barrel

of the TPC is with pseudo-rapidity coverage |η| < 1 and full azimuth 2π cover-

age [70]. To supplement with BEMC, the Endcap Electro-Magnetic Calorimeter

(EEMC) provides coverage with 1 < η < 2 and the full azimuthal range [71].

Those two EMC systems can trigger on the high transverse momentum photons,

electrons, and electromagnetically decaying hadrons.

The STAR Time-Of-Flight [72, 73, 74] (TOF) sub-system is based on Multi-

gap Resistive Plate Chamber (MRPC) technique, which was first developed by
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the CERN ALICE group. The Barrel TOF system installed between BEMC and

TPC at STAR, covers |η| < 0.9 and full azimuth (2π) angle. The intrinsic time

resolution and detecting efficiency for particles pT > 0.5 GeV/c are < 80ps and

> 95%, respectively. By using TOF PID method, we can largely improve our the

capability of identifying particles. The upper limit of momentum (p) for π/K

separation can be extended from 0.7 GeV/c to 1.6 GeV/c and 1.1 GeV/c to 3

GeV for proton/(π,K) separation. By combining with TPC, we can also identify

electron at pT > 0.2 GeV/c. TOF installation had been 100% completed and

taking data in year 2010 (Run 10). One of the 120 trays didn’t take data and

was taken out for high voltage problem. The starting time of the TOF system

is provided by the upVPD detector installed 5.7 m away from TPC center.

2.2.2 The Time Projection Champer (TPC)

TPC [75] is the main tracking device of the STAR detector. It was designed

to record the tracks of particles, provide the information of their momenta and

identify the particles by measuring their ionization energy loss (dE/dx) in the

TPC gas. With the 4.2 m long cylinder and 4 m in radius, STAR TPC is the

second largest single TPC in the world. The cylinder is concentric with the

beam pipe, and the inner and outer radii of the active volume are 0.5 m and

2.0 m, respectively. Charged particles can be identified by TPC over a board

momentum range 0.15 < pT < 30 GeV/c (0.075 GeV/c lower limit for magnet

at 0.25 T). The TPC covers full azimuth angle (0 < φ < 2π) and the pseudo-

rapidity range of |η| < 2 for inner radius and |η| < 1 for outer radius. Fig. 2.5

shows the cutaway view of the STAR TPC.

The TPC is divided into two parts by the central membrane, which is typically

held at 28 kV high voltage. A chain of 183 resistors and equipotential rings along

the inner and outer field cage create a uniform drift field (∼ 135 V/cm) from the

central membrane to the ground planes where anode wires and pad planes are
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Figure 2.5: Cutaway view of the TPC detector. The figure is taken from [75].

organized into 12 sectors for each sub-volume of the TPC. The working gas of the

TPC is two gas mixture the so called P10 gas (Ar 90% + CH4 10%) regulated

at 2 mbar above the atmospheric pressure. The electron drift velocity in P10

is relatively fast, ∼ 5.45 cm/μs at 130 V/cm. The gas mixture must satisfy

multiple requirements and the gas gains are ∼ 3770 and ∼ 1230 for the inner

and outer sectors working at normal anode voltage (1170 V for inner and 1390

V for outer), respectively.

Table 2.1: Comparison of the Inner and Outer subsector geometries.
Item Inner Subsector Outer Subsector Comment
Pad Size 2.85 mm x 11.5 mm 6.20 mm x 19.5 mm
Isolation Gap between pads 0.5 mm 0.5 mm
Pad Rows 13 (#1-#13) 32 (#14-#45)
Number of Pads 1,750 3,942 5,692 total
Anode Wire to Pad Plane Spacing 2 mm 4 mm
Anode Voltage 1,170 V 1,390 V 20:1 signal:noise
Anode Gas Gain 3,770 1,230
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Figure 2.6: The anode pad plane of one full TPC sector. The inner sub-sector
is on the right and it has small pads arranged in widely spaced rows. The outer

sub-sector is on the left and it is densely packed with larger pads.

Each readout plane is instrumented with a thin Multi-Wire Proportional

Chamber (MWPC) together with a pad plane readout. The drifting electrons

avalanche in the high field at the 20 μm anode wires providing an amplification of

1000-3000. The chambers consists of a pad plane and three wire planes. Fig. 2.6

shows the pad plane of one full TPC sector. Each pad plane is also divided into

inner and outer sub-sectors. The outer radius sub-sectors have continuous pad

coverage to optimize the dE/dx resolution. This is optimal because the full track

ionization signal is collected and more ionization electrons improve statistics on

the dE/dx measurement. Another modest advantage of full pad coverage is an

improvement in tracking resolution due to anti-correlation of errors between pad

rows. The typical resolution is ∼ 0.5 − 1.0 mm. The inner sector only serves to

extend the position measurements along the track to small radii thus improving

the momentum resolution and the matching to the inner tracking detectors. It

also helps to detect particles with lower momentum. The parameters of the outer

and inner sub-sectors are summarized in Table 2.1. 136, 608 = 5692×24 readout

pads provide (x, y) coordinate information, while z coordinate is provided by 512
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time buckets and the drift velocity.

Figure 2.7: Cutaway view of wires relative to the inner and outer pad rows.

Fig. 2.11 shows a cutaway view of inner sub-sector and outer sub-sector pad

plane. There are three layers wires plane above the read out pad plane, which are

gating grid wires plane, ground wires plane and anode wires plane (from top to

bottom). When charged particles traverse the TPC, they liberate the electrons

from the TPC gas due to the ionization energy loss (dE/dx). These electrons

are drifted towards the end cap planes of the TPC. There the signal induced on

a readout pad is amplified and integrated by a circuit containing a pre-amplifier

and a shaper. Then it is digitalized and then transmitted over a set of optical

fibers to STAR Data AcQuisition system (DAQ).

At the DAQ stage, raw events containing ADC and TDC values from each

detector were recorded as hits, vertices as well as the collision position. The TPC

tracks reconstruction process begins by the 3D coordinate space points finding.

This step results in a collection of points reported in global Cartesian coordi-

nates. The Timing Projection chamber Tracker (TPT) algorithm is then used

to reconstruct tracks by helical trajectory fit. The resulted track collection from

the TPC is combined with any other available tracking detector reconstruction

results and then refit by application of a Kalman filter routine a complete and

robust statistical treatment. The primary collision vertex is then reconstructed
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from these global tracks and a refit on these tracks with the distance of closest

approach (dca) less than 3 cm is preformed by a constrained Kalman fit that

forces the track to originate from the primary vertex. As expected, the vertex

resolution decreases as the square root of the number of tracks used in the calcu-

lation. The primary vertex resolution is ∼ 350μm with more than 1000 tracks.

The refit results are stored as primary tracks collection in the container. The

reconstruction efficiency including the detector acceptance for primary tracks

depends on the particle type, track quality cuts, pT and track multiplicities etc..

The typical value for the primary pions with Nfit > 24 and |η| < 0.7, dca < 3.0

cm is approximate constant at pT > 0.4 GeV/c: ∼ 90% for Au+Au peripheral

collisions and ∼ 80% for central collisions, respectively.

Figure 2.8: log10(dE/dx) (KeV/cm) as a function of log10(p) (GeV/c) for
electron, pions, kaons and protons. The colored band are within the ±1σ

dE/dx resolution. I70 denotes Bichsel’s prediction for 30% truncated dE/dx
mean [76].

The TPC provides the track momentum and the dE/dx information for

charged particles identification. For a particle with charge z (in units of e)

and speed β = v/c passing through, the mean rate of dE/dx is given by the

Bethe-Bloch equation (2.1) [77]:
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The meaning of each symbol can be referred to Particle Data Book. Different

types of particles (different rest masses) with the same momentum have different

kinematic variables β (γ), which may cause distinguishable dE/dx. The typical

resolution of dE/dx in Au+Au collisions is ∼ 8%, which makes the π/K sepa-

ration up to p ∼ 0.7 GeV/c and proton/meson separation up to p ∼ 1.1 GeV/c.

Fig. 2.8 shows measured dE/dx by TPC as a function of momentum.

Figure 2.9: pT reach of particle identification capability with STAR detectors.
The upper edges of rdE/dx, weak decay topology, event mixing are limited by

statistics. The figure is taken from [78].

A technique has been developed to identify high momentum (p > 3 GeV/c)

pions and protons in the relativistic rising region of dE/dx [72, 79, 80] benefiting

from the advantage that the mean value of dE/dx for different particles have

a visible separation in the relativistic rising region as shown in Fig. 2.8 (∼ 2σ

separation for pions and protons). Due to large acceptance of the TPC, the

K0
S, Λ(Λ̄) etc. can be identified across pT region 0.3 < pT < 7.0 GeV/c (upper

edge limited by statistics) by using the topology of the weak decay in the TPC.
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Resonances (K∗, φ, Δ etc.) can be reconstructed through the event mixing

technique [81]. Fig. 2.9 shows the PID capabilities with the TPC. In addition,

the TOF PID capability is also shown in the figures which will be discussed in

the next sub-section.

2.2.3 Time-Of-Flight (TOF) Detector

With a total of 120 trays installed at the outside barrel of the TPC (with 60

on east side and 60 on west side), STAR has completed its upgrade of full barrel

Time-Of-Flight (TOF) detector with |η| < 0.9 and 2π azimuthal coverage based

on the Multigap Resistive Plate Chamber (MRPC) technology in the year 2010

(Run 10). In Run10, 119 out of 120 trays were with good performance in data

taking and only one tray was taken out for the high voltage cable problem. In

the year 2009 (Run 9), 94 out of 120 trays were installed (72% coverage) and 86

of those installed trays were in the data taking.

Figure 2.10: TOF trays distribution in Run 8 and Run 9.

Fig. 2.10 shows the TOF tray distribution installed in Run 8 and Run 9.

Each tray covers 6 degree in azimuthal direction (φ) around the TPC [82].

A tray contains 32 MRPC modules and was placed along the beam line direc-
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Tray, Module & Pad

~ 0 ~ 1 Z

One Tray

One Module
local Y

local Z
“+” To TPC 
center

One Pad

Figure 2.11: Geometry of TOF trays, modules and pads. The figure is taken
from [83].

tion around TPC. In each module, there are 6 read-out pad along the azimuthal

direction (φ). The detailed geometry and the definition of local coordinate sys-

tem for each pad are shown in Fig. 2.11. Two VPDs [84] were installed since Run

2 to provide a starting time for TOF detectors, each staying 5.4 m away from

the TPC center along the beam line. The VPD can also provide the independent

Z component of the vertex. Each VPD consists of three detecting element tubes

covering ∼ 19% of the total solid angle in 4.43 < |η| < 4.94. Due to different

multiplicities, the effective timing resolution of total starting time is 25 ps, 85 ps

and 140 ps for 200 GeV Au+Au, d+Au and p+p collisions, respectively.

MRPC technology was first developed by the CERN ALICE group. Fig. 2.12

shows the two side-view of a MRPC module which was adopted by STAR [85].

A MRPC basically consists a stack of resistive plates with a series of uniform gas

gaps. It works in avalanche mode. Electrodes are applied to the outer surface of

the outer plates. With a strong electric field applied on, the internal plates are
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Figure 2.12: Two side-view of a MRPC moduel. The figure is taken from [85].

left electrically floating and they will keep the correct voltage due to the flow of

electrons and ions created in avalanches. There are six read-out pads on each

module in this design. The first beam test for 6-gap MRPCs at CERN PS-T10

facility with plab = 7 GeV/c pions beam resulted in a ∼ 65 ps timing resolution

with more than 95% detecting efficiency and the module is capable of working

at high event rate (500 Hz/cm2) [85]. These modules were then assembled in a

prototype TOF tray and tested in the AGS radiation area. Similar resolution

was obtained. In RHIC Run 3 and Run 4, the MRPC modules in TOF trays

installed in the STAR detector were applied on the high voltage of 14 kV and

with the working gas of 95% freon and 5% isobutane. The charged particle

detecting efficiency is > 95% at high voltage plateau.

TOF system calibrations [86] include the start time calibration from VPD

and TOF flight time calibration. The main sources need to be considered are

global time offset due to different electronics delays, the correlation between the
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Table 2.2: TOF system performance in different runs.

Operating condition
Timing Resolution (ps)

VPD Overall TOF

Run 3
200GeV d+Au 85 120 85

200GeV p+p 140 160 80
62GeV Au+Au 55 105 89

Run 4
200GeV Au+Au

Full-field 27 86 82

Half-field 20 82 80

Run 5
200GeV Cu+Cu (ToT) 50 92 75

62GeV Cu+Cu (ToT) 82 125 94

Run 8
200GeV d+Au (ToT) N/A N/A N/A

200GeV p+p (ToT) 83 112 75

Run 9
500GeV p+p 85 115 78

200GeV p+p 81 110 74
Run 10 200GeV Au+Au 28 87 82

amplitude and the timing signals, the correlation between the hit position and

the timing signals etc. Table. 2.2 lists the calibrated timing resolution results for

VPD and TOF system since the year 2003 (Run 3). The results indicate that

the intrinsic timing resolution of TOF was around 75 ps, which was quite stable

since run 5.

Fig. 2.13 shows the hadron identification capability of TOF system in 200

GeV p+p collisions in Run 9. One can see clearly the bands for electron, pion,

kaon, proton and deuteron. We conclude that the performance of TOF system

has satisfied the STAR TOF system upgrade requirements.
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Figure 2.13: 1/β vs. momentum (p) from Run 9 200 GeV p + p collisions,
where the β = v/c and v is the speed of a particle.
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CHAPTER 3

Moments Methodology in Heavy Ion Collision

In statistics [87], moments are used to characterize the shape of a probabil-

ity distribution. For example, the second central moment (moment about the

mean), variance (σ2) is widely applied to describe the width of a probability

distribution. The skewness (S) and kurtosis (κ) are used to describe how the

distributions skewed and peaked from its mean value, respectively. Another al-

ternative methods to the moments of a distribution is so called cumulant. The

cumulants determine the moments in the sense that any two probability dis-

tributions whose cumulants are identical will have identical moments as well,

and similarly the moments determine the cumulants. In heavy ion collision,

the higher moments of distributions of conserved quantities, such as net-baryon,

net-charge and net-strangeness, are predicted to be sensitive to the correlation

length and to be connected to the thermodynamic susceptibilities computed in

Lattice QCD [57] and in the Hadron Resonance Gas [58] (HRG) model. As the

net-proton can also reflect the net-baryon and net-charge fluctuations, higher

moments of net-proton distributions are used to search for the QCD critical

point. In this chapter, We will show you the definitions and properties of the

moments and cumulants. The connection between higher moments of net-proton

distributions and the thermodynamic baryon number susceptibilities in Lattice

QCD and HRG model as well as correlation length will be also discussed.
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3.1 Cumulants and Moments

3.1.1 Definition

In probability theory and statistics, the cumulants of a probability density

distribution can be defined by using the cumulant-generating function [88]. The

cumulant-generating function of the random variable X is defined as:

G(t) = log[E(etX)] (3.1)

, where the E is the expectation operator and some times denoted by angle

brackets <>, E(etX) =< etX >=
+∞∫
−∞

etXf(X)dX, for a real-valued continuous

probability density function f(x). Generally, the nth order cumulants Cn can be

extracted from the cumulant-generating function via differentiation (at zero) of

G(t).

Cn = G(n)(0) =
∂nG(t)

∂tn

∣∣∣∣
t=0

(3.2)

Cumulants of a distribution are closely related to the moments of the distribution

and the moment-generating function for moments about zero can be written as:

g(t) = E(etX) = 1 +
∞∑

n=1

< Xn >
tn

n!
(3.3)

Consequently, the nth order moments about zero μ
′
n =< Xn > can be obtained

by

μ
′
n =< Xn >= g(n)(0) =

∂ng(t)

∂tn

∣∣∣∣
t=0

(3.4)
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Thus, the cumulant-generating function can be expressed in term of the moments

about zero as:

G(t) = log[g(t)] = −
∞∑

n=1

1

n
(1 − g(t))n =

∞∑
n=1

1

n
(−

∞∑
m=1

μ
′
m

tm

m!
)n

= μ
′
1 × t+ (μ

′
2 − μ

′
1

2
) × t2

2!
+ (μ

′
3 − 3μ

′
2μ

′
1 + 2μ

′
1

3
) × t3

3!
+ ... (3.5)

Finally, we obtain the connections between the cumulants, moments about zero

μ
′
n and central moments (moments about mean) μn =< (X− < X >)n >=<

(δX)n >:

C1 = μ
′
1 =< X > (3.6)

C2 = μ
′
2 − μ

′
1

2
=< (X− < X >)2 > (3.7)

C3 = μ
′
3 − 3μ

′
2μ

′
1 + 2μ

′
1

3
=< (X− < X >)3 > (3.8)

C4 = μ
′
4 − 4μ

′
3μ

′
1 − 3μ

′
2

2
+ 12μ

′
2μ

′
1

2 − 6μ
′
1

4

= < (X− < X >)4 > −3 × (< (X− < X >)2 >)2 (3.9)

...

Cn = μ
′
n −

n−1∑
m=1

⎛
⎝ n− 1

m− 1

⎞
⎠Cmμ

′
n−m

= μn −
n−1∑

m=1,(n−m,n≥2)

⎛
⎝ n− 1

m− 1

⎞
⎠Cmμn−m (3.10)

In general, we may also consider the joint cumulants, for example, the generating-

function of joint cumulants for random variables, X1, X2, ...Xn, (n ≥ 2) is defined

as:

G(t1, t2, ..tn) = log < e

nP

j=1
tjXj

> (3.11)
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Then, the joint cumulants of random variables, X1, X2, ...Xn, (n ≥ 2) can be

expressed as:

C(X1, X2..., Xn) =
∑

π

(|π| − 1)!(−1)|π|−1
∏
B∈π

E(
∏
i∈B

Xi)

=
∑

π

(|π| − 1)!(−1)|π|−1
∏

B∈π,|B|≥2

E(
∏
i∈B

δXi) (3.12)

, where π runs through the list of all partitions of {1, 2, ..., n}, B runs through

the list of all blocks of partitions π, |π| is the number of parts in the partition

and |B| is the number of parts in the block B. For example, if we only have two

random variables X, Y , then various order joint cumulants are:

C(X, Y ) = C1X,1Y =< δXδY > (3.13)

C(X, Y, Y ) = C1X,2Y =< δX(δY )2 > (3.14)

C(X,X, Y, Y ) = C2X,2Y =< (δX)2(δY )2 >

− 2 < δXδY >2 − < (δX)2 >< (δY )2 > (3.15)

C(X, Y, Y, Y ) = C1X,3Y =< δX(δY )3 > −3 < δXδY >< (δY )2 >(3.16)

, where the δX = X− < X >, δY = Y− < Y >.

Usually, the central moments are more useful than the moments about zero

to describe the shape of the distributions. The second central moment (variance

(σ2)) is used to describe the width of a distributions. The normalized third

central moment and forth central moment so called skewness (S) and kurtosis (κ),

are used to describe the asymmetry and peakness of distributions, respectively.
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They are defined as:

σ2 = < (X− < X >)2 >= C2 (3.17)

S =
< (X− < X >)3 >

σ3
=

C3

(C2)3/2
(3.18)

κ =
< (X− < X >)4 >

σ4
− 3 =

C4

(C2)2
(3.19)

Figure 3.1: Visual example of distribution with negative skewness (left panel)
and positive skewness (right panel). The figure is taken from [89].

Fig. 3.1, it gives a visual example for determining which of the two kinds

of skewness a distribution has. The distribution shown in the left panel, which

gives negative skewness, is said to be left-skewed. It has a longer left tail and the

center of the distribution is concentrated on the right of the distribution. The

distribution in the right panel of Fig. 3.1 shows you a distribution with positive

skewness, which is said to be right-skewed. It has a longer right tail and the

center of the distribution is concentrated on the left of the distribution. A zero

value indicates that the values are relatively evenly distributed on both sides of

the mean, typically but not necessarily implying a symmetric distribution.

Fig. 3.2 shows the kurtosis of seven well-known distributions from different

parametric families. All distributions here are symmetric and with unity vari-

ance and zero mean and skewness. From top to bottom, those distributions are

Laplace distribution (D), hyperbolic secant distribution (S), logistic distribution

(L), normal distribution (N), raised cosine distribution (C), Wigner semicircle
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Figure 3.2: Visual example of kurtosis for seven well-known distributions from
different parametric family. The figure is taken from [90].

distribution (W) and uniform distribution (U). It is found that the distributions

with a sharp peak have a larger kurtosis value than those distributions with

broad tails. In Fig. 3.2, the kurtosis values for Laplace distribution, normal

distribution and uniform distribution are 3, 0, -1.2, respectively. A high kurtosis

distribution has a sharper peak and longer, fatter tails, while a low kurtosis dis-

tribution has a more rounded peak and shorter thinner tails. The kurtosis must

be at least -2, which can be realized by the Bernoulli distribution with p = 1/2.

There is no upper limit to the kurtosis and it may be infinite.

For normal distributions, both, the skewness and the kurtosis are equal to

zero. Thus, they are ideal probes of the non-gaussian fluctuations.

3.1.2 Properties of Cumulants and Moments

In this sub-section, We will introduce several important properties for cu-

mulants and moments, which will be used in our following analysis. There are

many good properties for cumulants, such as shift-invariance, homogeneity and

additivity.
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1. Shift-invariance: This means that, if we denote by Cn the nth cumulant of

the probability distribution of the random variable X, then for any constant c

we have:

Cn(X + c) = Cn, n > 1 (3.20)

In other words, shifting a random variable (adding c) shifts the first cumulant

(the mean) and doesn’t affect any of the others.

2. Homogeneity: For any constant c, we have:

Cn(cX) = cnCn(X) (3.21)

This means the nth cumulant is homogeneous of degree n.

3. Additivity: If X and Y are independent random variables, then:

Cn(X + Y ) = Cn(X) + Cn(Y ) (3.22)

In general case (X, Y are not necessary independent), we have:

Cn(X + Y ) =
n∑

j=0

⎛
⎝ n

j

⎞
⎠C(X,X, ..., X︸ ︷︷ ︸

j

, Y, Y, ..., Y︸ ︷︷ ︸
n−j

) =
n∑

j=0

⎛
⎝ n

j

⎞
⎠Cj,X,n−j,Y

(3.23)

For example,

From equ. (3.17)-(3.19), we know the various moments (σ2, S, κ) can be

expressed as a function of cumulants. For the variance σ2 = C2, this is assured

with the above three properties. Skewness (S) and kurtosis(κ) are self-invariant

and homogenous but not for the additive. For example, if we have n independent

identical random varianceX1, X2, ...Xn, then we can get the sum of those random

variables Y = X1+X2+...+Xn and the skewness and kurtosis of random variance
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Y can be written as:

S(Y =

n∑
m=1

Xm) =

n∑
m=1

C3(Xm)

(
n∑

m=1

C2(Xm))3/2

(3.24)

κ(Y =

n∑
m=1

Xm)) =

n∑
m=1

C4(Xm)

(
n∑

m=1

C2(Xm))2

(3.25)

If X1, X2, ...Xn are all with the same distribution as random variance X, we have:

S(Y =

n∑
m=1

Xm) =
n× C3(X)

n3/2 × (C2(X))3/2
=

1√
n
× S(X) (3.26)

κ(Y =
n∑

m=1

Xm) =
n× C4(X)

n2 × (C2(X))2
=

1

n
× κ(X) (3.27)

More generally, if X1, X2, ...Xn are independent random variables, not neces-

sarily identically distributed, but all having the same variance then:

S(Y =

n∑
m=1

Xm) =
1

n3/2
×

n∑
m=1

C3(Xm)

(C2(Xm))3/2
=

1

n3/2
×

n∑
m=1

S(Xm) (3.28)

κ(Y =

n∑
m=1

Xm) =
1

n2
×

n∑
m=1

C4(Xm)

(C2(Xm))2
=

1

n2
×

n∑
m=1

κ(Xm) (3.29)

The equ. 3.28 and 3.29 show that the skewness and kurtosis of the sum are

smaller, as they approach a Gaussian distribution in accordance with the central

limit theorem. On the other hand, for moment-generating function g(t) (moment

about zero), we have:

gY (t) = gX1(a1t)gX2(a2t)...gXn(ant) (3.30)

, where the Y =
n∑

m=1

amXm are the sum of independent random variables (not

necessarily identically distributed) and am are constants. For random variable
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Z = X1 −X2, where X1, X2 are two independent random variables, we get:

gZ(t) = gX1(t)gX2(−t) (3.31)

It means that if we know the moment-generating function for X1, X2, the mo-

ment of the distribution for a random variable X1−X2 can be calculated through

the moment-generating function from equ. 3.30, even without knowing the un-

derlying distribution of the X1 −X2.

3.2 Applications in Heavy Ion Collision

Experimentally, we measure particle multiplicities event-by-event wise. In

the following, we use N to represent the particle number in one event. The

average value over the whole event ensemble is denoted by < N >, where the

single angle brackets are used to indicate ensemble average of a event-by-event

distributions.

The deviation of N from its mean value is defined by

δN = N− < N > (3.32)

Then, we can define the various order cumulants of event-by-event distributions

of a variable N .

C1,N = < N > (3.33)

C2,N = < (δN)2 > (3.34)

C3,N = < (δN)3 > (3.35)

C4,N = < (δN)4 > −3 < (δN)2 >2 (3.36)

Once we have the definition of cumulants, various moments can be denoted

58



Chapter 3 Moments Methodology in Heavy Ion Collision

as:

M = C1,N , σ
2 = C2,N , S =

C3,N

(C2,N)3/2
, κ =

C4,N

(C2,N)2
(3.37)

, where M is the mean value.

And also, the moments product κσ2 and Sσ can be expressed in terms of

cumulant ratios.

κσ2 =
C4,N

C2,N
, Sσ =

C3,N

C2,N
(3.38)

With above definition of various moments, we can calculate various moments

and moment products with the measured event-by-event particle number fluctu-

ations in a certain pT and rapidity range for each centrality. Higher moments of

conserved quantities, such as net-baryon, net-charge and net-strangeness num-

ber are predicted to be sensitive to the correlation length developed in heavy ion

collisions and are directly linked to the thermodynamic susceptibilities computed

in Lattice QCD [57] and in the Hadron Resonance Gas (HRG) [58] model. As

the net-proton fluctuations can also reflect the net-baryon and net-charge fluc-

tuations in heavy ion collision [59], higher moments of net-proton distributions

can be used to search for the QCD critical point.

The window in rapidity should be at least about one unit wide, in order for

the results to apply without significant acceptance corrections. Furthermore, the

longitudinal expansion of the matter produced in the collision reduces correla-

tions among particles separated by much more than one unit in rapidity, making

larger windows unnecessary.
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3.2.1 Connection to the Thermodynamic Susceptibility in the Lattice

QCD and HRG Model

Higher moments of conserved quantities distributions are directly connected

to the thermodynamic susceptibilities, such as net-baryon, net-charge and net-

strangeness number susceptibilities calculated in Lattice QCD [57, 91] and Hadron

Resonance Gas (HRG) model [58]. P/T 4 is the dimensionless pressure, which is

expressed by the logarithm of the QCD partition function:

P

T 4
=

1

V T 3
ln [Z(V, T,μB,μS, μQ)] (3.39)

Then, the susceptibilities of those conserved quantities in Lattice and HRG model

can be calculated by the derivation of the dimensionless pressure [91]:

χ(n)
q (T, μB, μS, μQ) =

∂n(P/T 4)

∂(μq/T )n

∣∣∣∣
T

(3.40)

, where the μq/T (q = B, S,Q) is the normalized chemical potential and the

χ
(n)
q (T, μB, μS, μQ) are the nth order susceptibilities for net-baryon (B), net-

strangeness (S) and net-charge (Q) number. In principle, those susceptibilities

are Taylor coefficients in the expansion of P/T 4 with respected to μq/T at fixed

T .

The Lattice QCD results [91] are obtained from (2+1) flavor calculations with

dynamical light and strange quark degrees of freedom and an improved staggered

fermion action (p4 action) that strongly reduces lattice cutoff effects in bulk

thermodynamics at high temperature. The value of the strange and light quark

masses are mostly physical. The strange quark mass (ms) is fixed to physical

value while the light up and down quark masses are treated as degenerate and

equal to ms/10.

In the grand canonical ensemble framework, the n-th order cumulant of net-
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baryon (B), net-strangeness (S) and net-charge number (Q) distributions are

connected to the corresponding susceptibilities by:

Cn,q = V T 3χ(n)
q (T, μB) (3.41)

, where the V denotes the volume of the system, q = B, S,Q. As it is very

difficult to determine the volume, experimentally, we use the ratios:

(Sσ)q =
C3,q

C2,q
=
χ

(3)
q

χ
(2)
q

(3.42)

(κσ2)q =
C4,q

C2,q
=
χ

(4)
q

χ
(2)
q

(3.43)

(
κσ

S
)q =

C4,q

C3,q

=
χ

(4)
q

χ
(3)
q

(3.44)

to make a direct comparison between experimental data and theory. The left

hand sides are the measured moment products for net-baryon, net-strangeness

and net-charge number distributions and the right hand sides are the correspond-

ing theoretical susceptibility ratios.
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Figure 3.3: Quadratic and quartic fluctuations of net-baryon, net-strangeness
and net-charge number at μB = 0. The figures are taken from [91].

Quadratic (χ4) and quartic (χ2) susceptibilities of net-baryon (B), net-strangeness(S)

and net-charge (Q) number evaluated at zero baryon chemical potential μB = 0
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are shown in Fig. 3.3. It can be found that, in all cases quadratic fluctuations

rise rapidly in the transition region where the quartic fluctuations show a max-

imum. This maximum is most pronounced for the baryon number fluctuations

but is still visible also in fluctuations of the strangeness number. We note that

results obtained on lattices with temporal extent Nτ = 6 are in good agreement

with those obtained on the coarser Nτ = 4 lattice. For the value of quark masses

used here, the transition temperature Tc at μB = 0 is about 200 MeV. For tem-

perature above 1.5Tc, we may find that in Fig. 3.3, the quadratic and quartic

fluctuations of baryon, strangeness and charge number can be described by an

ideal, massless quark gas, for which the pressure is given by:

P SB

T 4
=

∑
f=u,d,s

[
7π2

60
+

1

2
(
μf

T
)2 +

1

4π2
(
μf

T
)4] (3.45)

, which is so called Stefan-Boltzmann (SB) limit.

Particle abundance in heavy ion collisions at chemical freeze-out, when the

inelastic interactions between particles cease, can be well described by HRG

model for large range of energies with energy dependent input thermodynamic

parameter temperature (T ) and baryon chemical potential (μB) [43, 44]. By

fitting with the experimental data, we can parameterize the chemical freeze-out

curve T (μB) in the T − μB plane and μB as [58]:

T (μB) = a− bμ2
B − cμ4

B (3.46)

μB(
√
sNN) =

d

1 + e
√
sNN

(3.47)

, where a = (0.166 ± 0.002) GeV, b = (0.139 ± 0.016) GeV, c = (0.053 ± 0.021)

GeV−1, d = (1.308 ± 0.028) GeV−3 and e = (0.273 ± 0.008) GeV−1. This

parameterization agrees with the phenomenological freeze-out condition of fixed

energy per particle of about 1 GeV (E/A = 1 GeV). By requiring strangeness
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Figure 3.4: The energy dependence of the baryon, strangeness and charge
chemical potential at the chemical freeze-out (left part) and the corresponding
number density in the right part of the figure. The figures are taken from [58].

neutrality and isospin asymmetry in the inial state of Au+Au collisions, we can

calculate the strange and electric-charge chemical potential from the HRG model.

Fig. 3.4 shows baryon, strangeness and charge chemical potential (left part) and

the baryon, strangeness and charge number density (right part) along with the

chemical freeze-out curve. Based on the HRG model, we can also evaluate the

μS/μB ratio chemical freeze-out curve:

μS

μB
≈ 0.164 + 0.018

√
sNN (3.48)

, which shows a weak energy dependence.

In the HRG model [58], the particles are treated as a non-interacting hadron-

resonance gas in thermal equilibrium, for which the equation of state is simple.

The pressure can be obtained analytically within the grand canonical ensemble

framework as:

P

T 4
=

1

π2

∑
i
gi(mi/T )2K2(mi/T )

× cosh[(BiμB + SiμS +QiμQ)/T ] (3.49)
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,where the Bi, Si, Qi, mi are baryon, strangeness, charge quantum number and

mass, the μB, μS, μQ denote the baryon, strange and charge chemical potential for

the system, the K2 are modified bessel functions and gi is spin-isospin degeneracy

for each particle. The contribution of anti-particle is explicitly included in the

equ. (3.49) and the summation index ith is for all stable hadrons and resonance.

The HRG model used here includes all mesons and baryons mass from particle

data book with mass mi ≤ 2.5GeV. From equ. 3.42 to 3.49, we obtain:

(Sσ)q =
χ

(3)
q

χ
(2)
q

=

∑
i F (mi,T ) × q3

i × sinh[(�q ∗ �μq)/T ]∑
i F (mi,T ) × q2

i × cosh[(�q ∗ �μq)/T ]
(3.50)

(κσ2)q =
χ

(4)
q

χ
(2)
q

=

∑
i F (mi,T ) × q4

i × cosh[(�q ∗ �μq)/T ]∑
i F (mi,T ) × q2

i × cosh[(�q ∗ �μq)/T ]
(3.51)

(
κσ

S
)q =

χ
(4)
q

χ
(3)
q

=

∑
i F (mi,T ) × q4

i × cosh[(�q ∗ �μq)/T ]∑
i F (mi,T ) × q3

i × sinh[(�q ∗ �μq)/T ]
(3.52)

, where qi = Bi, Si, Qi, the quantum number for stable hadrons and resonances,

�q = (Bi, Si, Qi), the vector of the three quantum number, �μq= (μB,μS,μQ), the

chemical potential vector of the system and F (mi, T ) = gi(mi/T )2K2(mi/T )
π2 .

As there is a factor qi = Bi, Si, Qi in each term of the right hand side of the

equ.3.50 to 3.52, the fluctuations of the conserved quantities, such as net-baryon,

net-strangeness and net-charge, are only contributed from the particles carrying

corresponding quantum number (Bi, Si, Qi).

To simplified the results in equ. 3.50 to 3.52, let us discuss the net-baryon,

net-strangeness and net-charge number fluctuations one by one [58].

1. Baryon number fluctuations: In the HRG model, only baryons with baryon
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number B=1 contribute to the baryon number fluctuations, we have:

(Sσ)B =
χ

(3)
B

χ
(2)
B

=

∑
i∈baryons F (mi,T ) × sinh[(μB + SiμS +QiμQ)/T ]∑
i∈baryons F (mi,T ) × cosh[(μB + SiμS +QiμQ)/T ]

(3.53)

(κσ2)B =
χ

(4)
B

χ
(2)
B

= 1 (3.54)

(
κσ

S
)B =

χ
(4)
B

χ
(3)
B

=
χ

(4)
B

χ
(2)
B

× χ
(2)
B

χ
(3)
B

=
(κσ2)B

(Sσ)B
=

1

(Sσ)B
(3.55)

(
σ2

M
)B =

χ
(2)
B

χ
(1)
B

=
χ

(4)
B

χ
(3)
B

= (
κσ

S
)B =

1

(Sσ)B
(3.56)

For μQ � μS � μB, then:

(Sσ)B = tanh(
μB

T
) (3.57)

Theoretical calculations have demonstrated that the net-proton fluctuations in

heavy ion collision can reflect the net-baryon fluctuations.
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Figure 3.5: The ratio of quadratic fluctuations and mean net-baryon
number((σ2/M)B),cubic to quadratic ((Sσ)B )and quartic to quadratic

((κσ2)B) baryon number fluctuations calculated in the HRG model on the
freeze-out curve and compared to results obtained by the STAR collaboration.

The dashed curves show the approximate results for (κσ2)B = 1 and
(Sσ)B = tanh(μB/T ) , respectively. The figure is taken from [58].

Fig. 3.5 shows a comparison of the energy dependence of quadratic fluctua-
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tions (σ2) normalized to the net-baryon number (MB), moment products (Sσ)B

and (κσ2)B obtained in HRG model at chemical freeze-out with the STAR data.

In Fig. 3.5, the κσ2 of net-proton distributions from STAR data are averaged

within all collision centralities. The HRG model provides a good description

of properties of different moment products of net-proton number fluctuations

measured at RHIC energies.

2. Strangeness number fluctuations: Particles carry strange quantum num-

ber, such as strange meson and strange baryon, can contribute to the strange

number fluctuations. Thus, we have:

(Sσ)S =

∑
baryon

q3
sF (mi, T ) sinh(μB

T
+ qs

μS

T
) +

∑
meason

q3
sF (mi, T ) sinh(qs

μS

T
)∑

baryon

q2
sF (mi, T ) cosh(μB

T
+ qs

μS

T
) +

∑
meason

q2
sF (mi, T ) cosh(qs

μS

T
)

(3.58)

(κσ2)S =

∑
baryon

q4
sF (mi, T ) cosh(μB

T
+ qs

μS

T
) +

∑
meason

q4
sF (mi, T ) cosh(qs

μS

T
)∑

baryon

q2
sF (mi, T ) cosh(μB

T
+ qs

μS

T
) +

∑
meason

q2
sF (mi, T ) cosh(qs

μS

T
)

(3.59)

(
κσ

S
)S =

∑
baryon

q4
sF (mi, T ) cosh(μB

T
+ qs

μS

T
) +

∑
meason

q4
sF (mi, T ) cosh(qs

μS

T
)∑

baryon

q3
sF (mi, T ) sinh(μB

T
+ qs

μS

T
) +

∑
meason

q3
sF (mi, T ) sinh(qs

μS

T
)

(3.60)

(
σ2

M
)S =

∑
baryon

q2
sF (mi, T ) cosh(μB

T
+ qs

μS

T
) +

∑
meason

q2
sF (mi, T ) cosh(qs

μS

T
)∑

baryon

qsF (mi, T ) sinh(μB

T
+ qs

μS

T
) +

∑
meason

qsF (mi, T ) sinh(qs
μS

T
)

(3.61)

, where the qs denote the strange quantum number of particles.

3. Electric-charge fluctuations: Particles carry electric-charge including mesons

and baryons can contribute to the electric-charge fluctuations. We consider par-
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Figure 3.6: The ratios of moment products of strangeness and charge
fluctuations along the chemical freeze-out curve, where the chemical potential
and the temperature are parameterized as a function of colliding energy. The

figures are taken from [58].

ticles with electric charge Q = 1 and Q = 2:

(Sσ)Q =

∑
Q=1 F (mi,T ) sinh[�q∗�μq

T
] + 23

∑
Q=2 F (mi,T ) sinh[(�q∗�μq

T
]∑

Q=1 F (mi,T ) cosh[�q∗�μq

T
] + 22

∑
Q=2 F (mi,T ) cosh[�q∗�μq

T
]
(3.62)

(κσ2)Q =

∑
Q=1 F (mi,T ) cosh[�q∗�μq

T
] + 24

∑
Q=2 F (mi,T ) cosh[(�q∗�μq

T
]∑

Q=1 F (mi,T ) cosh[�q∗�μq

T
] + 22

∑
Q=2 F (mi,T ) cosh[�q∗�μq

T
]
(3.63)

(
κσ

S
)Q =

∑
Q=1 F (mi,T ) cosh[�q∗�μq

T
] + 24

∑
Q=2 F (mi,T ) cosh[(�q∗�μq

T
]∑

Q=1 F (mi,T ) sinh[�q∗�μq

T
] + 23

∑
Q=2 F (mi,T ) sinh[�q∗�μq

T
]
(3.64)

(
σ2

M
)Q =

∑
Q=1 F (mi,T ) cosh[�q∗�μq

T
] + 22

∑
Q=2 F (mi,T ) cosh[(�q∗�μq

T
]∑

Q=1 F (mi,T ) sinh[�q∗�μq

T
] + 2

∑
Q=2 F (mi,T ) sinh[�q∗�μq

T
]

(3.65)

Fig. 3.6 shows the susceptibility ratios of the strangeness and charge number

as a function of energy along the freeze-out curve. Multi-charged (Q ≥ 2) and

multi-strange (S ≥ 2) particles get a larger weight in higher moments resulting

in a significant deviation of the (κσ2)Q and (κσ2)S from unity. The (Sσ)Q and

(Sσ)S are not simply related to the tanh(μQ/T ) and tanh(μS/T ) like the baryon

number fluctuations.

At low temperatures, hadrons are the relevant degrees of freedom and the

HRG model has been shown to be a good description of thermal conditions

67



Chapter 3 Moments Methodology in Heavy Ion Collision

0.0

0.5

1.0

1.5

2.0

 100  150  200  250  300  350

T [MeV] SB

HRG

χ4
B/χ2

B

Nτ=4
6

0.0

0.5

1.0

1.5

2.0

2.5

3.0

 100  150  200  250  300  350

T [MeV] 

SB

HRG

χ4
S/χ2

S

Nτ=4
6

0.0

0.5

1.0

1.5

2.0

 100  150  200  250  300  350

T [MeV] 
SB

HRG

χ4
Q/χ2

Q

Nτ=4
6

Figure 3.7: The ratio of fourth and second order cumulants of baryon number
(top), strangeness (bottom left) and electric charge (bottom right) fluctuations.
In the latter case the curves are for a HRG model calculated with physical pion

masses (upper curve), pions of mass 220 MeV (middle) and infinitely heavy
pions (lower curve). The figures are taken from [57].

at chemical-freeze out [57, 92, 93, 94]. On the other hand, the fluctuations

of the thermal system have been successfully described by HRG model and in

good agreement with Lattice QCD calculations below the transition temperature.

The HRG calculations break down in the vicinity of the transition temperature.

In Fig. 3.7, we compare the forth order to second order susceptibility ratios

for baryon, strangeness and charge number as a function of temperature from

Lattice QCD computed at μB = 0 with HRG model calculations. Those ratios

are expected to be less sensitive to the detail of the hadron mass spectrum

and emphasize the charges of relevant degrees of freedom contributing to the

fluctuations. Based on equ. (3.54) from HRG model calculation, the χ4
B/χ

2
B
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is equal to unity and independent of the hadron mass spectrum. This can be

reproduced by lattice QCD results and the results are shown in Fig. 3.7 (top).

From equ. (3.59) and equ. (3.63), we know that it is more complicated in

the strange and charge sectors, in which multiply strange hadrons and charged

hadrons (Q, S ≥ 2) contribute to the HRG model calculations. This will lead to

deviations of the cumulant ratio χ4
S/χ

2
S and χ4

Q/χ
2
Q from unity.

The formulas (equ.(3.53) to (3.65)) provide connections between fluctuation

observables and thermodynamic quantities for a thermal equilibrium system. As

there has no QCD critical point physics in the HRG model, it also provides pure

thermal equilibrium fluctuations baseline to search for the QCD critical point

using higher moments of net-baryon, net-strangeness and net-charge fluctuations.

Deviations from the HRG predication may indicate non-equilibrium of the system

and/or new physics. The mutual agreements between Lattice QCD, HRG Model

and experimental data can provide us evidence of thermalization of the colliding

system.

3.2.2 QCD Based Model Calculation: Sensitivity to the Correlation

Length

Theoretical calculations demonstrate that due to the finite size effect, rapid

expansion and critical slowing down etc., the typical correlation length in heavy

ion collisions near the QCD Critical Point (CP) is about 1.5 ∼ 3fm [60], which is

a small finite value. The event-by-event observables are believed to be sensitive

to the correlations and fluctuations. In fact, many event-by-event experimental

observables have been applied to search for the CP and phase transitions, such

as average pT fluctuation [95], K/π ratio fluctuation [96] etc.. Unfortunately, no

evidence of CP signatures have been discovered yet. It motivates us to find more

sensitive experimental observables. Generally, the variance (σ2 =< (δN)2 >)

of distributions of conserved quantities, such as net-baryon, net-charge and net-
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strangeness are related to ξ as σ2 ∼ ξ2, where δN = N −M , N is the particle

multiplicity in one event and M is the averaged particle multiplicity of the event

sample.

Recently, QCD based model calculations show that higher moments of par-

ticle multiplicity distributions are proportional to the higher power of the corre-

lation length [61, 62], such as third order cumulant < (δN)3 >∼ ξ4.5 and fourth

order cumulant < (δN)4 > −3 < (δN)2 >2∼ ξ7 ). Due to the higher sensitivity

to the CP related correlation and fluctuations than variance, higher moments

(skewness ( S =< (δN)3 > /σ3) and kurtosis (κ =< (δN)4 > /σ4 − 3)) of

multiplicity distributions are chosen to search for the CP [56].

In statistics, skewness and kurtosis are widely used to characterize the prop-

erties of probability distributions. Skewness is used to describe the asymmetry

property of distributions, while kurtosis describes their peakness. Sign changing

of skewness as a function of colliding energy may indicate a crossing of phase

boundary [27]. In addition, for normal distributions, both of the skewness and

kurtosis are equal to zero, thus they are ideal probe of non-Gaussian fluctua-

tions.

3.3 Baseline Study

It is important for us to understand the baseline and background effects before

we search for new physics. To search for the QCD critical point, two important

baseline effects for the higher moments analysis are the non-QCP physics and

the detector efficiency. In the following sub-sections, we will discuss about the

two baseline effects.
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3.3.1 Detector Efficiency Effect

Experimentally, particles are measured with a certain detection efficiency

which is mainly due to the reconstruction efficiency, detector acceptance and

intrinsic response efficiency. The total efficiency shows transverse momentum,

centrality and particle species dependence. On the other hand, it is hard to

correct the efficiency for event-by-event measurements, such as proton and an-

tiproton number in our case. That’s why we should know the efficiency effects

to build up baseline for our higher moments analysis.

In principle, the particle detection can be seen as a binomial process. If the

detector efficiency is ε and the total input single particle multiplicities is N ,

then, the detected number of particles k is distributed according to a binomial

distribution:

B(k;N, ε) =
N !

k!(N − k)!
εk(1 − ε)N−k (3.66)

Here we consider the net-proton number (Np−p̄ = Np − Np̄) distributions. If

the intrinsic distributions of the number of protons and anti-protons are P (Np)

and P (Np̄), respectively, we can get the finally detected net-proton distributions

T (k) as

T (k) =
∑

Np,Np,n,

B(n+ k;Np, εp)B(n;Np, εp)P (Np)P (Np)

(n + k > 0, n > 0) (3.67)

, where the εp and εp̄ are the proton and antiproton detection efficiency, respec-

tively. For simplification, we assume that the detection efficiency of protons and

anti-protons is equal, εp = εp̄ = ε, which is a reasonable approximation in our

analysis. Consequently, we can build up the relation between the various cumu-
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lants of detected net-proton distribution and intrinsic net-proton distributions.

C1,k = ε < Np −Np > (3.68)

C2,k = ε2C2,N + ε(1 − ε) < Np +Np > (3.69)

C3,k = ε3C3,N + 3ε2(1 − ε)(C2,Np − C2,Np
)

+ (1 − 2ε)(1 − ε)ε < Np −Np > (3.70)

C4,k = ε4C4,N + 6ε3(1 − ε)(C3,Np + C3,Np
)

+ 4ε2(1 − 2ε)(1 − ε)C2,N + 3ε2(1 − ε)2C2,Np+Np

+ [1 − 6ε(1 − ε)]ε(1 − ε) < (Np +Np) > (3.71)

We may find that the efficiency effects are complicated for higher moments

and it is hard to estimate the effect. But we can consider a special case that

the primary proton and antiproton are distributed as independent poisson dis-

tributions, which have been widely seen in the particle and nuclear physics for

particle distributions. Then, the equ.(35)-(38) can be simplified as:

C1,k = C3,k = ε < Np −Np > (3.72)

C2,k = C4,k = ε < Np +Np > (3.73)

and we have:

Mk = C1,k = εMN (3.74)

σ2
k = C2,k = εσ2

N (3.75)

Sk =
C3,k

(C2,k)3/2
=
SN√
ε

(3.76)

κk =
C4,k

(C2,k)2
=
κN

ε
(3.77)

72



Chapter 3 Moments Methodology in Heavy Ion Collision

The moment products Sσ and κσ2 can be written as:

Skσk =
SN√
ε
×√

εσN = SNσN (3.78)

κkσ
2
k =

κN

ε
× εσ2

N = κNσ
2
N (3.79)

It can be seen that for independent poissonian distributed proton and an-

tiproton multiplicities, the efficiency effect on the various moments are simple

and shown by equ. (41)-(44). It is also important for us that the efficiency

effects cancel in the moment products Sσ and κσ2 as shown in equ. (45)-(46),

which means the two moment products of poissonian distributed quantities are

not distorted by the efficiency.

As it is difficult to estimate the efficiency effects for arbitrary input distri-

bution, we have studied the effects of the detector efficiency by comparing the

various moments of net-proton distribution generated from the HIJING hadronic

transport model and the moments of the reconstructed net-proton distributions

after passing the same event through a realistic GEANT detector simulation .

The difference between the two cases for the σ, S and κ are about an order of

magnitude smaller than their absolute values. Typical difference values for cen-

tral Au+Au 200 GeV collisions are -0.37�0.05, 0.02�0.05 and -0.06�0.12 for

σ, S and κ, respectively. These results indicate that the effects on the shape of

the distributions are small [56].

3.3.2 Expectations from Poisson Statistics

Many background effects result in statistical fluctuations, which obey the

Poission statistics. If we assume our true signals are not correlated with those

statistical backgrounds, then the Poisson value of our observables can serve as a

baseline. In statistics, the probability distribution of Poisson can be expressed
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as :

P (X = k) =
e−λλk

k!
(3.80)

, where the k is the random variable and λ is the parameter of the Poisson distri-

bution. The various moments (M,σ, S, κ) as well as moment products (κσ2,Sσ)

of single Poisson distribution are simple :

M = λ (3.81)

σ =
√
λ (3.82)

S =
1√
λ

(3.83)

κ =
1

λ
(3.84)

κσ2 = Sσ = 1 (3.85)

Hence, for particle multiplicities, its Poisson value of its various moments are

simple. In our case, we are dealing with the difference of two independent Poisson

distributions, such as net-proton, net-charge. The difference of two independent

Poisson distributions distributed as the so called ”Skellam” distributions. Its

probability density formula is :

f(k;μ1, μ2) = e−(μ1+μ2)(
μ1

μ2

)k/2I|k|(2
√
μ1μ2) (3.86)

, where the μ1 and μ2 are the mean value of two Poisson distributions, respec-

tively, the Ik(z) is the modified bessel function of the first kind. Then, we can

calculate various moments (M,σ, S, κ) and moment products (κσ2,Sσ) products
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of the Skellam distribution. The results are shown below:

M = μ1 − μ2 (3.87)

σ =
√
μ1 + μ2 (3.88)

S =
μ1 − μ2

(μ1 + μ2)3/2
(3.89)

κ =
1

μ1 + μ2

(3.90)

Sσ =
μ1 − μ2

μ1 + μ2
(3.91)

κσ2 = 1 (3.92)

We may find that the κσ2 are always unity for both Poisson and Skellam

distributions while the Sσ is changed from unity in Poisson to the quantity

to describe the asymmetry between μ1 and μ2 in Skellam distribution. In our

case, if we say the net-proton obeys the Poisson statistics, then the protons

and anti-protons should be distributed as independent Poisson distributions and

the net-proton obeys the Skellam distribution. In grand canonical ensemble

calculation of the thermal model, such as the HRG model we used, the resulted

particle multiplicity is an independent Poisson distribution, thus our results are

consistent with Poisson statistics or with an thermal model.

3.3.3 Model Calculations

To investigate the non-CP physics background contribution to our various

moments and moments products, such as resonance decay, jet-production, co-

alescence mechanism of particle production, thermal particle production and

hadronic rescattering, we have calculated moment products Sσ and κσ2 by us-

ing various models, such as UrQMD [97] (ver.2.3), AMPT default (ver.1.11),

AMPT String Melting [98] (σpp = 10mb) (ver.2.11), Therminator [99] (ver.1.0)

and HIJING [100] (ver.1.35). All models were running under default versions
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Figure 3.8: Centrality dependence of various moments of net-proton
distributions for Au+Au collisions at
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sNN = 200 GeV from various models.
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and using the same kinematic coverage as for data.

Fig. 3.8 shows the centrality dependence of various moments of net-proton

distributions for Au+Au 200 GeV from model calculations. The mean value

and standard deviation increase monotonically with increasing centrality, while

the skewness and kurtosis decrease monotonically. The dashed lines shown in

the figure are the Central Limit Theorem (CLT) expectations by assuming a

superposition of independent sources. The details of CLT expectations will be

discussed in the next chapter.
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Figure 3.10: Energy dependence of Sσ and κσ2 of net-proton distributions
for various models. The red dash lines are predictions from HRG model.

Fig. 3.9 shows Sσ and κσ2 of net-proton distributions for Au+Au collisions

at
√
sNN = 7.7 GeV (left two panels) and at

√
sNN = 200 GeV (right two panels)

with various model calculations as a function ofNpart, the number of participants.

For Au+Au 7.7 GeV, the Sσ of net-proton distributions shows a small decreasing

trend, while the κσ2 are almost no centrality dependence and around unity. For

Au+Au 200 GeV, the Sσ and κσ2 show no centrality dependence.
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In Fig. 3.10, we show the energy dependence for Sσ and κσ2 of most central

(0 − 5%) net-proton distributions from various model calculations. The Sσ and

κσ2 calculated from Hijing, AMPT default and UrQMD transport model fail to

be described by HRG model simultaneously. The results from AMPT String

Melting and Therminator can be described by HRG model at the high energy. A

non-monotonic variation as a function of collision energy for Sσ and κσ2 would

indicate new physics, such as critical fluctuations.
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CHAPTER 4

Analysis Method

In this chapter, we introduce you the methods to perform the higher moments

analysis of the experimental data. First, we will discuss the centrality determi-

nation as well as the particle identification with TPC and TOF detector in the

STAR experiment. Then, the so called Centrality Bin Width Effect (CBWE) in

the higher moment analysis is studied and also several methods are developed to

eliminate this effect. Finally, we deduce the formula for number of participant

(Npart) dependence of the higher moments derived from Central Limit Theorem

(CLT), in which we assume the colliding system consist of many identical inde-

pendent emission sources. This can provide us the baseline to understand the

centrality dependence of the various higher order moments.

4.1 Data Sets

The data presented in this section were measured by the STAR detector

at Brookhaven National Laboratory (BNL). Those are Au+Au collisions at
√
sNN = 7.7, 11.5, 19.6, 39, 62.4,

130 and 200 GeV, Cu+Cu collisions at
√
sNN = 22.4, 62.4, 200 GeV, d+Au at

√
sNN = 200 GeV and p+p collisions at

√
sNN = 62.4, 200 GeV. Basic infor-

mation for data sets used in the analysis, such as colliding system and energy,

production name, the calendar time in physics, the run and year for data taking,

are shown in the table 4.1.
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Table 4.1: Cu+Cu, d+Au and p+p data sets information

System Energy (GeV) Weeks for Physics Run Year Production

p+p 62.4 2 Run 6 2006 P06ie
200 10 Run 9 2009 P10ic

d+Au 200 10 Run 3 2003 P04if
22.4 5 Shifts Run 5 2005 P05if

Cu+Cu 62.4 2 Run 5 2005 P05id
200 8 Run 5 2005 P06ib
7.7 5 Run 10 2010 P10ih
11.5 1.5 Run 10 2010 P10ih
19.6 2 Shifts Run 2 2001 P02ge

Au+Au 39 2 Run 10 2010 P10ih
62.4 9 days Run 4 2004 P04id||P04ie
130 5 Run 1 2000 P00hi
200 12 Run 4 2004 P05ic
200 11 Run 10 2010 P10ij||P10ik

4.1.1 Event Selection

In our analysis, we select minimum bias trigger events with a z-coordinate (Vz)

of primary vertex within ±30cm for most of the colliding systems, from the center

of the TPC along the beam line. This ensures uniformity of detector efficiency

and ideal detector coverage. To obtain enough statistics for Au+Au collision at

7.7, 11.5 GeV and 130 GeV, we use loose primary vertex cut |Vz| ≤ 70cm to

select minimum bias trigger events for those three energies. It is known that the

inefficiency effect for primary vertex z-coordinate within ±70cm is small for those

three energies. To remove background events, such as beam-beam pipe events,

transverse x-y coordinate (Vx, Vy) cuts are also applied for some of the colliding

systems, especially for the low energy collision, such as Au+Au collision at 7.7

and 11.5, 19.6, 39 GeV. The detail of the minimum bias trigger setup name and

trigger id selection of the data set are listed in the table 4.2.

The parameters for the vertex cuts and the number of events for the Au+Au,

Cu+Cu, d+Au and p+p collisions are listed in table 4.3.
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Table 4.2: Au+Au, Cu+Cu, d+Au and p+p data trigger selection

System Energy (GeV) TriggerSetupName TriggerId

p+p 62.4 ppProduction62||ppProductionMB62 147001
200 pp2pp Production2009 7||250107

d+Au 200 dAuMinBias 2001||2003
22.4 cu22ProductionMinBias 86011

Cu+Cu 62.4 cu62ProductionMinBias 76007||76001
200 cuProductionMinBias 66007
7.7 AuAu7 production 290001||290004
11.5 AuAu11 production 310014
19.6 minbiasZDC 4608||4609
39 AuAu39 production 280001

Au+Au 62.4 Production62GeV
35001||35004
||35007||35009

130 minbias 1||3
200 ProductionMinBias 15007

200 AuAu200 production
260001||260011
||260021||260031

Table 4.3: Vertex cuts and number of events used in the analysis for Au+Au,

Cu+Cu, d+Au and p+p collisions.
−→
Vr = (Vx, Vy) and

−→
V0 = (−0.246, 0.378)

System Energy (GeV) Vz Cut (cm) Vr Cut (cm) Events (M)

p+p 62.4 |Vz| < 30 N/A 1.3
200 |Vz| < 30 N/A 6.7

d+Au 200 |Vz| < 30 N/A 2.3

22.4 |Vz| < 30 |−→Vr| < 1 0.67
Cu+Cu 62.4 |Vz| < 30 N/A 14.7

200 |Vz| < 30 N/A 3.7

7.7 |Vz| < 70 |−→Vr| < 2 5

11.5 |Vz| < 70 |−→Vr| < 2 16.4

19.6 |Vz| < 30 |−→Vr −−→
V0| < 2 0.043

Au+Au 39 |Vz| < 30 |−→Vr| < 2 10
62.4 |Vz| < 30 N/A 5.5
130 |Vz| < 70 N/A 0.36
200 |Vz| < 30 N/A 9

200
|Vz| < 30&&

|Vz − V pdVz| < 3
N/A 21
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4.1.2 BES Data Taking at STAR in the Year 2010

One of the main goals of the RHIC Beam Energy Scan (BES) program is to

search for the QCD critical point and the phase boundary in the QCD phase

diagram [19]. This will allow us to understand the phase structure of hot, dense

matter created in the high energy heavy ion collisions. In the year 2010 (Run 10),

RHIC has tuned the colliding energy from
√
s

NN
=200 GeV down to

√
s

NN
=7.7

GeV and the corresponding μB coverage is about 20 − 410 MeV. The actual

time of data taking for the BES data is shown in the table 4.1. Table 4.4 shows

the number of minimum bias and/or central events collected in Run 10 for each

energy. For 7.7 GeV, the cuts |Vz| < 70cm and |−→Vr| < 2cm are marked as so

called ”good events”.

Table 4.4: Run 10 Au+Au BES data taken in year 2010.

System
√
sNN(GeV) Minbias (M) Central (M) Start and End Date

200 355 265 Dec. 28 to Mar. 18
62.4 140 33 Mar. 18 to Apr. 08

Au+Au 39 250 N/A Apr. 08 to Apr. 22
11.5 20 N/A Apr. 22 to May 27
7.7 5 N/A May 27 to Jun 07

Data taking for Au+Au collision at 39, 62.4 and 200 GeV in Run 10 went

fairly smooth and we have taken more events than we expected, which was not

the case for Au+Au 7.7 GeV collisions. In the early days of 7.7 GeV data taking,

we got very few good events at rate of 1Hz and lots of background events, such

as beam-beam pipe events and beam-support structure events. We have never

before met such a situation, where we had to work very hard for very few events.

As shown in Fig. 4.1 and 4.2, we can see the good event rate and percentage

of the good events for Au+Au 7.7 GeV data taken as a function of beam fill

number monitored by the STAR High Level Trigger (HLT). The good event rate

increased from 1Hz to 6Hz and the percentage of good events increased from 5%
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Figure 4.1: Good event rate for Au+Au 7.7 GeV data taken as a function of
beam fill number monitoring by STAR High Level Trigger (HLT).

Figure 4.2: Percentage of good event for Au+Au 7.7 data taken as a function
of beam fill number monitoring by STAR High Level Trigger (HLT).

83



Chapter 4 Analysis Method

z [cm]
-500 0 500

y 
[c

m
]

-20

-10

0

10

20

10

1

10

su
pp

or
t (

0.
54

8 
m

)

A
l <

->
 B

e 
(0

.7
5 

m
)

Au+Au @ 7.7 AGeV

F
T

P
C

 (
1.

48
 m

)

fla
ng

e 
(4

.0
2 

m
)

(4
.4

0 
m

)

M
ai

n 
T

P
C

 (
2 

m
)

3.
81

 c
m

6.
35

 c
m

Figure 4.3: The Vertex X-Y and Y-Z 2D distribution for Au+Au collision at
7.7 GeV calculated from new vertex finder. The figures are taken from [101].

(from fill number 13177) to 17%. Fig. 4.3 shows the X−Y and Y −Z coordinate

2D plots of the primary vertex reconstructed with a new vertex finder algorithm

for the Au+Au 7.7 GeV data. In the X − Y plot of Fig. 4.3, the red solid circle

represents a circle with radius 2 cm and the events outside of the solid circle

are mainly from by background events. Those background events as shown in

Y − Z plot of Fig. 4.3 result from the interaction between beam and materials

distributed along z-direction, such as flange (∼ 4m far from TPC center), FTPC,

TPC support structure and beam pipe.

We had to completely change our running conditions, such as TPC always

on, run starting with injection of second beam, changing beam focus length β∗

from 10 m to 6 m, 10 minutes fill and 4 fill per hour, to reduce the background

events and increase the good event rate. Finally, we got a percentage of 17%

good events compared with the 2% of the initial data taking for 7.7 GeV. In the

top plot of Fig. 4.4, we show the day to day dependence of the number of good

events with the run condition for the corresponding periods. The bottom two

plots of Fig. 4.4 show the total number of events (left plot) and the percentage
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Figure 4.4: Day by day good events (top plot), total events (bottom left) and
percentage of good events (bottom right) evolution for Au+Au 7.7 GeV. The

figures are taken from [101]
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Figure 4.5: Integrated of good events evolution for Au+Au collision at 7.7
GeV (top), 11.5 GeV (bottom left) and integrated total number of events for

Au+Au collision at 39 GeV monitored by HLT.
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of good events (right plot) for 7.7 GeV. The shadow region in the bottom two

plots are corresponds to a period that with a different collision vertex position.

In top of Fig. 4.5 shows day by day dependence of the integrated number of

good events collected for 7.7 GeV (|Vz| < 70cm, |−→Vr| < 2cm) while the bottom

two plots show the good events (|Vz| < 30cm, |−→Vr| < 2cm) and total events for

11.5 (left plot) and 39 GeV (right plot), respectively. We notice that at early

days of 7.7 GeV, the number of good events is pretty small and increased in the

end after great efforts.

Figure 4.6: Event display for Au+Au collision at 7.7 GeV. The tracks with
blue end points are those matched to the TOF.

Although, we met many problems during Run 10 data taking, such as dead

TPC sectors, low event rate and high background at low energy, we still met or

exceeded our goals for each energy point at the end of the run after great efforts

from all of us. I am very glad to say that the Run 10 is a very successful run.

Finally, in Fig. 4.6, We show a beautiful event display of Au+Au collisions at

7.7 GeV as the end of this section.
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4.2 Centrality Determination

The centrality of nucleus-nucleus collisions is an important parameter in

heavy ion collision physics. It can be defined by several different parameters [102].

The most common one is the so called impact parameter b, defined as the distance

between the geometrical centers of the colliding nuclei in the plane transverse to

their direction. Other geometry variables include the number of nucleons that

participate, Npart and the number of binary collisions, Ncoll. The number of

participants is defined as the number of nucleons, which undergo at least one

inelastic nucleon-nucleon collision and the number of binary collisions is defined

as number of inelastic nucleon-nucleon collisions. With the above geometric in-

formation, we can compare centrality dependence (Npart, Ncoll) of observables

between different experiments. Unfortunately, those geometry observables can’t

be directly measured and must be deduced from a combination of experimen-

tally measured quantities and Monte-Carlo simulations. This usually is done by

a purely geometric model, the so called Glauber model [103, 104].

Figure 4.7: Illustration of a Glauber Monte Carlo event for Au+Au at√
sNN = 200 GeV with impact parameter b = 6 fm in the transverse plane (left

panel) and along the beam axis (right panel). The nucleons are drawn with a
radius

√
σNN

inel/π/2. Darker disks represent participating nucleons. The figures
are taken from [104].
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Figure 4.8: Average number of participants (〈Npart〉) and binary
nucleon-nucleon collisions (〈Ncoll〉) along with event-by-event fluctuation of
these quantities in the Glauber Monte Carlo calculation as a function of the

impact parameter b. The figures are taken from [104].

In the Glauber model, a nucleus-nucleus collision is treated as a sequences of

independent binary nucleon-nucleon collisions. Fig. 4.7 shows an illustration of a

Glauber Monte Carlo event for a single Au+Au collision with impact parameter

b = 6 fm. The average number of participants < Npart > and binary collisions

as a function of impact parameter b are shown in the Fig. 4.8 for Au+Au

and Cu+Cu collision at
√
s

NN
= 200 GeV. For a fixed impact parameter, the

fluctuations of the Npart and Ncoll are also shown in the Fig. 4.8.

Experimental observables, such as particle multiplicity, not only reflect the ge-

ometry of the collision, but also depend on physics processes. This indicates that

relation between measured observable and impact parameter is not one-to-one

correspond. There are fluctuations for the observable even with a fixed impact

parameter. One value of observable may correspond to many possible impact pa-

rameters. Experimentally, the centrality is usually expressed as a percentage of
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the total cross-section, such as 0−5% (most central), 30−50% (semi-peripheral),

which indicates the fraction of a data sample (corrected for inefficiency) relative

to all possible collision geometries (impact parameters).

Figure 4.9: An illustrated example of the correlation of the total inclusive
charged-particle multiplicity Nch with Glauber-calculated quantities(b, Npart).

The plotted distribution and various values are illustrative and not actual
measurements. The figure is taken from [104].

For illustrative purposes, Fig. 4.9 shows a typical centrality determination

plot with charged particle multiplicity. Once the total integral of the distribution

is known, centrality classes are defined by binning the distribution on the basis

of the fraction of the total integral, which is represented by the dashed lines

shown in Fig. 4.9. In an analogous way, we can calculate the charged particle

multiplicity and determine the centrality classes with Glauber model simulations,

in which the average geometrical parameters (Npart and Ncoll) for each centrality

bin can be also calculated.

In the STAR experiment, the efficiency-uncorrected charged particle multi-
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Figure 4.10: Comparison of refmult from 7.7 to 200 GeV at Run10. Note:
|Vz| < 70 cm for 7.7 GeV. The blue and red are refmult distributions from

Monte-Carlo simulation for 7.7 and 39 GeV, respectively.

plicity (dNch/dη), which is also called reference multiplicity (refmult) measured

by the Time Projection Champer (TPC) at mid-rapidity (|η| < 0.5) combined

with Glauber model simulations is used for centrality determination. Fig. 4.10

shows the comparison of refmult from 7.7 GeV to 200 GeV from Run 10. The

blue and red curves in Fig. 4.10 are calculated from Monte-Carlo simulations by

convoluting the negative binomial distribution with charged particle multiplicity

obtained by using a two component model [105]. The multiplicity from two the

component model can be expressed as:

dNch

dη
= μ× [(1 − x)Npart + xNcoll] (4.1)

, where μ fluctuates event-by-event according to negative binomial distribution

with mean value < μ > equal to multiplicity in p + p collision (< μ >= npp),

x is the fraction of the hard component, and the Npart and Ncoll are obtained

from Glauber model simulations. The npp and x are treated as free parameters

in the simulation and can be determined by fitting the measured dNch/dη with

the results from Monte-Carlo simulations.
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Table 4.5: Centrality information for Au+Au, Cu+Cu and d+Au collisions.

Centrality 0-5% 5-10% 10-20% 20-30% 30-40% 40-50% 50-60% 60-70% 70-80%
200 Refmul >441 >375 >266 >182 >118 >72 >41 >21 >10

Npart 350 301 236 168 116 76 48 27 14
39 Refmul >316 >265 >185 >125 >81 >50 >28 >15 >7

Npart 343 293 230 163 113 75 47 28 15
Run10 11.5 Refmul >221 >184 >127 >86 >56 >34 >19 >10 >5
Au+Au Npart 339 289 226 160 110 73 45 26 14

7.7 Refmul >185 >154 >106 >72 >46 >28 >16 >8 >4
Npart 338 289 227 161 111 73 45 26 14

Run 1 Centrality 0-6% 6-11% 11-18% 18-26% 26-34% 34-45% 45-58% 58-85% N/A
Au+Au 130 Refmul >416 >367 >285 >216 >162 >104 >56 >10 N/A

Npart 344 289 237 188 142 101 61 23 N/A
Run 2 Centrality 0-10% 10-30% 30-50% 50-70% 70-100%

Au+Au 19.6 Refmul >236 >116 >47 >13 >1
Npart 312 188 85 32 9

200 Refmul >519 >440 >318 >221 >149 >95 >56 >30 >13
Run 4 Npart 352 299 235 167 116 77 48 27 14

Au+Au 62.4 Refmul >372 >312 >221 >153 >101 >64 >37 >19 >8
Npart 347 293 229 162 112 74 46 26 13

22.4 Refmul >85 >71 >50 >34 >23 >15 >9 N/A N/A
Npart 102 91 73 53 38 26 17 N/A N/A

Run 5 Centrality 0-10% 10-20% 20-30% 30-40% 40-50% 50-60% N/A N/A
Cu+Cu 62.4 Refmul >100 >70 >48 >32 >21 >13 N/A N/A

Npart 96 72 52 36 25 16 N/A N/A
200 Refmul >138 >97 >66 >45 >29 >18 N/A N/A

Npart 99 75 54 38 26 17 N/A N/A
Run 3 Centrality 0-20% 20-40% 40-100%
d+Au 200 Refmul >16 >9 >0

Npart 16 11 5

Finally, we list the detail of centrality information for Au+Au, Cu+Cu and

d+Au collisions in the table 4.5.

4.3 Particle Identification

Stable particles, such as protons, pions and electrons, photons, can be iden-

tified by determining their mass or the way they interact, the two characteristic

properties of particles. Traditionally, the leptons and photons can be identified

by measuring their interaction patterns, which is different from hadrons. Fig.

4.11 shows a traditional particle physics experiment that the different detectors

stacked in layers embedding in a magnetic field and the particles go through

from inner layers to outer layers, which are tracking system, electromagnatic

(EM) calorimeter, hadron calorimeter and a muon system. Momentum and
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Figure 4.11: Illustration of particle identification by interaction pattern. The
figure is taken from [106].

charge sign of charged particles can be determined by measuring the curvature

and direction of the the tracks in the detector.

To identify hadrons and leptons unambiguously, their charge and mass have

to be determined by measuring momentum and velocity simultaneously. Usually,

the measured quantities, such ionization energy loss per unit track length ( dE/dx

) and total energy of particle are shown as a function of momentum, velocity

and/or mass. The formula of energy loss per unit track length ( dE/dx ) was

obtained by scattering theory [107]:

− dE

dx
= Z · 4πr2

emec
2NA

A
· z

2

β2
·
[
1

2
ln

(
2mec

2β2Tmax

I2

)
− β2 − δ(βγ)

2

]
(4.2)

, where Tmax is the maximum kinetic energy which can be imparted to a free

electron in a single collision between 10 and 100 KeV. Other variables are defined

in the Table 4.6. The 4πr2
emec

2NA/A = 0.307075 MeV · g−1 · cm2, with A = 1

g · mol−1. Fig. 4.12 shows the ionization energy loss of positive muons in copper
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Figure 4.12: Ionization Energy Loss of μ+ in copper. The figure is taken
from [107].

as a function of βγ = p/Mc. In the low energy region, the average energy loss

decreases as 1/β2 and reaches a broad minimum of ionization at βγ ∼ 4. Then,

the average energy loss begins to rise roughly proportional to log(βγ), which is so

called the relativistic rise. The rise is reduced at higher momenta by the density

effect correction δ(βγ).

In the STAR experiment, the TPC is the main tracking detector, in which the

momentum, trajectory and ionization energy loss ( dE/dx ) of charged particles

can be measured. In addition to momentum, the ionization energy loss measured

in the TPC can be used to identify those charged particles. Fig. 4.13 shows the

ionization energy loss for protons, kaons, pions, etc., as a function of particle

momenta, which are measured by STAR TPC and can be used to identify charged

particles. The energy resolution of the ionization energy loss measurement σE

is the standard deviation of the gaussian distribution for the truncated mean

values and is proportional to the energy deposit δE . The separation power for

two particles A and B with different mass but the same momentum can be
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Table 4.6: Definition of sympol in Bethe-Bloch formula

Quantities Definition Value or Unit

dE/dx Ionization energy loss per unity length MeV · g−1 · cm2

x x = ρL g · cm−2

ρ Density of the absorber g · cm−3

L Length cm
β = ν/c Reduced velocity of particle N/A
mec

2 Electrom mass×c2 0.510998918(44)MeV
T Kinetic Energy of particle MeV

re Classical electron radius, re = e2

4πε0mec2 2.817940325(28)fm

I Mean excitation energy eV
NA Avogadro’s number 6.0221415(10)× 1023mol−1

Z Atomic number of absorber N/A
A Atomic mass of absorber g ·mol−1

z Charge number of particle N/A
δ(βγ) Density effect correction to dE/dx N/A

Figure 4.13: Particle identification with ionization energy loss (dE/dx), which
is measured by STAR Time Projection Chamber (TPC). The solid lines in the

figure are expectation line from bethe-bloch formula.
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Figure 4.14: Separation power with TPC dE/dx particle identification.

calculated as:

nσE
=

δA − δB
< σA,B >

(4.3)

, where the< σA,B > is the average of the two resolutions< σA,B >= (σA+σB)/2.

The relative energy resolution for each particle we used is σE/E = 5%. The

separation power for different particles as a function of momentum is shown in

Fig. 4.14.

To ensure good gaussian distributions, another variable is constructed to

identify particles in the STAR experiment, which is defined as:

Z =
log[(dE/dx)|measure / (dE/dx)|theory]

σE
(4.4)

, where the σE represents the energy resolution. Since we don’t know the particle

velocity to calculate the theory value of dE/dx, we may obtain several Z values

by assuming the the particle type, such as proton, pion, kaon, electron, ect..

In Fig. 4.15, we show the dE/dx as a function of rigidity for protons, kaons,

96



Chapter 4 Analysis Method

Figure 4.15: dE/dx versus rigidity for Au+Au collisions at
√
s

NN
=7.7 GeV.

pions and electrons after applying the cut |Z| < 2, number of points used in fit

procedure larger than 20 and distance of closest approach smaller than 1 cm. We

find that the band for protons, kaons, pions are well separated. Fig. 4.16 shows

the Z variable distributions by assuming that the particle is a proton within

0.4 < pT < 0.5 GeV/c for Au+Au 0-5% centrality collisions at
√
s

NN
=7.7 GeV.

The dashed lines shown in Fig. 4.16 represent a multi-gaussian fit to the Z value.

From left to right, those dashed lines denote pions, electrons, kaons and protons,

respectively.

In our higher moments of net-proton distribution analysis, we select protons

and anti-protons event-by-event by using cut |Zp| < 2 within transverse momenta

0.4 < pT < 0.8 GeV/c and rapidity −0.5 < y < 0.5. Those cuts allows us to

get a high purity of the proton and anti-proton sample and similar detection

efficiency between protons and anti-protons.

Another detector used to identify particles in our analysis is the Time of flight
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Figure 4.16: NsigmaProton (Z) distribution within 0.4 < pT < 0.5 GeV/c for
Au+Au central collisions at

√
s

NN
=7.7 GeV.

Figure 4.17: The momentum dependence of the particle identification
capabilities of a TOF system with a timing resolution of 100 ps in the STAR
geometry and with the STAR TPC’s resolution on the track momentum and

path length. The figure is taken from [84].
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detector (TOF), which measures the flight time of a particle from the primary

vertex of the collision. Once the time of flight and path length information are

obtained, we can directly calculate the velocity of the particles and their mass.

β =
ν

c
=
L

ct
(4.5)

m2 = (
1

β2
− 1) × p = (

c2t2

L2
− 1) × p (4.6)

Then, the mass resolution of a TOF measurement is given by:

dm

m
=
dp

p
+ γ2(

dt

t
+
dL

L
) (4.7)

By assuming the time resolution Δt = 100ps and path length δL/L = 0.2% and

Figure 4.18: Mass square versus rigidity for Au+Au collisions at
√
s

NN
= 7.7

GeV within mid-rapidity.

momentum resolution δp/p = 1.3%, we have the mass separation shown in the

Fig. 4.17. The momentum at which an upper line for a particle touches the

lower line for another particle is the maximum momentum for which 2σ PID is

possible via STAR TOF with a 100ps time resolution assumption. Fig. 4.18
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shows the mass square as a function of rigidity for Au+Au collision at
√
s

NN
=7.7

GeV within mid-rapidity. In our analysis, we use mass square cut 0.8 < m2 < 1

GeV2/c4 to select proton and anti-proton within the pT range 0.2 < pT < 3

GeV/c.

Finally, we summarize the track quality cut and PID cut in the table 4.7 at

the end of this sub-section.

Table 4.7: Track Quality and PID Cut

Track Quality Cut TPC PID Cut TOF PID Cut

Dca< 1cm
NFitP ts>20 |Zp|<2 0.8 < m2 < 1(GeV 2/c4), |Zp| < 3

NFitP ts/NFitPoss > 0.52

4.4 Centrality Bin Width Effect

The centralities in our analysis are defined as the fraction of total hadronic

cross section and determined by the uncorrected reference charged particle mul-

tiplicity (refmult) dNch/dη measured at mid-rapidity (|y| < 0.5) by the TPC in

the STAR experiment. Before calculating various moments of net-proton distri-

butions for one centrality, such as 0 − 5%, 5 − 10% , we should consider the so

called Centrality Bin Width Effect (CBWE) arising from impact parameter fluc-

tuations due to the finite centrality bin width. We must correct for this effect,

as it may cause a dramatically different centrality dependence.

To formulate and demonstrate the centrality bin width effect, we write the

event-by-event net-proton distributions in one centrality as:

P (N) =
∑

i

ωif
(i)(N), (

∑
i

ωi = 1) (4.8)

, where the ωi and f (i)(N) are the weight and the net-proton distribution for ith
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impact parameter. The various order cumulants for the distribution P (N) can

be expressed as:

C1,N =
∑

i

ωiC
i
1,N =

∑
i

ωi < N >i (4.9)

C2,N = (
∑

i

ωiC
i
2,N) + C

′
2,Ci

1,N
(4.10)

C3,N = (
∑

i

ωiC
i
3,N) + C

′
3,Ci

1,N
+ 3 × C

′
1,Ci

1,N ,1,Ci
2,N

(4.11)

C4,N = (
∑

i

ωiC
i
4,N)+C

′
4,Ci

1,N
+ 4 × C

′
1,Ci

1,N ,1,Ci
3,N

+ 6 × C
′
1,(Ci

1,N )2,1,Ci
2,N

− 12 × (C
′
1,Ci

1,N
)(C

′
1,Ci

1,N ,1,Ci
2,N

)

− 3 × (C
′
2,Ci

1,N
)2 + 3 × C

′
2,Ci

2,N
(4.12)

, where the Ci
k,N (k = 1, 2, 3, 4) are the kth order cumulant for the net-proton

distributions f (i)(N); the C
′
k,X (X = Ci

m,N , k,m = 1, 2, 3, 4) are kth order cutmu-

lant for random variable X = Ci
m,N under the discrete probability distribution

Prob(X)=ωi; the C
′
1,X,1,Y =< XY > − < X >< Y > (X = Ci

k,N , k = 1, 2, 3, 4)

are the first order joint cumulant for random variable X, Y under the discrete

probability distribution Prob(X, Y )=ωi. We may find that the higher order cu-

mulants Ck,N (k = 1, 2, 3, 4) can be expressed by the addition of two parts, one is

the weighted average of the same order cumulant of each sub-distribution f (i)(N),

and the other part is the cumulant of lower order cumulant under the discrete

weighted distributions, which stems from the fluctuation of impact parameters

within the centrality and results in the centrality bin width effect.

Experimentally, the most finer centrality bin is determined by a single uncor-

rected reference multiplicity value ( refmult ) measured by TPC. Generally, we

usually report our results for a wider centrality bin, such as 0−5%,5−10%,...etc.,

to reduce the statistical fluctuations.

To eliminate or reduce the centrality bin width effect, we have developed two
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methods (described below) to calculate the various moment.

1. The method one is to calculate the various moments refmult by refmult in

one wider centrality bin, such as 0 − 5%, and weighted averaged by the

number of events in each refmult in that centrality bin:

σ =

∑
r

nrσr∑
r

nr

=
∑

r

ωrσr (4.13)

S =

∑
r

nrSr∑
r

nr

=
∑

r

ωrSr (4.14)

κ =

∑
r

nrκr∑
r

nr

=
∑

r

ωrκr (4.15)

,where the nr is the number of events in rth refmult and the correspond-

ing weight ωr = nr/
∑
r

nr, the σr, Sr, κr are the moments calculated in

each refmult. Then, the corresponding error calculations should also be

the weighted average by the number of events in each refmult within one

centrality as:

σY =

√∑
i

ω2
i (σ

(i)
x )2 (4.16)

where the ωi is the weight in ith refmult and σ
(i)
x is the error of the moment

x in ith refmult. The error calculation for various moments can be found

in the Appendix.

2. The method two is to calculate the various cumulants refmult by refmult

in one wider centrality bin, such as 0 − 5%, and weighted averaged by the
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number of events in each refmult in that centrality bin as:

C2 =
1∑

r

nr

∑
r

nrσ
2
r =

∑
r

ωrσ
2
r (4.17)

C3 =
1∑

r

nr

∑
r

nrSrσ
3
r =

∑
r

ωrSrσ
3
r (4.18)

C4 =
1∑

r

nr

∑
r

nrκrσ
4
r =

∑
r

ωrκrσ
4
r (4.19)

Then, the various moments can be calculated as �

σ2 = C2 =
∑

r

ωrσ
2
r (4.20)

S =
C3

C
3/2
2

=

∑
r

ωrSrσ
3
r

(
∑
r

ωrσ2
r )

3/2
(4.21)

κ =
C4

C2
2

=

∑
r

ωrκrσ
4
r

(
∑
r

ωrσ2
r)

2
(4.22)

,where the nr is the number of events in the rth refmult bin and the corre-

sponding weight ωr = nr/
∑
r

nr, the σr, Sr, κr are the moments calculated

in each refmult. The error calculations are similar as in method one.

Both the two methods have been tested and can effectively remove the Cen-

trality Bin Width Effect (CBWE). The method one is used in this thesis.

4.5 Superposition of Identical Independent Emission Sources

To understand the centrality dependence of various moments (M,σ, S, κ),

we assume the colliding system consist of many Identical Independent Emission

Sources (IIES ) and the final multiplicity of particles is the sum of the multiplic-

ities from each individual emission source [108]. The relation between various

103



Chapter 4 Analysis Method

moments and the number of emission sources for the ith centrality can be ex-

pressed as:

Mi = Ni ×M(x), σ2
i = Ni × σ2(x) (4.23)

Si =
S(x)√
Ni

, κi = κ(x)/Ni (4.24)

whereMi, σi, Si, κi (i = 1, 2, ...n) are the moments extracted from the multiplicity

distribution of the ith centrality, Ni is the number of emission sources in the ith

centrality. M(x), σ(x), S(x), κ(x) are the parent moments of the multiplicity

distributions for each emission source. From Equs .(16) and (17), we obtain:

Mi
n∑

i=1

Mi

=
σ2

i
n∑

i=1

σ2
i

=
Ni

n∑
i=1

Ni

(4.25)

1/S2
i

n∑
i=1

(1/S2
i )

=
1/κi

n∑
i=1

(1/κi)
=

Ni
n∑

i=1

Ni

(4.26)

The equ. (18) and (19) show the connection between the number of emis-

sion sources and the various moments of multiplicity distributions. To obtain

the centrality dependence of those moments, we fit the normalized mean value

Mi/
n∑

i=1

Mi with function f(< Npart >i), where < Npart >i is the average number
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of participants in ith centrality. Then, we obtain:

Mi = f(< Npart >i)(

n∑
i=1

Mi) (4.27)

σi =

√√√√f(< Npart >i)(

n∑
i=1

σ2
i ) (4.28)

Si =
1√

f(< Npart >i)(
n∑

i=1

1/S2
i )

(4.29)

κi =
1

f(< Npart >i)(
n∑

i=1

1/κi)
(4.30)

Thus, the centrality dependence of various moments can be predicted in equ.

(4.27)-(4.30) by introducing in the IIES assumption. Generally, the mean value

Mi is proportional to the < Npart >i, then we have Mi = α× < Npart >i and

f(< Npart >i) = Mi/
n∑

i=1

Mi =< Npart >i /
n∑

i=1

< Npart >i. When the higher mo-

ments, such as skewness and kurtosis, evolve from peripheral to central, they are

approaching to zero, which can also be understood by the distributions approach

to gaussian distributions according to Central Limit Theorem (CLT). From equ.

(4.27)-(4.30), it also follows that the moment products, Sσ and κσ2 are constant

as a function of < Npart >.

4.6 Systematic Uncertainties

To evaluate the systematic uncertainties in our higher moment analysis, we

varied some basic track quality cuts as well as PID cut, such as distance of

closest approach (dca) to the primary vertex, number of points used to fit the

trajectory of each track (number of fit points) and the Z variable of ionization

energy loss per unit length (dE/dx) for proton measured in the TPC. The dca

mainly controls the fraction of background protons which are knocked out from
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the beam pipe by other particles. The selection of a sufficiently large number

of fit points can suppress track splitting in the TPC. The purity of the proton

samples can be controlled by the Z variable of the ionization energy loss for the

protons.
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Figure 4.19: Sσ of net-proton distributions as
a function of Dca for Au+Au central collisions
(0 − 5%) at

√
s

NN
= 7.7, 11.5, 39, 62.4 and 200

GeV.
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Figure 4.20: κσ2 of net-proton distributions
as a function of Dca for Au+Au central

collisions (0− 5%) at
√
s

NN
= 7.7, 11.5, 39, 62.4

and 200 GeV.
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Figure 4.21: Sσ of net-proton distributions as
a function of number of fit points for Au+Au

central collisions (0 − 5%) at
√
s

NN
= 7.7, 11.5,

39, 62.4 and 200 GeV.
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Figure 4.22: κσ2 of net-proton distributions
as a function of number of fit points for Au+Au
central collisions (0 − 5%) at

√
s

NN
= 7.7, 11.5,

39, 62.4 and 200 GeV.

Figs. 4.19 to 4.24 show the Sσ and κσ2 of net-proton distributions as a

function of those three track cut conditions for Au+Au central collisions (0−5%)
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Figure 4.23: Sσ of net-proton distributions as
a function of Nsigma Proton ( Zp ) for Au+Au
central collisions (0 − 5%) at

√
s

NN
= 7.7, 11.5,

39, 62.4 and 200 GeV.
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Figure 4.24: κσ2 of net-proton distributions
as a function of Nsigma proton ( Zp ) for

Au+Au central collisions (0 − 5%) at
√
s

NN
=

7.7, 11.5, 39, 62.4 and 200 GeV.

at
√
s

NN
= 7.7, 11.5, 39, 62.4 and 200 GeV. We find that the Sσ and κσ2 of net-

proton distributions have weak dependence on those three track cut conditions.

The systematic uncertainties are evaluated by varying the above three cuts as

Dca < 1.2cm,NFitP ts > 24, |Zp| < 1.8 and can be calculated as:

δY

Y
=

√
(
Y1 − Y

Y
)2 + (

Y2 − Y

Y
)2 + (

Y3 − Y

Y
)2 (4.31)

, where the Y denotes the vaule of the observable that under the default cuts,

the Yi (i = 1, 2, 3) are the values obtained with a new set of the track quality

cuts.
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Results

In this chapter, we will present beam energy and system size dependence for

the various moments (M,σ, S, κ) as well as moment products (κσ2,Sσ) of net-

proton distributions for Au+Au collisions at
√
s

NN
= 7.7, 11.5, 19.6, 39, 62.4, 130,

200 GeV, Cu+Cu collisions at
√
s

NN
= 22.4, 62.4, 200 GeV, d+Au collisions at

√
s

NN
= 200 GeV and p+p collisions at

√
s

NN
= 62.4, 200 GeV. The protons and

anti-protons are identified by the TPC detector in the STAR experiment within

0.4 < pT < 0.8 GeV/c and |y| < 0.5. First, we will show the typical event-

by-event net-proton multiplicity distributions from different colliding systems.

Then we studied the centrality as well as energy dependence of various moments

and moment products. The statistical and systematic error are shown separately

by lines and brackets, respectively. We also studied the phase space acceptance

effect shown in the last sub-section.

5.1 Event-by-Event Net-proton Multiplicity Distributions

Event-by-event net-proton multiplicity distributions for various colliding sys-

tems measured within 0.4 < pT < 0.8 GeV/c and |y| < 0.5 are shown in Fig. 5.1.

The Au+Au, Cu+Cu and d+Au 200 GeV from central to peripheral centralities

are shown in panel (a), (c) and (d), respectively. The minimum bias results for

p+p 62.4 and 200 GeV are shown in panel (b). Going from peripheral to central

collisions, it is found that the distributions become wider and more symmetric

for central collisions.
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Figure 5.1: Typical event-by-event net-proton multiplicity distributions for
p+p, d+Au, Cu+Cu and Au+Au collisions.

In Fig. 5.2, we show the net-proton distributions for Au+Au central collisions

(0 − 5%, 19.6 GeV: 0 − 10%) at
√
s

NN
= 7.7, 11.5, 19.6, 39, 62.4 and 200 GeV.

5.2 Centrality (Npart) Dependence of Moments and Mo-

ment Products of Net-proton Distributions

The centrality (Npart) dependence for Au+Au collision at
√
sNN=7.7, 11.5,

39, 62.4 and 200 GeV are shown in Fig. 5.3. We find that M and σ increase

with Npart monotonically, while S and κ decrease with Npart. The M and S

have stronger energy dependence than that of σ and κ, indicating that the net-

proton distributions become more symmetric for more central collision and higher

energies.

The centrality (Npart) dependence for various moments (M,σ, S, κ) of net-
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Figure 5.2: Typical event-by-event net-proton multiplicity distributions for
Au+Au central collisions at

√
s

NN
= 7.7, 11.5, 39, 62.4, 200 GeV.

proton multiplicity distributions from Cu+Cu collision at
√
sNN=22.4, 62.4 and

200 GeV, d+Au collision at
√
sNN=200 GeV and p+p collision at

√
sNN=62.4

and 200 GeV is shown in the Fig. 5.4. The dashed lines in the Fig. 5.3 and Fig.

5.4 represent the expectations from Central Limit Theorem (CLT) when assum-

ing the superposition of many identical and independent particle emission sources

in the system. Those dashed lines are obtained in the following procedures. First,

the mean values are fitted with a linear function,f(Npart) = C × Npart. Thus,

the CLT values for σ, S, κ can be evaluated by introducing the linear function

from the fit of mean values. In Fig. 5.3 and 5.4, the centrality dependence of

various moments can be well described by the dashed lines expected from CLT.

Especially in Fig. 5.4, the various moments of p+p and d+Au collisions follow

the CLT lines of Cu+Cu collision at the corresponding energy very well. This

also supports the identical independent emission sources assumption.
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Figure 5.3: Centrality dependence of various moments of net-proton
multiplicity distributions for Au+Au collisions at

√
s

NN
= 7.7, 11.5, 39, 62.4,

200 GeV. The dash lines shown in the figure are expectation lines from Central
Limit Theorem (CLT).

Fig. 5.5 shows the centrality dependence of moment products Sσ and κσ2

of net-proton distributions, which are directly related to the baryon number

susceptibility ratio in Lattice QCD and HRG models as κσ2 = χ
(4)
B /χ

(2)
B and

Sσ = χ
(3)
B /χ

(2)
B , for p+p, Cu+Cu and Au+Au collisions at various energies.

Sσ shows a weak increase with centrality, while the κσ2 shows no centrality

dependence. They are also smaller than their Poisson statistical values, predicted

from HRG model. As the the baryon chemical potential over temperature ratio

increases with the centrality, the Sσ also slightly increase with centrality (Npart).

5.3 Energy Dependence of the Moment Products(Sσ, κσ2)

In Fig. 5.6, we show the energy dependence of the Sσ and κσ2 of net-proton

distributions for most central Au+Au collisions (0 − 5%, 19.6 GeV: 0 − 10%,
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Figure 5.4: Centrality dependence of various moments of net-proton
multiplicity distributions for Cu+Cu collisions at

√
s

NN
= 22.4, 62.4 and 200

GeV, d+Au collisions at
√
s

NN
= 200 GeV and p+p collisions at

√
s

NN
= 62.4

and 200 GeV. The dash lines shown in the figure are expectation lines from
Central Limit Theorem (CLT).

130 GeV: 0 − 6%). Lattice QCD and HRG model calculations [57, 58] are also

shown for comparison. The Lattice QCD results are calculated for time extent

Nτ = 6 and phase transition temperature Tc = 175 MeV. The red dashed lines

of the HRG model in the upper panel and lower panels are evaluated by Sσ =

tanh(μB/T ) and κσ2 = 1, respectively, where the μB/T ratio at chemical freeze-

out is parameterized as a function of colliding energy based on reference [110].

The corresponding baryon chemical potential (μB) at chemical freeze-out for each

energy is shown in the upper band of the Fig. 5.6. We find that the moment

products (κσ2 and Sσ) of Au+Au collisions at
√
sNN = 200, 130, 62.4 GeV are

consistent with Lattice QCD and HRG model calculations. The Sσ and κσ2 for

Au+Au collisions at
√
s

NN
= 39, 19.6, 11.5 and 7.7 GeV deviate from HRG model
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Figure 5.5: Moment products (κσ2 and Sσ) of net-proton distributions for
Au+Au, Cu+Cu, d+Au and p+p collisions.

calculations. Those deviations could be linked to the chiral phase transition and

QCD critical point. Surprisingly, κσ2 from Lattice QCD calculations at
√
s

NN
=

19.6 GeV show a negative value. This gives us a hint that there might be non-

monotonic behavior between 39 GeV and 11.5 GeV. However, due to the limited

statistics, the statistical errors of experimental data are large at 19.6 GeV. To

confirm the trend between 39 and 11.5 GeV, the STAR currently is running to

take more data at 19.6 GeV. Interestingly, as shown in Fig. 5.7, recent linear σ

model calculations demonstrate that the forth order cumulant of the fluctuations

for σ field will be universally negative, when the QCD critical point is approached

from cross-over side [109]. It will cause the measured κσ2 as well as kurtosis (κ)

of net-proton distributions to be smaller than their Poisson values.

In Fig. 5.8, we show energy dependence of κσ2 and Sσ from central (0− 5%,
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Figure 5.6: Energy dependence of moment products (κσ2 and Sσ) of
net-proton distributions for central Au+Au collisions (0 − 5%, 19.6 GeV:
0 − 10%, 130 GeV: 0 − 6%). The red dashed lines denote the HRG model

calculations, in which the Sσ = tanh(μB/T ) and κσ2=1. The empty markers
denote the results calculated from Lattice QCD.

19.6 GeV: 0 − 10%, 130 GeV: 0 − 6%) to peripheral (70 − 80%, 19.6 GeV:

70 − 100%, 130 GeV: 58 − 85%) collisions. It can be found that the data show

little centrality dependence for all energies. The Sσ over HRG model ratios are

shown in the bottom panel of the Fig. 5.8.

Fig. 5.9 shows the energy dependence of κσ2 and Sσ for Cu+Cu central

collisions. The red dashed lines in the figure are obtained from the HRG model

by using the formula Sσ = tanh(μB/T ), where the μB and T are from thermal

model fits of the particle ratios. We find that our experimental data is consistent

with HRG model expectations for Sσ of net-proton distributions. While the
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Figure 5.7: Left panel : A sketch of the phase diagram of QCD with the
freezeout curve and a possible mapping of the Ising coordinates t and H . Right

panel : The density plot of the function κ4(t, H) from the linear parametric
model, the κ4 < 0 region is red, the κ4 > 0 is blue. κ4 is the forth order

cumulant. The green dashed lines in left panel and right panel denote the
freeze out lines. The figures are taken from [109].

κσ2 deviates from HRG model calculations and monotonically decrease as the

collision energy decreases.

5.4 Charged Particle Density (dNch/dη) Scaling of Sσ

As shown in Fig. 5.10, the baryon chemical potential (μB) at chemical freeze-

out, which is extracted from the thermal model fit of particle ratios, scale with

the charged particle density (dNch/dη) at mid-rapidity for fixed colliding energies

[111]. The scaling properties of μB combined with the moment product Sσ =

tanh(μB/T ) from HRG model can give a hint of scaling properties of Sσ of net-

proton distributions with respected to the dNch/dη. To verify this, we plot Sσ of

net-proton distributions for various colliding systems including Au+Au collisions

at
√
s

NN
= 62.4 and 200 GeV, Cu+Cu collisions at

√
s

NN
= 22.4, 62.4 and 200
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Figure 5.8: Energy dependence of moment products (κσ2 and Sσ) of
net-proton distributions for Au+Au collisions central (0 − 5%, 19.6 GeV:

0 − 10%, 130 GeV: 0 − 6%) to peripheral (70 − 80%, 19.6 GeV: 70 − 100%, 130
GeV: 58 − 85%) collisions. The mid-central for 19.6 GeV is 30 − 50%.

GeV, d+Au and p+p collisions at
√
s

NN
= 200 GeV, as a function of dNch/dη in

the Fig. 5.11 with double logarithm axis.

It is obvious that for a fixed colliding energy, such as
√
sNN = 200 GeV, the

moment products of Sσ of net-proton distributions for different system size the

p+p, d+Au, Cu+Cu and Au+Au collisions have power law dependence on the

charged particle density (dNch/dη). Thus, we fit the Sσ of net-proton distribu-

tions for various colliding systems with double power law formula:

Sσ(dNch/dη,
√
sNN) = α× (dNch/dη)

β × (
√
sNN)γ (5.1)
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Figure 5.9: Energy dependence of moment products (κσ2 and Sσ) of
net-proton distributions for Cu+Cu central collisions (0 − 10%, 22.4 GeV:

0 − 5%). The dashed lines shown in the figures are from HRG model
calculations, in which Sσ = tanh(μB/T ) and κσ2=1.

The fitting results are shown in the Table. 5.1. The Sσ can be well described

by the power law formula Sσ = 11
3
× ( 1

s4
dNch

dη
)

1
12 , where the s is the square of the

center of mass energy. For high energy heavy ion collisions the temperature is

approximately constant and the ratio μB/T << 1, thus we have the approxima-

tion μB/T ∼ tanh(μB/T ) = Sσ = 11
3
× ( 1

s4
dNch

dη
)

1
12 . This denotes the relation

between μB/T and the charged particle density and colliding energy for high

energy nuclear collisions. Thus, based on the event-by-event fluctuation observ-

able Sσ of net-proton distributions, we can predict the scaling properties of the

thermodynamic parameter μB/T as shown in Fig. 5.10.

Multiplicity fluctuations and inclusive yields are two basic properties in high
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Figure 5.10: Scaling Properties of Chemical Potential: μB and μS versus
dNch/dη

energy heavy ion collisions. For a thermal system, both the fluctuations and

yields should be described by the thermodynamic parameters (μB and T ), which

completely determine the properties of the thermal system. The fluctuation

observable Sσ of most central net-proton distributions versus thermodynamic

parameter μB/T ratio, which is extracted from the thermal model fit of the

particle ratio, is shown in the Fig. 5.12 for various colliding systems. Lattice

Table 5.1: Fitting parameters for Sσ as a function of dNch/dη

Parameters Value Approx.

χ2/ndf 34.08/37 0.92
α 3.669±0.1358 11

3

β 0.0853±0.003927 1
12

γ -0.6796±0.00693 −2
3
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Figure 5.11: Sσ of net-proton distributions as a function of charged particle
density at mid-rapidity (dNch/dη) for various colliding systems. The dashed

lines in the figures is the fitting lines.

QCD calculations with Nτ = 6 and Tc = 175 MeV and the HRG model relation

Sσ = tanh(μB/T ) are also shown in Fig. 5.12 for comparison.

We find that high energy heavy ion collisions, such as Au+Au and Cu+Cu

collisions, are consistent with Lattice QCD and HRG model calculations, while

the elementary p+p collision deviate from the HRG model calculations. In ad-

dition to the perfect description of the particle yields by the thermal model, the

agreement of higher order fluctuations with thermal model predications provide

further evidence that the colliding system has achieved thermalization in high

energy heavy ion collision.

To investigate the behavior of the mid-central and peripheral collisions, the

centrality dependence (dNch/dη) of the Sσ over HRG model ratio is shown in

Fig. 5.13 for various colliding systems. We find that even in peripheral colli-

sions the Sσ of net-proton distributions for high energy heavy ion collisions data
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Figure 5.12: Sσ of net-proton distributions as a function of baryon chemical
potential over temperature ratio (μB/T ) for various colliding systems. The red
dashed line in the figures is the result of the HRG model. Lattice QCD results

with Nτ = 6 and Tc = 175 MeV are also shown in the figure.

are consistent with the HRG model calculations. The p+p data shows some

deviations but with large errors.

5.5 Scale for the QCD Phase Diagram

Lattice QCD results for κσ2 and Sσ are obtained for dimensionless param-

eters T/Tc and μB/T , where Tc is the transition temperature at μB = 0. For a

given value of energy (
√
s

NN
), the experimental observables are calculated at the

corresponding chemical freeze-out, characterized by T and μB. Thus, compari-

son of experiment and theory requires a choice of the scale, Tc. By varying this

scale to obtain the best fit between the QCD predications and the experimental

measurements, we are able to determine the Tc. This is the first direct compar-

ison between results from a heavy ion experiment and lattice QCD of strongly
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Figure 5.13: Sσ of net-proton distributions over HRG calculations ratio as a
function of charged particle density at mid-rapidity (dNch/dη) for various

colliding systems within 0.4 < pT < 0.8 GeV/c and |y| < 0.5.

interacting bulk matter. The observable that we choose for comparison is κσ/S.

The lattice computation of the κσ/S has the smallest systematic uncertainties

among the three explored here (κσ2, Sσ, κσ/S), and thus is the best quantity

to use to constrain Tc.

Figure 5.14 (left panel) shows the comparison of κσ/S between experimental

results from Au ion collisions and lattice QCD predictions. The information

here is that we have shown lattice predictions obtained with different values

of Tc. The errors shown on the experimental data points are statistical (lines)

and systematic (brackets) errors [56]. The systematic errors were estimated by

varying the following requirements for p(p̄) tracks: track quality cuts used in

track reconstruction, and the p(p̄) identification criteria. The errors bars on the

lattice predictions are statistical errors on the lattice computation with cutoff of

1/a � 960−1000 MeV. The lattice spacing effects and the effect of tuning the bare

quark mass are the main sources of remaining uncertainties in the predictions.
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Figure 5.14: Comparison of κσ/S from experiment and lattice predictions,
and the extraction of Tc. (A): κσ/S of net-proton distribution measured in
collisions of Au ions at varying

√
s

NN
and with an impact parameter of less

than 3 fm. This is compared to lattice QCD predictions with cutoff
1/a � 960 − 1000 MeV for the corresponding ratio of susceptibilities

extrapolated to the freeze-out conditions using different values of Tc. The
lattice results at each

√
s

NN
are slightly shifted for clarity in presentation. (B):

The comparison of experimental data and lattice QCD predictions, shown
through χ2 as a function of Tc using the definition given in Equ. 5.3. This

yields the estimate of Tc and its errors as discussed in the text.
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These are not parameterized as systematic uncertainties. However, it is known

that their effect is small at the two highest values of
√
s

NN
[57].

In order to arrive at a quantitative estimate of the scale parameter Tc we

perform a standard statistical analysis. For each value of Tc we compute, as

usual,

χ2(Tc) =
∑
√

sNN

[mexpt
3 (

√
sNN) − mQCD

3 (
√
sNN , Tc)]

2

Error2
expt+Error2QCD

(5.2)

where m3 = κσ/S. The lattice predictions are obtained for a grid of Tc spaced

by 5-10 MeV. Closer spacing of this grid would require computations which are

beyond the scope of this study. The minimum of χ2, corresponding to the most

probable value of the parameter being estimated, occurs at Tc = 175 MeV. The

standard errors on the parameter are the values of Tc for which χ2 exceeds the

minimum value by unity. It is clear from Figure 5.14 (right panel) that this

is bounded by +5 and −10. A piece-wise linear interpolation between the grid

points yields the more reliable error estimate, +1 and −7. By comparing different

interpolation schemes we estimate find that the error estimate is stable. As a

result we conclude that

Tc = 175+1
−7 MeV. (5.3)

The error estimates include systematic and statistical errors on experimental

data but only statistical errors on the lattice QCD computations. The result in

Equ. 5.3 is compatible with current indirect estimates of Tc which come from

setting the scale of thermal lattice QCD computations via hadronic observables.

This provides a first check in bulk hot and dense matter for the standard model

of particle physics.
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5.6 Phase Space Acceptance Study

The Lattice QCD and HRG model calculations of high order moments of net-

proton fluctuations are based on the grand canonical ensemble framework. To

make sure the applicable of grand canonical ensemble in heavy ion collision, it

requires that the considering sub-system size should be small enough comparing

with the rest parts of the collision system, which can be seen as a heat bath.

Nevertheless, the phase space coverage of the sub-system should not be too small,

otherwise we are losing physics information and only with statistical fluctuations

observed [112, 113].

On the other hand, in grand canonical ensemble the baryon number fluctuate

event-by-event and only are conserved on average. While in the heavy ion colli-

sions, the net-baryon number are exactly conserved in each event, which could

suppress the net-baryon number fluctuations. This is so called baryon number

conservation effect in heavy ion collision. Although, the net-proton is not con-

served quantity, protons will still contribute a large amount to the total baryon

number, especially in the low energy heavy ion collision. When we tune down

the colliding energy, due to baryon stopping, larger fraction of the total baryon

number, which is mostly carried by protons, will be observed at low energy than

at high energy. A natural question that people may ask is how the effect of

phase space acceptance affect our higher moment of net-proton distributions as

well as the comparisons to the HRG model and Lattice QCD calculations. To

address those questions, we have studied the transverse momentum coverage as

well as rapidity window size dependence of the higher moments of net-proton

distributions. The results will be shown in the following sub-sections.
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5.6.1 Transverse Momentum (pT) Acceptance Dependence

We have investigated the pT acceptance dependence of the higher moments

of net-proton distributions. To extend our pT coverage, we will use the Time of

Flight (TOF) detector to identify the protons and anti-protons in event-by-event

bias with Run 10 Au+Au collision data (
√
s

NN
= 7.7, 11.5, 39 and 200 GeV).

To remove background events for low energy data (
√
s

NN
= 7.7, 11.5, 39

GeV), such as out of time events, beam pipe evens, we have applied some event

bias quality cuts on the data sets. Fig. 5.15 shows the TOF matched track

multiplicity as a function of reference multiplicity for Au+Au collisions at
√
s

NN

= 7.7, 11.5, 39 GeV. In addition to requiring events with the number of matched

tracks larger than zero, we also apply a cut where only events above the straight

lines shown in the Fig. 5.15 are used.

In Run 10 Au+Au 39 and 200 GeV, the Vertex position detector (Vpd) is also

used to measure the start time for time-of-flight measurements and determine the

z-coordinate of the collision vertex via the time difference between east and west

Vpd detector (V pdV z) for its good time resolution performance. Since the start

time is important for TOF particle identification, we require the |V z−V pdV z| <
3 cm to suppress the pile-up events and select good timing events, which have

good starting time. In Fig. 5.16, we show the difference between z-coordinate

of primary vertex (V z) determined by global fitting of the tracks in TPC and

z-coordinate of the collision vertex measured by Vpd (V pdV z).

Fig. 5.17 shows the TOF matching efficiency for proton, kaon and pion, which

is defined as:

TOFeff(x) =
Ntracks(TOFMatching, |y| < 0.5)

Ntracks(|Zx| < 2, |y| < 0.5)
(5.4)

, where x =proton,kaon,pion and Zx is the logarithm of the measured 〈dE/dx〉
divided by the theoretical expectation for ionization energy loss of the corre-
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Figure 5.15: TOF matched track multiplicity as a function of reference
multiplicity for Au+Au collisions at

√
s

NN
= 7.7, 11.5, 39 GeV. The straight

lines in the figures are the boundary condition for the event selection.
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Figure 5.16: Difference between z-coordinate of primary vertex (V z) and
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sponding particle type x. Due to decay effects and particle scattering with the

materials, the TOF efficiency for low pT protons, kaons and pions is with the or-

der of TOFeff(p) < TOFeff(k) < TOFeff(π). The TOF matching efficiency in-

crease with transverse momentum (pT ) and saturates at about 70% with pT = 0.6

GeV/c. For TOF PID, the mass square (0.8 < m2 < 1 GeV/c2) and Zp (|Zp| < 3)

are used to identify protons and anti-protons.

0

10

20
M

7.7 GeV

11.5 GeV

39 GeV

Run10 200 GeV

7.7 GeV

11.5 GeV 

39 GeV 

Run10 200 GeV

σ
TOFTPC

1 2 3
0

0.5

1 S

1 2 3

κ Au+Au : 0-5%

|y|<0.5
Net-proton

 (GeV/c)
T

upper<p
T

0.4<p

 (GeV/c)
T

upperp

Figure 5.18: Various moments (M,σ, S, κ) of net-proton distributions with
TPC (lines) and TOF PID as a function of pT coverage for Run 10 Au+Au

central collisions at
√
s

NN
= 7.7, 11.5, 39 and 200 GeV.

Various moments (M,σ, S, κ) of net-proton distributions with TPC and TOF

PID as a function of pT coverage for Run 10 Au+Au collisions at
√
s

NN
= 7.7,

11.5, 39 and 200 GeV are shown in Fig. 5.18. We can see that M and σ

are increase with the extended pT coverage, while the S and κ are decreasing

monotonically. All of the moments saturate at pupper
T ∼ 2 GeV/c. As shown in

the Chapter III, due to detector efficiency effects, the M,σ (S, κ) measured by
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TPC are expected larger (smaller) than those measured by TOF.
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Figure 5.19: Sσ of net-proton distributions with TPC and TOF PID as a
function of pT coverage for Run 10 Au+Au central collisions at

√
s

NN
= 7.7,

11.5, 39 and 200 GeV.

The corresponding moment products Sσ and κσ2 are shown in the Fig. 5.19

and Fig. 5.20. The Sσ and κσ2 of net-proton distributions for low energy

Au+Au collisions at
√
s

NN
= 7.7, 11.5 and 39 GeV measured by TPC and TOF

decrease with increasing pT coverage and saturate at about pT ∼ 1 GeV/c, while

there is almost no pT coverage dependence for Au+Au 200 GeV. One may find

that there are some differences between the results measured by TOF and by

the TPC. This should result from the fact that the efficiency difference between

protons and anti-protons measured by TOF is bigger than measurements by the

TPC due to the absorbtion and scattering of anti-protons by materials before

reaching TOF.

To further investigate the pT coverage dependence of the higher moments,

the various moments of net-proton distributions with TOF PID within pT bin

width 0.1 GeV/c are shown in Fig. 5.21. As the relative low efficiency at low

pT , the starting pT bin is chosen to be 0.3 ∼ 0.4 GeV/c. The various moments
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Figure 5.20: κσ2 of net-proton distributions with TPC and TOF PID as a
function of pT coverage for Run 10 Au+Au central collisions at

√
s

NN
= 7.7,

11.5, 39 and 200 GeV.

of net-protons show non-monotonic dependence on the differential pT .

The moment products (κσ2, Sσ) of net-proton distributions as well as the

corresponding HRG model calculations denoted by lines are shown in Fig. 5.22

and Fig. 5.23. For each transverse momentum interval of 0.1 GeV/c, the κσ2 and

Sσ are constant and consistent with HRG model calculations. Here, the HRG

model results are calculated by the formula Sσ = tanh(μB/T ), which is obtained

within the grand canonical ensemble framework. To obtain energy dependence,

the μB/T ratio is parameterized by collision energy
√
s

NN
via chemical freeze out

condition determined by thermal model fits of the experimental particle yield

and/or ratio.

5.6.2 Rapidity Window Acceptance Dependence

To ensure the purity and similar efficiency of protons and anti-protons iden-

tified by ionization energy loss per unit length ( dE/dx ) measured by TPC in
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Figure 5.21: Various Moments (M,σ, S, κ) of net-proton distributions as a
function of differential pT coverage with TOF PID for Au+Au central collisions

at
√
s

NN
= 7.7, 11.5, 39, 200 GeV

STAR experiment, protons and anti-protons are selected within 0.4 < pT < 0.8

GeV/c. In addition to the effective TPC η acceptance, |η| < 1, the proton and

anti-proton rapidity acceptance is about |y| < 0.7.

Various moments (M,σ, S, κ) of net-proton distributions with TPC PID as

a function of rapidity window size (−Δy/2 < y < Δy/2) for Au+Au central

collisions (0 − 5%) at
√
s

NN
= 7.7, 11.5, 39, 62.4 and 200 GeV ( Run4 ) are

shown in Fig. 5.24. The mean (M) and width (σ) monotonically increase with

increasing rapidity window size, while S and κ decrease with increasing the

proton rapidity window size.

Fig. 5.25 and 5.26 respectively show the Sσ and κσ2 of net-proton distri-

butions as a function of the proton rapidity window size for Au+Au central

collisions. We find that the Sσ and κσ2 of net-proton distributions have no

rapidity window size dependence at high energy (
√
s

NN
= 62.4 and 200 GeV)
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central collisions at
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NN
= 7.7,11.5, 39, 200 GeV. The lines in the figures are

HRG model calculations for each energy.
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NN

= 7.7, 11.5, 39, 62.4, 200 GeV.

Au+Au central collisions while it has a small dependence (within 10%) for low

energy (
√
s

NN
= 7.7, 11.5, 39 GeV).

The rapidity window size dependence results for Cu+Cu central collisions

at energies
√
s

NN
= 22.4, 62.4 and 200 GeV are shown in Fig. 5.27 and 5.28,

respectively. The Sσ of net-proton distributions have no dependence on the

rapidity window size while the κσ2 decrease (within 10%) with increasing the

size of rapidity window and saturate at about Δy ∼ 1.

To extend the phase space coverage, we also use TOF to identify protons

and anti-protons within 0.4 < pT < 2 GeV/c. Fig. 5.29 and 5.30 show the Sσ

and κσ2 of net-proton distributions with TOF PID varying with rapidity window

size for Au+Au central collisions. The Sσ and κσ2 for Au+Au central collisions

at
√
s

NN
= 7.7, 11.5 and 39 GeV decrease with increasing rapidity coverage till
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Figure 5.25: Rapidity window size dependence of Sσ for Au+Au central
collisions (0 − 5%) at

√
s

NN
= 7.7, 11.5, 39, 62.4 and 200 GeV.
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Figure 5.26: Rapidity window size dependence of κσ2 for Au+Au central
collisions (0 − 5%) at

√
s

NN
= 7.7, 11.5, 39, 62.4 and 200 GeV.

134



Chapter 5 Results

 yΔ
0 0.5 1 1.5

σ
S

 

0.2

0.4

0.6

0.8

1 22.4 GeV

62.4 GeV

200 GeV

Cu+Cu Collisions
Net-proton

<0.8 (GeV/c)
T

0.4<p

Figure 5.27: Rapidity window size dependence of Sσ for Cu+Cu central
collisions (0 − 10%, 22.4 GeV: 0 − 5%) at

√
s

NN
= 22.4, 62.4, 200 GeV.
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Figure 5.28: Rapidity window size dependence of κσ2 for Cu+Cu central
collisions (0 − 10%, 22.4 GeV: 0 − 5%) at

√
s

NN
= 22.4, 62.4, 200 GeV.
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Figure 5.29: Rapidity window size dependence of Sσ of net-proton
distributions with TOF PID for Au+Au central collisions (0 − 5%) at

√
s

NN
=

7.7, 11.5, 39 and Run10 200 GeV.
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Figure 5.30: Rapidity window size dependence of Sσ of net-proton
distributions with TOF PID for Au+Au central collisions (0 − 5%) at

√
s

NN
=

7.7, 11.5, 39 and Run10 200 GeV.
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Δy ∼ 1, then show a slightly increasing trend. No rapidity size dependence was

observed for Au+Au central collision at
√
s

NN
= 200 GeV.

0

1
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3
M σ Au+Au: 0-5%

Net-proton
<2 (GeV/c)

T
0.4<p

-1 -0.5 0 0.5 1
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2
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S TOF

-1 -0.5 0 0.5 1

κ

Rapidity ( y )

Figure 5.31: Various Moments (M,σ, S, κ) of net-proton distributions as a
function of differential rapidity (δy = 0.1) with TOF PID for Au+Au central

collisions at
√
s

NN
= 7.7, 11.5, 39, 200 GeV (Run10).

To better understand the rapidity window size dependence, we also studied

the various moments of net-proton distributions as a function of differential ra-

pidity (δy = 0.1) with TOF PID for Au+Au central collisions. The results are

illustrated in Fig. 5.31. It shows that various moments are almost flat for ra-

pidity interval δy = 0.1 within mid-rapidity (|y| < 0.5). We observe that in the

top left panel of Fig. 5.31, the smaller the colliding energy the higher the mean

value of the net-proton distributions. This is due to the larger nuclear stopping

power for low energy than that in high energy nuclear collision.

We also plot the Sσ and κσ2 of net-proton distributions for Au+Au central

collisions with TOF PID in the Fig. 5.32 and Fig. 5.33. The Sσ and κσ2 show flat

results within mid-rapidity and rise at forward rapidity. Due to different baryon
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Figure 5.32: Differential rapidity dependence (interval δy = 0.1) of Sσ for
Au+Au central collisions at

√
s

NN
= 7.7, 11.5, 39, 200 GeV (Run10).
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Figure 5.33: Differential rapidity dependence (interval δy = 0.1) of κσ2 for
Au+Au central collisions at

√
s

NN
= 7.7, 11.5, 39, 200 GeV (Run10).
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stopping power for different energies, there should be a larger fraction of initial

protons for low energy that are transported into the central region than high

energy. A large fraction of initial protons (forward rapidity region) may results

in non-equilibrium effects which deviate from the HRG model calculations. It

also may indicate the our observables are sensitive to non-equilibrium effects.

Based on the study of phase space (pT and y) coverage dependence (inte-

gral and differential) study, we notice that the various moments (M,σ, S, κ) and

moment products (Sσ, κσ2) of net-proton distributions are indeed with the trans-

verse momentum (pT ) and/or rapidity ( y ) coverage dependence. As the mo-

ments (M,σ, S, κ) of net-proton distributions are extensive variables, their values

are sensitive to the volume of the system and particle multiplicities in the phase

space coverage.

The intensive variable Sσ and κσ2, which are sensitive to the correlation

length, are expected to be independent on the volume of the system. From

differential pT and rapidity dependence study, we have found that in the mid-

rapidity (|y| < 0.5), the Sσ and κσ2 obtained in the differential pT (δpT = 0.1

GeV/c) or rapidity (δy=0.1) are constant and consistent with HRG model calcu-

lations. This should be caused by the statistical fluctuations (Poisson statistics)

in the relative small phase space coverage. When we extend our coverage of the

pT and/or rapidity ( y ), the characteristic correlation length and thus physics

messages can be probed by our observables. Supposing that the total phase space

coverage δp can be divided into phase space segments (δp1, δp2, δp3...δpi), then

we have:

δp = δp1 + δp2 + δp3 + ... + δpi (5.5)

139



Chapter 5 Results

If each segment is independent (no correlations), we obtain:

Sσ =
C3(δp)

C2(δp)
=

n∑
i=1

C3(δpi)

n∑
i=1

C2(δpi)
=
C3(δpi)

C2(δpi)
(5.6)

κσ2 =
C4(δp)

C2(δp)
=

n∑
i=1

C4(δpi)

n∑
i=1

C2(δpi)
=
C4(δpi)

C2(δpi)
(5.7)

, where the additive property of the cumulants is used. According to Fig. 5.22,

Fig. 5.23, Fig. 5.32 and Fig. 5.33, the results for Sσ and κσ2 are constant for

different pT or rapidity segments, but have different values when the Sσ and κσ2

are evaluated in the integral pT or rapidity coverage. This can be expressed as:

Sσ =
C3(δp)

C2(δp)
�=

n∑
i=1

C3(δpi)

n∑
i=1

C2(δpi)
=
C3(δpi)

C2(δpi)
(5.8)

κσ2 =
C4(δp)

C2(δp)
�=

n∑
i=1

C4(δpi)

n∑
i=1

C2(δpi)
=
C4(δpi)

C2(δpi)
(5.9)

, which indicates that the net-proton distributions in each pT or rapidity seg-

ment are correlated with each other and not independent, otherwise the results

evaluated in the integral phase space coverage should be the same in the phase

space segment. The correlations between net-proton distributions in each phase

space segment may be caused by baryon number conservation or other physics

mechanism. It should not be the resonance decay effects, because the results

in integral phase space coverage for Au+Au 200 GeV are the same as in the

differential one.

As we have mentioned, the phase space coverage should not be smaller than

the characteristic correlation length of the system, otherwise only statistical fluc-
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tuations are probed by our observables and the physics information will be lost.

And also the rapidity window should be concentrated at mid-rapidity with one

unit (|y| < 0.5) to avoid enhancing the fraction of the initial protons thus intro-

ducing non-equilibrium effects at low energy. In our main part of data analysis,

with the TPC PID, the phase space coverage of rapidity window size |y| < 0.5

and pT coverage 0.4 < pT < 0.8 GeV/c is large enough to keep the physics

information. Since our observables are sensitive to the correlation length and

non-equilibrium effects, we expect that we can observe critical signals even with

the baryon number conservation effects present.
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Summary and Outlook

The main goal of the higher moments analysis in heavy ion collisions is to

probe the bulk properties, such as phase structure and thermalization, of hot

dense nuclear matter and test the QCD theory in the non-perturbative region,

where it is rarely tested by experiments. As a direct application, for the first

time, the higher moments of net-proton distributions have been applied to search

for signatures of the QCD critical point, due to the high sensitivity to the corre-

lation length (ξ). In this thesis, the world’s first comprehensive and systematic

measurements and studies of the beam energy and system size dependence for

higher moments (M,σ, S, κ) as well as moment products (κσ2, Sσ) of net-proton

multiplicity distributions have been presented with a broad energy range and

different system sizes, which include Au+Au collisions at
√
s

NN
= 200, 130, 62.4,

39, 19.6, 11.5 and 7.7 GeV (including BES energies), Cu+Cu collisions at
√
s

NN

= 200, 62.4 and 22.4 GeV, d+Au collisions at
√
s

NN
= 200 GeV, p+p collisions

at
√
s

NN
= 200 and 62.4 GeV.

A characteristic signature for the existence of a QCD critical point would

be the non-monotonic dependence of the observations on the collision centrality

and/or energy (
√
s

NN
). It was found that the centrality dependence of various

moments (M,σ, S, κ) are consistent with the expectations evaluated from the

Central Limit Theorem (CLT) by assuming superposition of many independent

emission sources. The moment product κσ2 shows no centrality dependence while

Sσ shows a weak centrality dependence. Then energy dependence is studied by
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comparing the results from the Au+Au 200 GeV to those from the BES ener-

gies. The moment products κσ2 and Sσ of net-proton distributions from central

Au+Au collisions are consistent with Lattice QCD and HRG model calculations

at high energy (200, 130, 62.4 GeV) while deviating from (smaller than) HRG

model calculations at
√
s

NN
= 39, 19.6, 11.5 and 7.7 GeV. The deviations could

potentially be linked to chiral phase transitions and QCD critical point. Surpris-

ingly, Lattice QCD calculations got negative value for κσ2 at
√
s

NN
= 19.6 GeV.

This is a hint that there might be a non-monotonic behavior between 39 and

11.5 GeV. But the experimental data is with large error bar due to the limited

statistics. Fortunately, this ambiguity can be clarified soon by Run11 19.6 GeV

data with higher statistics. Recent model calculations show that the κσ2 value

will always be smaller than its Poisson statistical expectation value 1, when QCD

critical point is approached from the high energy cross-over side.

The mutual agreements between the μB/T extracted from thermal model

fits of particle ratio and from the event-by-event fluctuations observable Sσ of

net-proton distributions provides further evidence of thermalization of the hot

dense matter created in the heavy ion collisions. Further, the κσ2 and Sσ of

net-proton distributions are consistent with Lattice QCD calculations at high

energy, which also indicates thermalization of our system. The deviations of

the κσ2 and Sσ of net-proton distributions for Au+Au central collisions from

HRG model predications at low energies are not well understood. This may

result from the non-applicability of grand canonical ensemble or the appearance

of QCD critical point and chiral phase transitions at low energies. This should

be further investigated.

The experimental study of higher moments of net-proton distributions in

heavy ion collisions opens a new domain and provide an effective way for prob-

ing the bulk properties of nuclear matter. It also provide us a new way to

test the QCD theory in the non-perturbative region. We have determined the
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transition temperature Tc at μB = 0 by comparing the higher moments experi-

mental data with the first principle lattice QCD calculations. We conclude that,

Tc = 175+1
−7 MeV.

In the future, we can tune the input parameters of various theories and mod-

els, such as Lattice QCD and HRG, and the output can be used to fit with our

higher moments measurements to constrain fundamental parameters. This is of

great significance for nuclear physics and for heavy ion collision physics research.
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APPENDIX A

Derivation of Statistical Error Formula

The latest error estimation used in moment analysis can be found in ref.

[114]. The following analytical error propagation formula has been proved to be

overestimating the statistic errors of the moments.

The definition of various moments (M,σ, S, κ) can be written as :

M = < N >=
1

n

n∑
i=1

Ni (A.1)

σ =
√
< (N− < N >)2 > (A.2)

S =
< (N− < N >)3 >

σ3
(A.3)

κ =
< (N− < N >)4 >

σ4
− 3 (A.4)

where random variable N represents the measured quantity, n is the number of

events in the event ensemble, Ni is the measured quantities for ith event.

The Standard error propagation formula can be expressed as �

f = f(x1, x2...xn) (A.5)

σ(f) =

√√√√ n∑
i=1

(
∂f

∂xi
)2σ2

xi
(A.6)

The random variable f depends on other independent random variables x1, x2...xn

and their errors are σ(f), σx1 , σx2 ...σxn , respectively.
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A.1 Mean (M)

The derivative of the mean value (M) with respected to the Ni:

∂M

∂Ni
=
∂ < N >

∂Ni
=

1

n
(A.7)

Then we can get the error formula of the mean value :

σM =

√√√√ N∑
i=1

(
∂ < N >

∂Ni

)2σ2
Ni

=
1

n

√√√√ N∑
i=1

σ2
Ni

(A.8)

where σM is the error of mean value and the σNi
is the error of the ith measure-

ments for the variable N .

A.2 Standard Deviation (σ)

The derivative of the standard deviation (σ) with respected to the Ni:

∂σ

∂Ni
=

1

nσ
(Ni− < N >) (A.9)

Then we can get the error formula of the standard deviation :

σstd =

√√√√ N∑
i=1

(
∂σ

∂Ni
)2σ2

Ni
=

1

n

√√√√ N∑
i=1

{(Ni− < N >

σ
)2σ2

Ni
} (A.10)

where σstd is the error of standard deviation and the σNi
is the error of the ith

measurements for the variable N .
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A.3 Skewness (S)

Based on the definition of skewness, we have :

∂S

∂Ni
=

1

σ3

∂ < (N− < N >)3 >

∂Ni
+ (−3)

1

σ4

∂σ

∂Ni
< (N− < N >)3 > (A.11)

By introducing the equ. (A.9) into the equ.(A.11), we get :

∂S

∂Ni

=
3

nσ
[(

(Ni− < N >)

σ
)2 − (Ni− < N >)

σ
S − 1] (A.12)

Thus, the error formula for skewness is :

σS =

√√√√ N∑
i=1

(
∂S

∂Ni
)2σ2

Ni
=

3

nσ

√√√√ N∑
i=1

{[((Ni− < N >)

σ
)2 − (Ni− < N >)

σ
S − 1]2σ2

Ni
}

(A.13)

where σS is the error of standard deviation and the σNi
is the error of the ith

measurements for the variable N .

A.4 Kurtosis (κ)

Based on the definition of kurtosis, we have :

∂κ

∂Ni
=

1

σ4

∂ < (N− < N >)4 >

∂Ni
+

(−4)

σ5
< (N− < N >)4 >

∂σ

∂Ni
(A.14)

By introducing the equ. (A.9) into the equ.(A.14), we get :

∂κ

∂Ni
=

4

nσ
[(
Ni− < N >

σ
)3 − (κ+ 3)(

Ni− < N >

σ
) − S] (A.15)
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Thus, the error formula for kurtosis is :

σκ =

√√√√ N∑
i=1

(
∂κ

∂Ni

)2σ2
Ni

=
4

nσ

√√√√ N∑
i=1

{[(Ni− < N >

σ
)3 − (κ+ 3)(

Ni− < N >

σ
) − S]2σ2

Ni
}

(A.16)

where σκ is the error of standard deviation and the σNi
is the error of the ith

measurements for the variable N .

A.5 Kurtosis×Variance (κσ2)

The derivative of the κσ2 with respected to the Ni can be expressed as :

∂(κσ2)

∂Ni

= σ2 ∂κ

∂Ni

+ 2κσ
∂σ

∂Ni

(A.17)

The error formula for κσ2 can be written as :

σκσ2 =

√√√√ n∑
i=1

(σ2
∂κ

∂Ni
+ 2κσ

∂σ

∂Ni
)2σ2

Ni
(A.18)

= κσ2 ×
√√√√(

σκ

κ
)2 + (

2σstd

σ
)2 +

4

κσ

n∑
i=1

∂κ

∂Ni

∂σ

∂Ni
σ2

Ni
(A.19)

= κσ2 ×
√

(
σκ

κ
)2 + (

2σstd

σ
)2 (A.20)

where the σkappa and σstd are the errors for kurtosis and standard deviation,

respectively, and the σNi
is the error of the ith measurements for the variable N .
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A.6 Skewness×Standard Deviation (Sσ)

The derivative of the Sσ with respected to the Ni can be written as :

∂(Sσ)

∂Ni
= σ

∂S

∂Ni
+ S

∂σ

∂Ni
(A.21)

The error formula for Sσ is :

σSσ =

√√√√ n∑
i=1

(σ
∂S

∂Ni

+ S
∂σ

∂Ni

)2σ2
Ni

(A.22)

= Sσ ×
√√√√(

σS

S
)2 + (

σstd

σ
)2 +

2

Sσ

n∑
i=1

∂S

∂Ni

∂σ

∂Ni

σ2
Ni

(A.23)

= Sσ ×
√

(
σS

S
)2 + (

σstd

σ
)2 (A.24)

where the σS and σstd are the errors for skewness and standard deviation, re-

spectively, and the σNi
is the error of the ith measurements for the variable N .

A.7 Discussion

The most important thing of our error calculations is to estimate the error

for each independent measured quantity Ni, the σNi
, (i = 1, 2..n).

Here, we provide two candidate methods to estimate the σNi
.

1. If Ni = ni
1−ni

2, we assume the variable n1 and n2 distribute as independent

Poisson distributions. Then we have the error for measured Ni in each

event: σNi
= ni

1 + ni
2. For e.g., the error of net-proton in each event is

σN = np + np̄. For this case, we ignore weak correlation between proton

and anti-proton in each event due to the particle diffusion and re-scattering

within the chosen phase space coverage.
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2. As the each Ni, (i = 1, 2..n) comes from the same intrinsic distribution,

we can just simply use the standard deviation (σ) of the event-by-event

distribution to replace each σNi
. Hence, we have σNi

= σ. Then, the above

error formula for each moment can be simplified :

σM =
σ√
n

(A.25)

σstd =
σ√
n

(A.26)

σS =
3√
n
×
√
κ+ 2 − S2 (A.27)

σκ =
4√
n
×

√
< (N− < N >)6 >

σ6
− (κ+ 3)2 − S2 (A.28)

The error for each moment calculated from method 1 should be larger than

the error evaluated from method 2.
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