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Outline
• The Production Cycle 

• Automat-able Aspects of the production cycle 

• The Production level software tools of the production coordinator 
– Simulation Production Request API

– STAR Unified Meta Scheduler

– The Job Feeder
• Feeder flow chart 

• Redirection example 

– The Job Scanner 
• Simplified Example

– Resubmission 

• Detailed Overall Diagram 
– Charts derived from information collected by the job scanner  

• Dataset accumulation plot

• Causes of failure plot

• Percent success after resubmission plot

• Data Transfer plot
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Production Cycle
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Production Cycle (Automate-able)
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Production Cycle (Software Tools)
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Simulation Request API

• Request API
– Advanced language allows for flexible/complex Input validation 

– Requests are fully documented and reproducible (database 
back-end)

– Custom rolls
• Users - can view 

• PWGC (physics working group convener ) -can submit request 

• Production manager - can do everything (submit, modify, delete, 
update statues)

• Drupal benefits
– Content Management system used in STAR

– Written in PHP - lots of expertise to maintain custom modules

– Drupal provides access level rights (ACL).

– Self-consistent with STAR web support plans
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SUMS (STAR Unified Meta Scheduler)

• Converts the users xml 

job descript into N jobs.

• Resolves dataset 

binding 

• Allows for resubmitting 

of failed jobs  

• Discussed in:

CHEP06 Meta-configuration for dynamic resource brokering: the SUMS approach

CHEP04
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The Job Feeder 
• Keeps queue topped up, does not submit 
all jobs at once.

• Increases scalability

• Automates submission  

• Keeps queue at max occupancy 

• Allows for fine tuning of resource usage
– Ask for only N slots at a time

• Reduces recovery time from cluster failure
– Limits number of jobs exposed to failure

– Can be used to prevent submission to black-
hole sites (feeding too quickly)
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The Job Feeder 
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The Job Feeder 
(Redirection After Submission)

Two Scenarios:

• Slow transition*

• Have to get out now!
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The Job Scanner 
• Records the state of jobs 

• Scans standard job structure (parses the job tree)
– Pattern recognition of standard success and error states from 
keywords in log files (Example: “segmentation violation” )

– Input/Out file sizes and MD5sums are captured.
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Simplified Example
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Resubmission 
• During the initial submission where the users request 
description is transformed into jobs, the jobs are also 
written into an XML serialized file.

• Should any job(s) fail the user can feed this file back to 
the scheduler and resubmit exactly only the failed jobs.  

sums-submit -resubmit 1,2,357  D9CC6.session.xml

sums-submit -resubmit 56-85  D9CC6.session.xml

sums-submit –policy zenEC2  myRequest.xml
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Conclusions 
• Much of the production cycle is automat-able 

– someone still needs to oversee the process as a whole.

• A production level suite of Independent components allows for essentially 
piping jobs between each component to achieve different manipulations.  
– Simulation Production Request API – provides request validation and request 
documentation for reproducibility.

– SUMS scheduler generates and submits jobs as well as producing session files 
for later (re)submission and feeding of jobs.

– The Feeder takes overhead off the infrastructure without decreasing throughput 
while keeping production manageable.

– The Scanner, catalogs and identifies failed jobs for resubmissions (finds the 
needle in a haystack).
• Far superior to the quality that can be achieved, inspecting the jobs by hand. 

• Cataloging is provided and statistics can be extracted

– The resubmission system, which is a subcomponent of SUMS, makes 
resubmission of many jobs simple with out needing the original files and scripts.

• This simplistic approach if applied diligently can get us a long way.
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Done
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