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Why interesting ? : Cu+Au collisions
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Successfully run unique collisions by flexibility of RHIC 
d+Au collisions @ 200 GeV 
U+U collisions @ 193 GeV 
Cu+Au collisions @ 200 GeV ←this talk 
He3+Au collisions @ 200 GeV 
p+Au collisions @ 200 GeV ←this run 
p+Al collisions ←running now
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Test of the initial geometry

Left/Right asymmetry

● Core: asymmetric density 
profile

● Corona: larger on Au-side

Study

● Naturally arising odd 
harmonics

● Central collisions:

– Cu completely swallowed 
no Cu-going corona Glauber model CuAu, b=4fm

Cu Au

Multiply-interacting 
nucleons

Participant density (log-z scale)

Cu Au
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v
n
 measurements in Cu+Au

ψTrue

Φn or p-ψTrue

Ψ1,SMD

Cu

Ausouth

north

Add little detector cartoon

Cu

Au

● Asymmetric density profile will lead 
to asymmetric pressure gradient 

– Measure particle production 
relative to the Spectator(true) 
reaction plane.

● In data

– Use the shower max in the 
ZDC (neutron). 

– Direction decided by the Au 
spectators.

– Ψ1,SMD: combination of 
,��  �������� with flipped 
,�� . ��������  
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WWhhyy  iinntteerreessttiinngg??  


--  CCuu++AAuu  ccoolllliissiioonnss  --

Sizable E-field pointing from Au to Cu, due to 
different number of protons in both spectators 
Expect charge separation of directed flow due 
to a dipole deformation 

Electric conductivity of QGP? (PRC90.021903) 
Would be sensitive to the quark/anti-quark 
creation time (a life time of E-field ~0.25 fm/c)
(PRC90.064903) 

Higher-order flow would be also interesting to 
study η/s with hydrodynamic models under 
asymmetric pressure gradient 

PLB717(2012)287

A. Iordanova, RHIC&AGS2013
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FIG. 1. (Color online) Time evolution of event-averaged components of the magnetic (left-hand side) and electric (right-hand side) fields
in the center of the overlap region of colliding Cu + Au (solid lines) and Au + Au (dotted lines) systems at

√
sNN = 200 GeV and b = 7 fm.

The distributions are averaged over 70 events.

quantify within PHSD these possible signals and to provide
robust predictions.

We use here the PHSD version where the creation of
electromagnetic fields and particle transport in these fields are
taken into account by means of the retarded Liénard-Wiechert
potentials [26]. Only the source of the spectator protons is
considered since this source is dominant at the initial stage
when target and projectile spectators are close to each other.
By the time of about 1 fm/c, after contact of the nuclei,
the electromagnetic fields drop down by three orders of
magnitude and become comparable with the field from the
participants [26]. This offers the very specific property of the
early electric field to check experimentally if electric charges
are already present at this instant.

The time evolution of transverse electromagnetic field
components is compared between asymmetric Cu + Au (solid
lines) and symmetric Au + Au systems (dotted lines) in
Fig. 1 where the left-hand side displays the magnetic field
components and the right-hand side the electric ones. The
maximal values of the magnetic field components ⟨eBy⟩ are
on the level of a few m2

π being comparable for both systems.

For the symmetric case the results are in agreement with our
earlier results in Ref. [26]. The electric field components also
agree with the earlier results for symmetric collisions [26]
but in the case of the Cu + Au reaction the ⟨eEx⟩ component
is by a factor of ∼5 larger than that for symmetric Au + Au
collisions at the same energy [26]. This strong electric field
eEx is only present for about 0.25 fm/c during the overlap
phase of the heavy ions and will act as an electric accelerator
on charges that are present during this time. Note that when
charges appear only later together with the formation of
soft partons (t ! 0.5 fm/c) there will be no corresponding
charge separation effect on the directed flow. In the case of
symmetric collisions it was noted that ⟨Ex⟩ ≈ ⟨By⟩ [26,37].
This approximate equality is broken for asymmetric Cu + Au
collisions where ⟨eBy⟩ > ⟨eEx⟩.

Figure 2, furthermore, shows the distribution in the strength
and direction of electric field components for off-central
Cu + Au and Au + Au collisions. This snapshot is made for
the time when both nuclear centers are in the same transverse
plane. This condition corresponds to different times for the
two systems considered, which is confirmed by a shift of the
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FIG. 2. (Color online) Event-averaged electric field in the transverse plane for a Cu + Au (left) and Au + Au (right) collision at 200 GeV
at time t = 0.05 fm/c for the impact parameter b = 7 fm. Each vector represents the direction and magnitude of the electric field at that point.
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(Parton-hadron string dynamics)



Solenoidal Tracker At RHIC

EEMC
BBC

TPC

Trigger detectors: VPD, ZDC (detecting spectator neutrons) 
Tracking of charged particles: TPC (|η|<1) 
Event planes: ZDC-SMD(|η|>6.3), TPC, EEMC (1<η<2)

VPD



vvnn  mmeeaassuurreemmeennttss

Event plane method 
Ψ1 determined by ZDC-SMD measuring spectator neutrons 
Ψn (n>1) determined by TPC(η-sub) and EEMC 

Scalar product method 
vn (n>1) using flow vectors determined by TPC-tracks in 
forward and backward region 

Systematic uncertainty 
variation of track selection 
For v1, EP resolutions from different 3-sub events 
For vn, difference between TPC η-sub and EEMC
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Sizable v1even measured relative to ZDC-SMD plane in Au-going side, where Ψ1Au>0 
 

In Au+Au collisions, v1odd ~0.1% (v1even would be small because of  
sign-flipped symmetry on η), which is only due to density fluctuations 

Negative v1 in pT<1GeV/c: more low pT particles in Cu-side 
due to asymmetric pressure gradient? 

Positive v1 in pT>1GeV/c: more high pT particles in Au-side 
due to jet and/or corona by higher initial density in Au-side? 

Much smaller difference between positive and negative particles
8

v1 in Au+Au, 
STAR, PRL101.252301
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The heavy-ion program at the Relativistic Heavy-Ion
Collider (RHIC) seeks to understand the nature and dy-
namics of strongly interacting matter under extreme con-
ditions. It is widely expected that in collisions at RHIC, a
new partonic phase of matter is created, strongly interact-
ing quark gluon plasma [1]. In particular, its bulk nature is
revealed in strong elliptic flow, which in central collisions
approaches the predictions of ideal hydrodynamics, assum-
ing system thermalization on an extremely short time scale
(! 0:5 fm=c) [2]. However, the mechanism behind such
rapid thermalization remains far from clear and is under
active theoretical study [3–5]. This may be related to
another novel phenomenon that could be relevant at
RHIC—saturation of the gluon distribution—which char-
acterizes the nuclear parton distribution prior to collision
[6]. Various theoretical approaches to connect collision
geometry, saturated gluon distributions, and the onset of
bulk collective behavior are being explored [2]; more
experimental input would guide these efforts.

Directed flow refers to collective sidewards deflection of
particles and is characterized by a first-order harmonic (v1)
of the Fourier expansion of particle’s azimuthal distribu-
tion with respect to the reaction plane [7]. At large! (in the
fragmentation region) the directed flow is believed to be
generated during the nuclear passage time (2R="!
0:1 fm=c) [8,9]. It therefore probes the onset of bulk
collective dynamics during thermalization, providing valu-
able experimental guidance to models of the preequili-
brium stage. In this Letter, we present multiple-
differential measurements of v1 for Auþ Au and Cuþ
Cu collisions at

ffiffiffiffiffiffiffiffi
sNN

p ¼ 200 and 62.4 GeVas a function of
!, pt, and collision centrality. Here, we report an intriguing
new universal scaling of the phenomenon with collision
centrality. Existing implementations of Boltzmann or cas-
cade and hydrodynamic models are unable to explain the
measured trends.

At RHIC energies, it is a challenge to measure v1

accurately due to the relatively small signal and a poten-
tially large systematic error arising from nonflow (azimu-
thal correlations not related to the reaction plane
orientation). In this work, the reaction plane was deter-
mined from the sideward deflection of spectator neutrons
[9,10] measured in the Shower Maximum Detectors
(SMD) of the Zero Degree Calorimeters (ZDC) [11,12].
The v1 based on this quantity, denoted v1fZDC-SMDg
[11], should have minimal contribution from nonflow ef-
fects due to the large ! gap between the spectator neutrons
used to establish the reaction plane and the ! region where
the measurements were performed.

Charged-particle tracks were reconstructed in STAR’s
main time projection chamber (TPC) [13] and forward
TPCs [14], with pseudorapidity coverage j!j< 1:3 and
2:5< j!j< 4:0, respectively. The centrality definition (in

which zero represents the most central collisions) and track
quality cuts are the same as in Ref. [15]. This study is based
on Auþ Au samples of 8$ 106 events at 200 GeV, 5$
106 at 62.4 GeV, and Cuþ Cu samples of 12$ 106 events
at 200 GeV, and 8$ 106 at 62.4 GeV. All were obtained
with a minimum-bias trigger. Systematic uncertainties on
v1 measurements are estimated to be within 10% for the !
range studied. This limit is based on comparisons of
v1fZDC-SMDg and independent analysis methods
[11,15], and we also make use of forward-backward sym-
metry to constrain estimates of systematic errors. Nonflow
is not the dominant source of systematic uncertainty. More
details about these errors can be found in Refs. [11,15].
The resolution [7] of the first-order event plane recon-

structed using the ZDC-SMDs is a crucial quantity for this
analysis. The magnitude of the event-plane resolution,
defined as hcosð!EP &!RPÞi [7], increases with the spec-
tator v1 and the number of neutrons per event detected by
the ZDC-SMDs. The ZDC size is optimized for 200 GeV,
and its acceptance for spectator neutrons decreases at lower
energies due to spectator neutrons being emitted within a
cone whose apex angle increases with the inverse of the
beam momentum. For the 30%–60% most central colli-
sions, resolutions for 200 GeV Auþ Auand Cuþ Cu, and
for 62.4 GeV Auþ Au and Cuþ Cu are about 0.4, 0.15,
0.15, and 0.04, respectively (more details are provided in
Table 1 of Ref. [16]). The 30%–60% centrality interval is
the only region where the ZDC-SMD event-plane resolu-
tion can be reliably determined for all four systems.
The charged particle v1ð!Þ is shown in Fig. 1 for Auþ

Au at
ffiffiffiffiffiffiffiffi
sNN

p ¼ 200 GeV in three centralities. The inset
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FIG. 1 (color online). Charged particle v1ð!Þ for three central-
ities in Auþ Au collisions at 200 GeV. The arrows indicate the
algebraic sign of v1 for spectator neutrons, and their positions on
the ! axis correspond to beam rapidity. The inset shows the
mid-! region in more detail. The error bars are statistical, and
the shaded bands show systematic errors. PHOBOS results [18]
are also shown for midcentral collisions.
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Δv1=v1(h+)-v1(h-), and v1~1%, Δv1<0.2% 
Δv1 looks to be negative in pT<2 GeV/c, 
similar pT dependence to PHSD model (PRC90.064903),  
but smaller by a factor of 10 

Quarks existing at an earlier time than the life time 
of E-field (~0.25 fm/c) would be very small 

consistent with “two wave” scenario of light quark production
9
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FIG. 1. (Color online) Time evolution of event-averaged components of the magnetic (left-hand side) and electric (right-hand side) fields
in the center of the overlap region of colliding Cu + Au (solid lines) and Au + Au (dotted lines) systems at

√
sNN = 200 GeV and b = 7 fm.

The distributions are averaged over 70 events.

quantify within PHSD these possible signals and to provide
robust predictions.

We use here the PHSD version where the creation of
electromagnetic fields and particle transport in these fields are
taken into account by means of the retarded Liénard-Wiechert
potentials [26]. Only the source of the spectator protons is
considered since this source is dominant at the initial stage
when target and projectile spectators are close to each other.
By the time of about 1 fm/c, after contact of the nuclei,
the electromagnetic fields drop down by three orders of
magnitude and become comparable with the field from the
participants [26]. This offers the very specific property of the
early electric field to check experimentally if electric charges
are already present at this instant.

The time evolution of transverse electromagnetic field
components is compared between asymmetric Cu + Au (solid
lines) and symmetric Au + Au systems (dotted lines) in
Fig. 1 where the left-hand side displays the magnetic field
components and the right-hand side the electric ones. The
maximal values of the magnetic field components ⟨eBy⟩ are
on the level of a few m2

π being comparable for both systems.

For the symmetric case the results are in agreement with our
earlier results in Ref. [26]. The electric field components also
agree with the earlier results for symmetric collisions [26]
but in the case of the Cu + Au reaction the ⟨eEx⟩ component
is by a factor of ∼5 larger than that for symmetric Au + Au
collisions at the same energy [26]. This strong electric field
eEx is only present for about 0.25 fm/c during the overlap
phase of the heavy ions and will act as an electric accelerator
on charges that are present during this time. Note that when
charges appear only later together with the formation of
soft partons (t ! 0.5 fm/c) there will be no corresponding
charge separation effect on the directed flow. In the case of
symmetric collisions it was noted that ⟨Ex⟩ ≈ ⟨By⟩ [26,37].
This approximate equality is broken for asymmetric Cu + Au
collisions where ⟨eBy⟩ > ⟨eEx⟩.

Figure 2, furthermore, shows the distribution in the strength
and direction of electric field components for off-central
Cu + Au and Au + Au collisions. This snapshot is made for
the time when both nuclear centers are in the same transverse
plane. This condition corresponds to different times for the
two systems considered, which is confirmed by a shift of the
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FIG. 2. (Color online) Event-averaged electric field in the transverse plane for a Cu + Au (left) and Au + Au (right) collision at 200 GeV
at time t = 0.05 fm/c for the impact parameter b = 7 fm. Each vector represents the direction and magnitude of the electric field at that point.
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v2 peaks at more central collisions than Au+Au collisions 
40-50% in Au+Au (and Cu+Cu), 30-40% in Cu+Au

10

best resolution, are employed. The systematic uncertainties
for these measurements were estimated by detailed com-
parisons of the results obtained with the RXN, BBC,
and MPC event-plane detectors and subevent selections.
They are !3%, !8% and !20% for v2f!2g, v3f!3g, and
v4f!4g, respectively, for midcentral collisions and increase
by a few percent for more central and peripheral collisions.
Through further comparison of the results obtained with
the RXN, BBC, and MPC event-plane detectors, pseudor-
apidity dependent nonflow contributions that may influ-
ence the magnitude of vnf!ng, such as jet correlations,
were shown [9] to be much less than all other uncertainties
for v2f!2g and v4f!2g.

The vnf!ng values shown in Fig. 2 increase with pT for
most of the measured range, and decrease for more central
collisions. The v2f!2g increases as expected from central
to semiperipheral collisions, following the expected in-
crease of "n with impact parameter [19,27,28]. The
v3f!3g and, albeit with less statistical significance, also
the v4f!4g appear to be much less centrality dependent,
with v3 values comparable to v2f!2g in the most central
events. This behavior is consistent with Glauber calcula-
tions of the average fluctuations of the generalized ‘‘trian-
gular’’ eccentricity "3 [25,26]. The Fig. 2 panels (b) and (d)
show comparisons of v2f!2g and v3f!3g to results from
hydrodynamic calculations. The pT and centrality trends
for both v2f!2g and v3f!3g are in good agreement with the
hydrodynamic models shown, especially at pT below
" 1 GeV=c.

Figure 3 compares the centrality dependence of v2f!2g
and v3f!3g with several additional calculations, demon-
strating both the new constraints the data provide and also
the robustness of hydrodynamics to the details of different
model assumptions for medium evolution. Alver et al. [27]
use relativistic viscous hydrodynamics in 2þ 1 dimen-
sions. Fluctuations are introduced for two different initial

conditions. For Glauber initial conditions, the energy den-
sity distribution in the transverse plane is proportional to a
superposition of struck nucleon and binary-collision den-
sities; in MC-KLN initial conditions the energy density
profile is further controlled by the dependence of the gluon
saturation momentum on the transverse position [16,17].
The Glauber-MC and MC-KLN initial state models are
paired with the values 4!"=s ¼ 1 and 2, respectively, to
reproduce the measured v2f!2g [8]. The viscosity differ-
ence compensates for the !20% difference between the
initial "2 values associated with each model. The two
models have similar "3, and thus the larger viscosity
needed with MC-KLN calculations to match v2, leads to
a much lower v3 than obtained with Glauber MC calcu-
lations. Consequently, our measurement of v3f!3g helps to
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FIG. 2 (color online). vnf!ng vs pT measured via the reaction-plane method for different centrality bins; 0%–10% are the most
central collisions. Shaded (gray and pink) and hatched (blue) areas around the data points indicate sizes of systematic uncertainties.
The curves in panels (b) and (d) are predictions for v2f!2g and v3f!3g from two hydrodynamic models, both using Glauber initial
conditions and 4!"=s ¼ 1, Alver et al. [27] and Schenke et al. [32].
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FIG. 3 (color online). Comparison of [(a) and (b)] v2f!2g vs
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(2)’’ [32]; and ‘‘UrQMD’’ [29]. Shaded areas (magenta) around
the data points indicate sizes of systematic uncertainties.
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best resolution, are employed. The systematic uncertainties
for these measurements were estimated by detailed com-
parisons of the results obtained with the RXN, BBC,
and MPC event-plane detectors and subevent selections.
They are !3%, !8% and !20% for v2f!2g, v3f!3g, and
v4f!4g, respectively, for midcentral collisions and increase
by a few percent for more central and peripheral collisions.
Through further comparison of the results obtained with
the RXN, BBC, and MPC event-plane detectors, pseudor-
apidity dependent nonflow contributions that may influ-
ence the magnitude of vnf!ng, such as jet correlations,
were shown [9] to be much less than all other uncertainties
for v2f!2g and v4f!2g.

The vnf!ng values shown in Fig. 2 increase with pT for
most of the measured range, and decrease for more central
collisions. The v2f!2g increases as expected from central
to semiperipheral collisions, following the expected in-
crease of "n with impact parameter [19,27,28]. The
v3f!3g and, albeit with less statistical significance, also
the v4f!4g appear to be much less centrality dependent,
with v3 values comparable to v2f!2g in the most central
events. This behavior is consistent with Glauber calcula-
tions of the average fluctuations of the generalized ‘‘trian-
gular’’ eccentricity "3 [25,26]. The Fig. 2 panels (b) and (d)
show comparisons of v2f!2g and v3f!3g to results from
hydrodynamic calculations. The pT and centrality trends
for both v2f!2g and v3f!3g are in good agreement with the
hydrodynamic models shown, especially at pT below
" 1 GeV=c.

Figure 3 compares the centrality dependence of v2f!2g
and v3f!3g with several additional calculations, demon-
strating both the new constraints the data provide and also
the robustness of hydrodynamics to the details of different
model assumptions for medium evolution. Alver et al. [27]
use relativistic viscous hydrodynamics in 2þ 1 dimen-
sions. Fluctuations are introduced for two different initial

conditions. For Glauber initial conditions, the energy den-
sity distribution in the transverse plane is proportional to a
superposition of struck nucleon and binary-collision den-
sities; in MC-KLN initial conditions the energy density
profile is further controlled by the dependence of the gluon
saturation momentum on the transverse position [16,17].
The Glauber-MC and MC-KLN initial state models are
paired with the values 4!"=s ¼ 1 and 2, respectively, to
reproduce the measured v2f!2g [8]. The viscosity differ-
ence compensates for the !20% difference between the
initial "2 values associated with each model. The two
models have similar "3, and thus the larger viscosity
needed with MC-KLN calculations to match v2, leads to
a much lower v3 than obtained with Glauber MC calcu-
lations. Consequently, our measurement of v3f!3g helps to
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FIG. 2 (color online). vnf!ng vs pT measured via the reaction-plane method for different centrality bins; 0%–10% are the most
central collisions. Shaded (gray and pink) and hatched (blue) areas around the data points indicate sizes of systematic uncertainties.
The curves in panels (b) and (d) are predictions for v2f!2g and v3f!3g from two hydrodynamic models, both using Glauber initial
conditions and 4!"=s ¼ 1, Alver et al. [27] and Schenke et al. [32].
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FIG. 3 (color online). Comparison of [(a) and (b)] v2f!2g vs
Npart and [(c) and (d)] v3f!3g vs Npart measurements and
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and ‘‘Glauberþ 4!"=s ¼ 1 (1)’’ [27]; ‘‘Glauber þ 4!"=s ¼ 1
(2)’’ [32]; and ‘‘UrQMD’’ [29]. Shaded areas (magenta) around
the data points indicate sizes of systematic uncertainties.
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Fig. 1. The eccentricity ϵ2 (solid line), triangularity ϵ3 (dotted line) and the dipole
asymmetry ϵ1 (dashed line) of the initial fireball as function of the number of par-
ticipant nucleons in Cu–Au collisions from the Glauber Monte Carlo model [30]. The
vertical lines separate different centrality classes.

Fig. 2. Distribution of charged particles in pseudorapidity for 0–5% (solid line) and
20–30% (dashed line) centrality classes. The Au momentum is directed towards pos-
itive rapidity.

eccentricity ϵ2, triangularity ϵ3 and dipole asymmetry ϵ1 of the
fireball as function of the number of participants, averaged over
the initial density with weights r2, r3 and r3 respectively. In the
following we present results for two centrality classes 0–5% and
20–30% defined by the number of participants 190 ! N part and
81 ! N part ! 114 respectively. For each centrality class consid-
ered we generate 100 hydrodynamic events, and for each hydro-
dynamically generated freeze-out configuration 1000–1500 statis-
tical emission events. The relative statistical error on v2 and v3
from sampling the initial eccentricity and triangularity distribu-
tions with 100 events is 4–5%.

The distribution of charged particles in pseudorapidity dNch/
dηPS is asymmetric (Fig. 2). It reflects the asymmetry of the initial
entropy density (Eq. (1)) [19,34]. The number of participant nucle-
ons is larger in the Au nucleus, with the asymmetry increasing for
central collisions. Using the initial condition extrapolated from Au–
Au interactions at the same energy, the predicted multiplicities at
central rapidity are dNch/dηPS = 320 and 140 in 0–5% and 20–30%
centrality classes respectively.

The transverse momentum spectra of π+ , K + and protons
shown in Fig. 3 are softer than in Au–Au collisions. The predicted
average transverse momenta of pions, kaons and protons in cen-
tral collisions are 405, 587 and 775 MeV respectively. To obtain
correct particle ratios nonzero chemical potentials are introduced
at freeze-out, although the equation of state used to calculated the
dynamics of the system is at zero baryon density. The equation
of state is moderately changing with µ at small baryon densi-
ties [36], and the equation of state at zero baryon density can be
used for central rapidities in collisions at 200 GeV. The energy in
the Cooper–Frye formula at freeze-out is conserved to the order
µ2/T 2. The baryon chemical potential µB = 22 MeV at the freeze-
out temperature 150 MeV assures the same ratio p̄/p as measured
for Au–Au interactions [35].

Fig. 3. Transverse momentum spectra of π+ (solid lines), K + (dashed lines) and
protons (dotted lines) for 0–5% and 20–30% centrality classes (upper and lower
curves respectively).

The elliptic and triangular flow coefficients as function of p⊥
are presented in Fig. 4. The differential flow coefficients are cal-
culated using the two-particle cumulant method [37]. The elliptic
flow coefficient for semi-central events is significantly larger than
in central events. It reflects the larger value of the initial eccen-
tricity in the 20–30% centrality class (Fig. 1). The triangular flow is
similar in the two centrality classes studied. With increasing value
of shear viscosity the elliptic and triangular asymmetry coefficients
are reduced [13,38]. The influence of shear viscosity is larger in
peripheral events and for the triangular flow v3 [39,40]. The in-
tegrated value of the elliptic flow of charged particles in the p⊥
range 150–2000 MeV is 0.022 (0.020) for central and 0.048 (0.043)
for peripheral events when η/s = 0.08 (0.16). The corresponding
v3 coefficients for charged particles are 0.013 (0.011) and 0.016
(0.012).

In collisions of symmetric nuclei at ultrarelativistic energies the
directed flow exhibits a component odd in pseudorapidity [21,22,
41,42]. At central rapidities nonzero directed flow occurs due to
event-by-event fluctuations of the density profile [11,43–45]. In
the fireball created in the collision of two asymmetric nuclei such
as Cu–Au collisions the profile is asymmetric in the reaction plane
also on average. When defining the reaction plane always with the
Au nucleus in the x > 0 half plane a nonzero component of the
directed flow with respect to the reaction plane appears.

In Fig. 5 is shown the pT integrated directed flow coefficient
v1 of charged particles with respect to the reaction plane as func-
tion of pseudorapidity for centrality 20–30%. At central rapidities
the directed flow is negative, more particles flow in the direction
of the Cu half plane. Besides the nonzero component even in ηPS
a smaller odd component of v1 is visible in Fig. 5. In the hydrody-
namic model the odd component of the directed flow is generated
from the expansion of the fireball tilted away from the collision
axis [21,22]. The odd component of the directed flow is signif-
icantly reduced when viscosity increases, this effect comes from
the reduction of the longitudinal pressure in the early phase of the
collisions for higher viscosity [46].

The even component of the directed flow as function of trans-
verse momentum in the reaction plane

v1(p⊥){RP} =
〈
cos(φi − ΨRP)

〉
(2)

is estimated as the average for charged particles with |ηPS| < 1. The
direction of the reaction plane ΨRP is chosen in the direction of the
Au nucleus. Defining the reaction plane using all the nucleons in
the Au and Cu nuclei or only the spectator nucleons in the two
nuclei in each event gives indistinguishable results. The directed
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best resolution, are employed. The systematic uncertainties
for these measurements were estimated by detailed com-
parisons of the results obtained with the RXN, BBC,
and MPC event-plane detectors and subevent selections.
They are !3%, !8% and !20% for v2f!2g, v3f!3g, and
v4f!4g, respectively, for midcentral collisions and increase
by a few percent for more central and peripheral collisions.
Through further comparison of the results obtained with
the RXN, BBC, and MPC event-plane detectors, pseudor-
apidity dependent nonflow contributions that may influ-
ence the magnitude of vnf!ng, such as jet correlations,
were shown [9] to be much less than all other uncertainties
for v2f!2g and v4f!2g.

The vnf!ng values shown in Fig. 2 increase with pT for
most of the measured range, and decrease for more central
collisions. The v2f!2g increases as expected from central
to semiperipheral collisions, following the expected in-
crease of "n with impact parameter [19,27,28]. The
v3f!3g and, albeit with less statistical significance, also
the v4f!4g appear to be much less centrality dependent,
with v3 values comparable to v2f!2g in the most central
events. This behavior is consistent with Glauber calcula-
tions of the average fluctuations of the generalized ‘‘trian-
gular’’ eccentricity "3 [25,26]. The Fig. 2 panels (b) and (d)
show comparisons of v2f!2g and v3f!3g to results from
hydrodynamic calculations. The pT and centrality trends
for both v2f!2g and v3f!3g are in good agreement with the
hydrodynamic models shown, especially at pT below
" 1 GeV=c.

Figure 3 compares the centrality dependence of v2f!2g
and v3f!3g with several additional calculations, demon-
strating both the new constraints the data provide and also
the robustness of hydrodynamics to the details of different
model assumptions for medium evolution. Alver et al. [27]
use relativistic viscous hydrodynamics in 2þ 1 dimen-
sions. Fluctuations are introduced for two different initial

conditions. For Glauber initial conditions, the energy den-
sity distribution in the transverse plane is proportional to a
superposition of struck nucleon and binary-collision den-
sities; in MC-KLN initial conditions the energy density
profile is further controlled by the dependence of the gluon
saturation momentum on the transverse position [16,17].
The Glauber-MC and MC-KLN initial state models are
paired with the values 4!"=s ¼ 1 and 2, respectively, to
reproduce the measured v2f!2g [8]. The viscosity differ-
ence compensates for the !20% difference between the
initial "2 values associated with each model. The two
models have similar "3, and thus the larger viscosity
needed with MC-KLN calculations to match v2, leads to
a much lower v3 than obtained with Glauber MC calcu-
lations. Consequently, our measurement of v3f!3g helps to
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FIG. 2 (color online). vnf!ng vs pT measured via the reaction-plane method for different centrality bins; 0%–10% are the most
central collisions. Shaded (gray and pink) and hatched (blue) areas around the data points indicate sizes of systematic uncertainties.
The curves in panels (b) and (d) are predictions for v2f!2g and v3f!3g from two hydrodynamic models, both using Glauber initial
conditions and 4!"=s ¼ 1, Alver et al. [27] and Schenke et al. [32].
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FIG. 3 (color online). Comparison of [(a) and (b)] v2f!2g vs
Npart and [(c) and (d)] v3f!3g vs Npart measurements and

theoretical predictions (see text): ‘‘MC-KLN þ 4!"=s ¼ 2’’
and ‘‘Glauberþ 4!"=s ¼ 1 (1)’’ [27]; ‘‘Glauber þ 4!"=s ¼ 1
(2)’’ [32]; and ‘‘UrQMD’’ [29]. Shaded areas (magenta) around
the data points indicate sizes of systematic uncertainties.
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best resolution, are employed. The systematic uncertainties
for these measurements were estimated by detailed com-
parisons of the results obtained with the RXN, BBC,
and MPC event-plane detectors and subevent selections.
They are !3%, !8% and !20% for v2f!2g, v3f!3g, and
v4f!4g, respectively, for midcentral collisions and increase
by a few percent for more central and peripheral collisions.
Through further comparison of the results obtained with
the RXN, BBC, and MPC event-plane detectors, pseudor-
apidity dependent nonflow contributions that may influ-
ence the magnitude of vnf!ng, such as jet correlations,
were shown [9] to be much less than all other uncertainties
for v2f!2g and v4f!2g.

The vnf!ng values shown in Fig. 2 increase with pT for
most of the measured range, and decrease for more central
collisions. The v2f!2g increases as expected from central
to semiperipheral collisions, following the expected in-
crease of "n with impact parameter [19,27,28]. The
v3f!3g and, albeit with less statistical significance, also
the v4f!4g appear to be much less centrality dependent,
with v3 values comparable to v2f!2g in the most central
events. This behavior is consistent with Glauber calcula-
tions of the average fluctuations of the generalized ‘‘trian-
gular’’ eccentricity "3 [25,26]. The Fig. 2 panels (b) and (d)
show comparisons of v2f!2g and v3f!3g to results from
hydrodynamic calculations. The pT and centrality trends
for both v2f!2g and v3f!3g are in good agreement with the
hydrodynamic models shown, especially at pT below
" 1 GeV=c.

Figure 3 compares the centrality dependence of v2f!2g
and v3f!3g with several additional calculations, demon-
strating both the new constraints the data provide and also
the robustness of hydrodynamics to the details of different
model assumptions for medium evolution. Alver et al. [27]
use relativistic viscous hydrodynamics in 2þ 1 dimen-
sions. Fluctuations are introduced for two different initial

conditions. For Glauber initial conditions, the energy den-
sity distribution in the transverse plane is proportional to a
superposition of struck nucleon and binary-collision den-
sities; in MC-KLN initial conditions the energy density
profile is further controlled by the dependence of the gluon
saturation momentum on the transverse position [16,17].
The Glauber-MC and MC-KLN initial state models are
paired with the values 4!"=s ¼ 1 and 2, respectively, to
reproduce the measured v2f!2g [8]. The viscosity differ-
ence compensates for the !20% difference between the
initial "2 values associated with each model. The two
models have similar "3, and thus the larger viscosity
needed with MC-KLN calculations to match v2, leads to
a much lower v3 than obtained with Glauber MC calcu-
lations. Consequently, our measurement of v3f!3g helps to
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vn with scalar product method were measured for check 
Good agreement with EP-method in central collisions 
Start to deviate in more peripheral collisions, which can be understood by 
different sensitivity to non-flow
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Charge-dependent directed flow in Cu+Au collisions have been 
presented 

The difference between v1(h+) and v1(h-) has the same sign and pT 
dependence as PHSD model prediction, which may be a direct evidence of 
the predicted initial electric field 
Δv1 is much smaller than the model, which indicates the number of 
(anti-)quarks existing at an earlier time (t<0.25 fm/c) would be a small fraction 
of all (anti-)quarks produced 
A quantitative comparison with model is on-going 

Higher-order flow (v2-v4) have also been measured 
v2 and v3 look to have slightly different centrality dependence from Au+Au, 
especially v3, which decreases in more peripheral collisions  
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Thank you for your attention!
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Small signal of v1 at mid-rapidity in Au+Au collisions

17

shows, on expanded scales, the mid-! region measured by
the main TPC, where v1 is resolvable below the 0.1% level.
Within the studied ! range, the sign of charged particle v1

is opposite to that of the spectators, and the v1 magnitude
increases from central to peripheral collisions. For 0%–5%
centrality, the slope dv1=d! changes sign above the
middle of the forward time projection chamber (FTPC)
pseudorapidity acceptance, and our results agree with the
pattern reported by PHOBOS over a broader ! range
[17,18].

The ratio hpxi=hpti is shown in Fig. 1 for the most
central data (0%–5%), in comparison to v1. Here, px refers
to the in-plane component of a track’s transverse momen-
tum, a quantity commonly used prior to the 1990s [10]. As
elaborated below, there is interest in the behavior of both
v1 and hpxi when v1ðptÞ changes sign.

To further examine v1, the 200 GeV Auþ Au data are
divided into bins of pt (Fig. 2). The upper and lower panels
show results from the main TPC and the FTPCs, respec-
tively. In the main TPC, v1ðptÞ crosses zero at 1< pt <
2 GeV=c for central and midcentral collisions. A zero-
crossing behavior in v1ðptÞ is necessarily exhibited by a
hydrodynamic calculation in which hpxi, presumably im-
parted during the passing time of the initial-state nuclei,
has been neglected and set equal to zero [19]. Because of
the poor momentum resolution of the FTPCs at higher pt,
we cannot test the zero crossing at forward !. It is note-
worthy that the observed hpxi, presented in Fig. 1, is far

from negligible, which contradicts the assumptions used in
the hydrodynamic calculations.
The observed v1ðptÞ dependence can be explained by

assuming that pions and baryons flow with opposite sign,
coupled with the measured baryon enhancement at higher
pt [20]. For example, taking linear functions [21] for pion
and baryon v1ðptÞ, we obtain a satisfactory description of
our data (see the solid curve in Fig. 2) with pion v1 slopes,
dv1=dpt ¼ %0:18& 0:02, %0:34& 0:02, and %0:52&
0:04, and baryon v1 slopes 0:56& 0:12, 0:86& 0:10, and
1:02& 0:12 for centralities 0%–5%, 5%–40%, and 40%–
80%, respectively. Note that the opposite v1 slope for pions
and protons, with the magnitude of proton slopes being
larger, in this case is consistent with calculations [22]
where the ‘‘wiggle’’ rapidity dependence of identified par-
ticles has been predicted to result from the interplay of
stopping and radial flow. Currently, we are unable to test
the wiggle effect in v1ðyÞ with identified particles due to
limited statistics and limited particle identification.
To study the energy and system-size dependence of v1,

Fig. 3 shows Cuþ Cu data compared to Auþ Au in the
centrality range 30%–60% for both 200 and 62.4 GeV.
There is a clear trend for v1ð!Þ to decrease with increasing
beam energy for both Auþ Au and Cuþ Cu. In the
studied pseudorapidity and centrality range, v1ð!Þ is,
within errors, independent of the system size at each
beam energy, despite the three-to-one mass ratio between
gold and copper. This remarkable feature holds for almost
all centrality bins studied, as shown in Fig. 4, and persists
even near mid-! (as shown in the upper panel), where
elliptic flow (v2) of charged particles in Cuþ Cu is con-
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FIG. 2 (color online). Charged particle v1ðptÞ in 200 GeV
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curve are hydrodynamic calculations for the labeled rapidities at
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the text for an explanation of the solid curve. The plotted error
bars are statistical, and systematic errors (see Fig. 1) are within
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FIG. 3 (color online). Charged particle v1ð!Þ for midcentral
(30%–60%) Auþ Au and Cuþ Cu at 200 and 62.4 GeV. The
solid curves and dashed curves are odd-order polynomial fits to
guide the eye and demonstrate the forward-backward symmetry
of the data. The wider shaded bands are from AMPT for the
same conditions as the data. For clarity, 200 (62.4) GeV calcu-
lations are shown only at negative (positive) !. The plotted error
bars are statistical, and systematic errors (see Figs. 1 and 5) are
within 10%.
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increases from central to peripheral collisions. For 0%–5%
centrality, the slope dv1=d! changes sign above the
middle of the forward time projection chamber (FTPC)
pseudorapidity acceptance, and our results agree with the
pattern reported by PHOBOS over a broader ! range
[17,18].

The ratio hpxi=hpti is shown in Fig. 1 for the most
central data (0%–5%), in comparison to v1. Here, px refers
to the in-plane component of a track’s transverse momen-
tum, a quantity commonly used prior to the 1990s [10]. As
elaborated below, there is interest in the behavior of both
v1 and hpxi when v1ðptÞ changes sign.

To further examine v1, the 200 GeV Auþ Au data are
divided into bins of pt (Fig. 2). The upper and lower panels
show results from the main TPC and the FTPCs, respec-
tively. In the main TPC, v1ðptÞ crosses zero at 1< pt <
2 GeV=c for central and midcentral collisions. A zero-
crossing behavior in v1ðptÞ is necessarily exhibited by a
hydrodynamic calculation in which hpxi, presumably im-
parted during the passing time of the initial-state nuclei,
has been neglected and set equal to zero [19]. Because of
the poor momentum resolution of the FTPCs at higher pt,
we cannot test the zero crossing at forward !. It is note-
worthy that the observed hpxi, presented in Fig. 1, is far

from negligible, which contradicts the assumptions used in
the hydrodynamic calculations.
The observed v1ðptÞ dependence can be explained by

assuming that pions and baryons flow with opposite sign,
coupled with the measured baryon enhancement at higher
pt [20]. For example, taking linear functions [21] for pion
and baryon v1ðptÞ, we obtain a satisfactory description of
our data (see the solid curve in Fig. 2) with pion v1 slopes,
dv1=dpt ¼ %0:18& 0:02, %0:34& 0:02, and %0:52&
0:04, and baryon v1 slopes 0:56& 0:12, 0:86& 0:10, and
1:02& 0:12 for centralities 0%–5%, 5%–40%, and 40%–
80%, respectively. Note that the opposite v1 slope for pions
and protons, with the magnitude of proton slopes being
larger, in this case is consistent with calculations [22]
where the ‘‘wiggle’’ rapidity dependence of identified par-
ticles has been predicted to result from the interplay of
stopping and radial flow. Currently, we are unable to test
the wiggle effect in v1ðyÞ with identified particles due to
limited statistics and limited particle identification.
To study the energy and system-size dependence of v1,

Fig. 3 shows Cuþ Cu data compared to Auþ Au in the
centrality range 30%–60% for both 200 and 62.4 GeV.
There is a clear trend for v1ð!Þ to decrease with increasing
beam energy for both Auþ Au and Cuþ Cu. In the
studied pseudorapidity and centrality range, v1ð!Þ is,
within errors, independent of the system size at each
beam energy, despite the three-to-one mass ratio between
gold and copper. This remarkable feature holds for almost
all centrality bins studied, as shown in Fig. 4, and persists
even near mid-! (as shown in the upper panel), where
elliptic flow (v2) of charged particles in Cuþ Cu is con-
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FIG. 3 (color online). Charged particle v1ð!Þ for midcentral
(30%–60%) Auþ Au and Cuþ Cu at 200 and 62.4 GeV. The
solid curves and dashed curves are odd-order polynomial fits to
guide the eye and demonstrate the forward-backward symmetry
of the data. The wider shaded bands are from AMPT for the
same conditions as the data. For clarity, 200 (62.4) GeV calcu-
lations are shown only at negative (positive) !. The plotted error
bars are statistical, and systematic errors (see Figs. 1 and 5) are
within 10%.
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The heavy-ion program at the Relativistic Heavy-Ion
Collider (RHIC) seeks to understand the nature and dy-
namics of strongly interacting matter under extreme con-
ditions. It is widely expected that in collisions at RHIC, a
new partonic phase of matter is created, strongly interact-
ing quark gluon plasma [1]. In particular, its bulk nature is
revealed in strong elliptic flow, which in central collisions
approaches the predictions of ideal hydrodynamics, assum-
ing system thermalization on an extremely short time scale
(! 0:5 fm=c) [2]. However, the mechanism behind such
rapid thermalization remains far from clear and is under
active theoretical study [3–5]. This may be related to
another novel phenomenon that could be relevant at
RHIC—saturation of the gluon distribution—which char-
acterizes the nuclear parton distribution prior to collision
[6]. Various theoretical approaches to connect collision
geometry, saturated gluon distributions, and the onset of
bulk collective behavior are being explored [2]; more
experimental input would guide these efforts.

Directed flow refers to collective sidewards deflection of
particles and is characterized by a first-order harmonic (v1)
of the Fourier expansion of particle’s azimuthal distribu-
tion with respect to the reaction plane [7]. At large! (in the
fragmentation region) the directed flow is believed to be
generated during the nuclear passage time (2R="!
0:1 fm=c) [8,9]. It therefore probes the onset of bulk
collective dynamics during thermalization, providing valu-
able experimental guidance to models of the preequili-
brium stage. In this Letter, we present multiple-
differential measurements of v1 for Auþ Au and Cuþ
Cu collisions at

ffiffiffiffiffiffiffiffi
sNN

p ¼ 200 and 62.4 GeVas a function of
!, pt, and collision centrality. Here, we report an intriguing
new universal scaling of the phenomenon with collision
centrality. Existing implementations of Boltzmann or cas-
cade and hydrodynamic models are unable to explain the
measured trends.

At RHIC energies, it is a challenge to measure v1

accurately due to the relatively small signal and a poten-
tially large systematic error arising from nonflow (azimu-
thal correlations not related to the reaction plane
orientation). In this work, the reaction plane was deter-
mined from the sideward deflection of spectator neutrons
[9,10] measured in the Shower Maximum Detectors
(SMD) of the Zero Degree Calorimeters (ZDC) [11,12].
The v1 based on this quantity, denoted v1fZDC-SMDg
[11], should have minimal contribution from nonflow ef-
fects due to the large ! gap between the spectator neutrons
used to establish the reaction plane and the ! region where
the measurements were performed.

Charged-particle tracks were reconstructed in STAR’s
main time projection chamber (TPC) [13] and forward
TPCs [14], with pseudorapidity coverage j!j< 1:3 and
2:5< j!j< 4:0, respectively. The centrality definition (in

which zero represents the most central collisions) and track
quality cuts are the same as in Ref. [15]. This study is based
on Auþ Au samples of 8$ 106 events at 200 GeV, 5$
106 at 62.4 GeV, and Cuþ Cu samples of 12$ 106 events
at 200 GeV, and 8$ 106 at 62.4 GeV. All were obtained
with a minimum-bias trigger. Systematic uncertainties on
v1 measurements are estimated to be within 10% for the !
range studied. This limit is based on comparisons of
v1fZDC-SMDg and independent analysis methods
[11,15], and we also make use of forward-backward sym-
metry to constrain estimates of systematic errors. Nonflow
is not the dominant source of systematic uncertainty. More
details about these errors can be found in Refs. [11,15].
The resolution [7] of the first-order event plane recon-

structed using the ZDC-SMDs is a crucial quantity for this
analysis. The magnitude of the event-plane resolution,
defined as hcosð!EP &!RPÞi [7], increases with the spec-
tator v1 and the number of neutrons per event detected by
the ZDC-SMDs. The ZDC size is optimized for 200 GeV,
and its acceptance for spectator neutrons decreases at lower
energies due to spectator neutrons being emitted within a
cone whose apex angle increases with the inverse of the
beam momentum. For the 30%–60% most central colli-
sions, resolutions for 200 GeV Auþ Auand Cuþ Cu, and
for 62.4 GeV Auþ Au and Cuþ Cu are about 0.4, 0.15,
0.15, and 0.04, respectively (more details are provided in
Table 1 of Ref. [16]). The 30%–60% centrality interval is
the only region where the ZDC-SMD event-plane resolu-
tion can be reliably determined for all four systems.
The charged particle v1ð!Þ is shown in Fig. 1 for Auþ

Au at
ffiffiffiffiffiffiffiffi
sNN

p ¼ 200 GeV in three centralities. The inset
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FIG. 1 (color online). Charged particle v1ð!Þ for three central-
ities in Auþ Au collisions at 200 GeV. The arrows indicate the
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the ! axis correspond to beam rapidity. The inset shows the
mid-! region in more detail. The error bars are statistical, and
the shaded bands show systematic errors. PHOBOS results [18]
are also shown for midcentral collisions.
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Fig. 4. Elliptic (panel a) and triangular (panel b) flow coefficients of charged particles as function of transverse momentum for centralities 0–5% (solid lines) and 20–30%
(dashed lines). The results of the calculation with η/s = 0.08 are presented with lines and for η/s = 0.16 using lines with triangles.

Fig. 5. Directed flow of charged particles as function of pseudorapidity with respect
to the reaction plane. The results of the calculation with η/s = 0.08 are presented
using a solid line and for η/s = 0.16 using a solid line with triangles.

Fig. 6. Directed flow of charged particles as function of transverse momentum with
respect to the reaction plane (dashed line) and the event plane (solid lines) for
|ηPS| < 1, the dots represent the directed flow with respect to the reaction plane
odd in pseudorapidity for |ηPS| < 2. The results of the calculation of v1{EP} with
η/s = 0.16 are presented using a solid line with triangles.

flow v1(p⊥) is negative for small momenta and changes sign for
p⊥ ≃ 850 MeV (Fig. 6). The component of the directed flow odd in
pseudorapidity

v1(p⊥){RP}(odd) =
〈
sgn(ηPS) cos(φi − ΨRP)

〉
(3)

is much smaller than the even one (we take charged particles with
|ηPS| < 2).

Fluctuations of the fireball density in each event change the ori-
entation and the magnitude of the directed flow in each event [43].
We follow the procedure of Refs. [11,47], where the Q vector of
the event plane is defined with a weight reducing the contribution
of momentum conservation to the directed flow

Q eiΨ1 =
〈
wie

iφi
〉

(4)

Fig. 7. The femtoscopy radii Rout , Rside , and Rlong as function of the average trans-
verse momentum of the pion pair. The dashed lines represent the results of the
event-by-event hydrodynamics and the solid lines the results obtained in a simula-
tion using one average initial condition.

with wi = p⊥ − ⟨p2
⊥⟩/⟨p⊥⟩. The Q weighted value of the directed

flow coefficient is

v1(p⊥){EP} = ⟨Q cos(φi − Ψ1)⟩√
⟨Q 2⟩

. (5)

The directed flow coefficient v1(p⊥) with respect to the event
plane has the same form as the even component defined in the
reaction plane, but with a slightly larger magnitude (solid line in
Fig. 6). This means that fluctuations increase the directed flow at
central rapidity. The calculated directed flow in the event plane
does not depend strongly on the value of shear viscosity.

The correlation function for same charge pion pairs is calcu-
lated using the momenta and positions of pions emitted in each
event [32,48]. From the correlation function in relative momen-
tum of the pair the femtoscopy radii are extracted. In Fig. 7 is
shown the dependence of the three radii Rout , Rside , and Rlong on
the average pion momentum. This dependence is similar as seen in
Au–Au collisions, but with smaller values of the radii. In addition,
we calculate the femtoscopy radii using one hydrodynamic simu-
lation starting from the average initial condition corresponding to
centrality 0–5% (solid lines in Fig. 7). The results are very simi-
lar as obtained in event by event simulations. It shows that flow
fluctuations in the event by event evolution are too small to affect
significantly the femtoscopy radii.

We present predictions of the event by event viscous hydro-
dynamic model for Cu–Au collisions at

√
sNN = 200 GeV. The

charged particle multiplicity and femtoscopy radii are smaller than
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Fig. 5. Directed flow of charged particles as function of pseudorapidity with respect
to the reaction plane. The results of the calculation with η/s = 0.08 are presented
using a solid line and for η/s = 0.16 using a solid line with triangles.

Fig. 6. Directed flow of charged particles as function of transverse momentum with
respect to the reaction plane (dashed line) and the event plane (solid lines) for
|ηPS| < 1, the dots represent the directed flow with respect to the reaction plane
odd in pseudorapidity for |ηPS| < 2. The results of the calculation of v1{EP} with
η/s = 0.16 are presented using a solid line with triangles.

flow v1(p⊥) is negative for small momenta and changes sign for
p⊥ ≃ 850 MeV (Fig. 6). The component of the directed flow odd in
pseudorapidity

v1(p⊥){RP}(odd) =
〈
sgn(ηPS) cos(φi − ΨRP)

〉
(3)

is much smaller than the even one (we take charged particles with
|ηPS| < 2).

Fluctuations of the fireball density in each event change the ori-
entation and the magnitude of the directed flow in each event [43].
We follow the procedure of Refs. [11,47], where the Q vector of
the event plane is defined with a weight reducing the contribution
of momentum conservation to the directed flow

Q eiΨ1 =
〈
wie

iφi
〉

(4)

Fig. 7. The femtoscopy radii Rout , Rside , and Rlong as function of the average trans-
verse momentum of the pion pair. The dashed lines represent the results of the
event-by-event hydrodynamics and the solid lines the results obtained in a simula-
tion using one average initial condition.

with wi = p⊥ − ⟨p2
⊥⟩/⟨p⊥⟩. The Q weighted value of the directed

flow coefficient is

v1(p⊥){EP} = ⟨Q cos(φi − Ψ1)⟩√
⟨Q 2⟩

. (5)

The directed flow coefficient v1(p⊥) with respect to the event
plane has the same form as the even component defined in the
reaction plane, but with a slightly larger magnitude (solid line in
Fig. 6). This means that fluctuations increase the directed flow at
central rapidity. The calculated directed flow in the event plane
does not depend strongly on the value of shear viscosity.

The correlation function for same charge pion pairs is calcu-
lated using the momenta and positions of pions emitted in each
event [32,48]. From the correlation function in relative momen-
tum of the pair the femtoscopy radii are extracted. In Fig. 7 is
shown the dependence of the three radii Rout , Rside , and Rlong on
the average pion momentum. This dependence is similar as seen in
Au–Au collisions, but with smaller values of the radii. In addition,
we calculate the femtoscopy radii using one hydrodynamic simu-
lation starting from the average initial condition corresponding to
centrality 0–5% (solid lines in Fig. 7). The results are very simi-
lar as obtained in event by event simulations. It shows that flow
fluctuations in the event by event evolution are too small to affect
significantly the femtoscopy radii.

We present predictions of the event by event viscous hydro-
dynamic model for Cu–Au collisions at

√
sNN = 200 GeV. The

charged particle multiplicity and femtoscopy radii are smaller than
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