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★ Sensi>ve	  to	  ini>al	  gluon	  density	  and	  gluon	  
distribu>on.	  Due	  to	  its	  large	  mass	  a	  good	  pQCD	  test	  
at	  RHIC	  collision	  energies

★ Provides	  important	  baseline	  for	  corresponding	  
measurements	  in	  heavy-‐ion	  collisions
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« Indirect	  measurements	  through	  semi-‐
leptonic	  decay

« can	  be	  triggered	  easily	  (high	  pT)

« higher	  B.R.
« indirect	  access	  to	  the	  heavy	  quark	  kinema>cs
« contribu>on	  from	  both	  charm	  and	  bo\om	  hadron	  
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«Direct	  reconstruc>on	  
« direct	  access	  to	  heavy	  quark	  

kinema>cs
« difficult	  to	  trigger	  (high	  energy	  

trigger	  only	  for	  correla>on	  
measurements)

« smaller	  Branching	  Ra>o	  (B.R.)
« large	  combinatorial	  background	  	  

(need	  handle	  on	  decay	  vertex)
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FIG. 7: (a) Derived pT spectrum for inclusive photons (solid
line) and the uncertainty represented by the region between
the spectra of π0 and η decay photons (dot-dashed line) and
inclusive photon with doubled direct photon yield (dotted
line) as well as their ratio to the inclusive photon as shown in
(b).

described Sec. II C, while in the Run2005 analysis, the
purity are calculated separately for the two high-tower
triggers. Figure 6 shows the purity as a function of elec-
tron pT for the Run2008 (a) and the Run2005 (b) data.
Tighter electron identification cuts and much higher pho-
tonic electron yield lead to much higher purity for the
Run2005 inclusive electron sample.

D. Photonic Electron Reconstruction Efficiency

Since photon conversions, π0 and η meson Dalitz de-
cays are the dominant sources of photonic electrons, they
are the components that we used to calculate εpho, the
photonic electron reconstruction efficiency, in the anal-
ysis of the Run2008 data. The εpho for each individual
component is calculated separately to account for its pos-
sible dependence on the decay kinematics of the parent
particles. The final εpho is obtained by combining results
from all components according to their relative contribu-
tion to the photonic electron yield.
The determination of εpho is done through reconstruct-

ing electrons from simulated γ conversion or Dalitz decay
of π0 and η with uniform pT distributions that are em-
bedded into high-tower trigger events. These events are
then fully reconstructed using the same software chain as
used for data analysis. To account for the efficiency de-
pendence on the parent particle pT , we use a fit function
to the measured π0 spectrum, the derived η and inclu-
sive photon pT spectra as weights. The fit function to the
measured π0 spectrum is provided by the PHENIX ex-
periment in Ref. [32]. The η spectrum is derived from the
π0 measurement assuming mT scaling, i.e. replacing pT
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FIG. 8: (Color online) Photonic electron reconstruction effi-
ciency as a function of pT for (a) γ conversion (open circles),
π0 (closed triangles) and η (open triangles) Dalitz decay for
the Run2008 analysis, (b) combination of γ conversion, π0

and η Dalitz decay for the Run2008 analysis and (c) γ con-
version for the Run2005 analysis. The solid line is a fit and the
dashed lines represent the uncertainty. See text for details.

.

with
√

p2T +m2
h −m2

π0 while keeping the function form

unchanged. Figure 7 (a) shows the derived inclusive γ pT
spectrum (solid line), and an estimate of its uncertainty
represented by the region between the dotted and dot-
dashed lines. Figure 7 (b) shows the uncertainty in linear
scale. The inclusive γ spectrum is obtained by adding the
direct γ yield to the π0 and η decay γ yield calculated
using PYTHIA. The direct γ yield is obtained from the
fit function to the direct γ measurement provided by the
PHENIX experiment in Ref. [32]. The dot-dashed line
represents the γ spectrum from π0 and η decay alone.
The dotted line is obtained by doubling the direct γ com-
ponent in the inclusive photon spectrum. By comparing
the ratio of the derived inclusive γ yield to that of π0

and η decay photon with the double ratio measurement
in Au+Au most peripheral collisions [33], we found the
uncertainty covers the possible variations of the inclusive
photon yield.
STAR simulations for γ conversion and Dalitz decay

are based on GEANT3 [34] which incorrectly treats
Dalitz decays as simple 3-body decays in phase space.
We therefore modified the GEANT decay routines us-
ing the correct Kroll-Wada decay formalism [35]. Their
kinematics is strongly modified by the dynamic electro-
magnetic structure arising at the vertex of the transition
which is formally described by a form factor. We included
the most recent form factors using a linear approximation
for the π0 Dalitz decay [36], and a pole approximation
for the decays of η [37].
Figure 8 (a) shows the photonic electron reconstruction

efficiency as a function of electron pT for γ conversion,
π0 and η Dalitz decay electrons, which turn out to be
very similar because of the similar decay kinematics. The

€ 

Nnpe = N(inclusive)εpurity −
N(photonic)

εpho

Photonic Electron Reconstruction Efficiency εpho 
•  Estimated from embedding 
•  Precision is critical to Nnpe  

pT(partner)>0.3GeV/c 
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FIG. 5: (Color online) nσe distribution for inclusive electrons
(closed circles) and fits from different components at (a) 2.5
GeV/c < pT < 3.0 GeV/c in the Run2008 analysis, (b) 2.5
GeV/c < pT < 3.5 GeV/c in the Run2005 analysis and (c)
8.0 GeV/c < pT < 10.0 GeV/c in the Run2008 analysis after
applying all electron identification cuts except the nσe cut.
Different curves represent K± + p± (dotted line), π± (dot-
dashed line), electrons (dashed line) and the overall fit (solid
lines)

.

pT < 3.0 GeV/c and (b) 8.0 GeV/c < pT < 10.0 GeV/c
from unlike-sign, like-sign pairs as well as for photonic
electrons from the unlike-minus-like pairs. Here all elec-
tron identification cuts, except the nσe cut, are applied.
The nσe of photonic electrons are well fitted with Gaus-
sian functions. Figure 4 (c) shows the mean and width
of the Gaussian fit as a function of electron pT , which,
as discussed above, differ slightly from the ideal values.
The solid lines in the figure are fits to the data using
a second order polynomial function. The dotted lines
are also second order polynomial fits to the data except
that the data points are moved up and down simulta-
neously by one standard deviation. The region between
the dotted lines represents a conservative estimate of the
fit uncertainty since we assume that the points are fully
correlated. The mean, width and their corresponding un-
certainties from the fits are used to define the shape of
electron nσe distribution in the following 3-Gaussian fit.
The nσe of π± and K± + p± are also expected to follow
Gaussian distributions [28]. Ideally their width is one
and their means can be calculated through the Bichsel
function [29]. These ideal values are used as the initial
values of the fit parameters in the following 3-Gaussian
fit.

Figure 5 shows the constrained 3-Gaussian fits to the
nσe distributions of inclusive electron candidates with
2.5 GeV/c < pT < 3.0 GeV/c in the Run2008 analy-
sis (upper-left), 2.5 GeV/c < pT < 3.5 GeV/c in the
Run2005 analysis (lower-left) and 8.0 GeV/c < pT <
10.0 GeV/c in the Run2008 analysis (right). Here we
leave the nσe cut open. The dotted, dot-dashed and
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FIG. 6: Purity of the inclusive electron sample as a function
of pT in data from (a) Run2008 and (b) Run2005. The 2008
result is from combined datasets of all different high-tower
triggers. The 2005 results for the two different high-tower
triggers, i.e. HT1 (closed circles) and HT2 (open circles), are
plotted separately.

dashed lines represent, respectively, the fits for K±+p±,
π±, and e±. Compared to the Run2008 analysis, the
electron component in the Run2005 analysis at similar
pT is more prominent due to the larger conversion elec-
tron yield. The solid lines are the overall fits to the spec-
tra. The purity is calculated as the ratio of the integral
of the electron fit function to that of the overall fit func-
tion above the nσe cut. No constraints are applied to the
K± + p± and π± functions unless the fits fail. To esti-
mate the systematic uncertainty of the purity, the mean
and width of the electron function are allowed to vary
up to one, two, three and four standard deviations from
their central values. For each of the four constraints,
we calculate one value of the purity. The final purity
is taken as the mean and the systematic uncertainty is
taken as the largest difference between the mean and the
four values from the four constraints. To estimate the
statistical uncertainty of the purity, we rely on a simple
Monte-Carlo simulation. We first obtain a large sample
of altered overall nσe spectra by randomly shifting each
data point in the original spectrum in Fig. 5 according to
a Gaussian distribution with the mean and width set to
be equal to the central value and the uncertainty of the
original data point, respectively. We then obtain the pu-
rity distribution through calculating the purity from each
of these altered spectra following the same procedure as
discussed above. In the end, we fit the distribution with
a Gaussian function and take its width as the statisti-
cal uncertainty. The total uncertainty of the purity is
obtained as the quadratic sum of the statistical and sys-
tematic uncertainties.
We follow the same procedure in the Run2008 and

the Run2005 analysis except that the overall nσe dis-
tribution in the Run2008 analysis is the combined re-
sult from the datasets of all three high-tower triggers as

STAR%Phys.%Rev.%D"83,%052006%
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STAR%Phys.%Rev.%D"83,%052006%
(2011)%



David	  Tlusty,	  STAR SQM	  2013,	  Birmingham	  UK

Bo\om	  contribu>on	  

12

4

 )
-1

 (r
ad

!
"

 d
N

/d
tr

ig
1/

N

 / ndf 2#  12.55 / 29

-3 -2 -1 0 1 2 30

1

2

3  / ndf 2#  12.55 / 29) : PYTHIA! "(eBf
) : PYTHIA! "(eDf

(GeV/c)<3.5trig
T

2.5<p p+p 200 GeV

 / ndf 2#  34.19 / 29

 (rad)!"
-3 -2 -1 0 1 2 30

1

2

3  / ndf 2#  34.19 / 29

(GeV/c)<6.5trig
T

5.5<p p+p 200 GeV

FIG. 1: (color online) Distributions of the azimuthal angle
between non-photonic electrons and charged hadrons normal-
ized per non-photonic electron trigger. The trigger electron
has (top) 2.5 < pT < 3.5 GeV/c and (bottom) 5.5 < pT <
6.5 GeV/c. The curves represent PYTHIA calculations for D
(dotted curve) and B (dashed curve) decays. The fit result is
shown as the black solid curve.

expressed as,

Nenonγ = Nesemi
+Nelike −Nenot-recoγ

−Nh. (1)

Nesemi
is the number of semi-inclusive electrons. Nenot-recoγ

represents the number of photonic electrons which are not
reconstructed by the invariant mass method and is de-
fined as: (1/εeγ−1)(Neunlike−Nelike). Nelike is the number
of non-photonic electrons that were rejected by the con-
version cuts because they happened to form a pair with a
random track which is determined using like-sign pairs.
Nh is the remaining background from hadron contami-
nation in the electron sample. Other weak decay contri-
butions such as Ke3 are negligible due to their long cτ ,
and charmed baryons (mostly Λc) is expected to be very
small contribution since the baryon yield is small com-
pared to the meson yield (Λc/D0 ∼ 0.1 in PYTHIA) and
the branching ratio for semi-leptonic decays is smaller
for baryons than mesons. The enonγ-h azimuthal distri-
butions were calculated as

dNenonγ -h

d(∆φ)
=

dNesemi-h

d(∆φ)
+

dNelike-h

d(∆φ)
−

dNenot-recoγ -h

d(∆φ)

−
dNh-h

d(∆φ)
, (2)

where each term is normalised to be per non-photonic
electron trigger. Each angle-difference distribution on
the right-hand side of Eq. (2) was experimentally de-

termined. The distribution dNenot-recoγ -h/d(∆φ) was con-
structed from dNerecoγ -h/d(∆φ) by removing the conver-
sion partner to account for the fact that the partner elec-
tron is not reconstructed.
Figure 1 shows dNenonγ -h/d(∆φ) per trigger for non-

photonic electrons for two different trigger pT selections.

Associated particles were required to have pT > 0.3
GeV/c and |η| < 1.05. The dotted (dashed) line in the
figure represents a PYTHIA version 6.22 calculation of
the azimuthal correlations between electrons from D (B)
meson decay and charged hadrons (feD (∆φ), feB (∆φ))
[12]. PYTHIA was tuned to reproduce the shapes of pT
distributions for D mesons measured by STAR [12, 13].
The PYTHIA calculation shows that the near-side peak
for feB (∆φ) is broader than that for feD(∆φ). These
shapes are dominated by decay kinematics. The frag-
mentation function does not affect the shape in a signifi-
cant way. The fraction of non-photonic electrons from B
meson decay can be determined by fitting the near-side
distribution function (|∆φ| < 1.5):

1

Nnonγ
trig

dNenonγ-h

d(∆φ)
= rBfeB (∆φ) + (1− rB)feD (∆φ), (3)

where rB is the ratio of electrons from B meson decay to
the total non-photonic electron yield, rB = NeB/(NeB +
NeD ) = NeB/Nenonγ .
An independent measurement of rB was performed us-

ing enonγ-D0 correlations. D0 mesons were reconstructed
via their hadronic decay D0 → K−π+ (B = 3.89%) by
calculating the invariant mass of all oppositely charged
TPC tracks in the same event. In this analysis, only
events with a non-photonic electron trigger were used
for D0 reconstruction. Furthermore, the kaon candidates
were required to have the same charge sign as the non-
photonic electrons [9]. The combinatorial background
of random pairs was evaluated by combining all charged
tracks with the same charge sign from the same event.
The requirement of a non-photonic electron trigger sup-
presses the combinatorial background, yielding a signal
(S)-to-background (B) ratio of about 14% and a signal
significance (S/

√
S +B) of ∼ 4.6.

Figure 2 (a) shows the background subtracted π-K in-
variant mass distribution. The peak position and width
were determined using a Gaussian fit to the data. The
Kπ invariant mass distribution was obtained for differ-
ent ∆φ bins with respect to the trigger electron, and the
yield of the associated D0 mesons was taken as the area
underneath the Gaussian fit to the signal. Figure 2 (b)
shows the azimuthal correlation of enonγ-D0, which ex-
hibits near- and away-side correlation peaks with similar
yields. The results are fitted with the correlation func-
tions for charm and bottom production from PYTHIA
and MC@NLO simulations having the relative B contri-
bution as a free parameter [9]. The observed away-side
correlation peak can be attributed to prompt charm pair
production (∼ 75%) and B decays (∼ 25%), whereas
the contributions to the near-side peak are mainly from
B decays. We determined rB by fitting the measured
enonγ-D0 correlation with PYTHIA and MC@NLO and
used the average of the two fits for the final value.
Figure 3 shows rB = NeB/(NeB +NeD) extracted from

enonγ-h correlations (filled circles) and enonγ-D0 corre-
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FIG. 2: (a) Background-subtracted invariant mass distribu-
tion of Kπ pairs requiring at least one non-photonic electron
trigger in the event. The solid line is a Gaussian fit to the data
near the peak region. (b) Distribution of the azimuthal an-
gle between non-photonic electron (positron) trigger particles

and D0(D
0
). The solid (dashed) line is a fit of the correlation

function from PYTHIA (MC@NLO) simulations to the data
points.

lations (open circle) as a function of pT . The verti-
cal lines represent the statistical errors and the system-
atic uncertainties are shown as brackets. The system-
atic uncertainties due to electron identification (∼ 7%
), photonic electron rejection (∼ 6%), the fit range
(∼ 10%) and the normalization of the azimuthal distri-
bution (∼ 10%), PYTHIA and MC@NLO predictions for
enonγ − D0 (∼ 5%), and the D0 signal extraction were
estimated by varying the associated cut parameters and
adding the individual contributions in quadrature. rB in-
creases with electron pT and reaches approximately 0.5
(NeB/NeD ∼ 1) around pT = 5 GeV/c. rB from the
enonγ-D0 correlation measurement at pT ∼ 5.5 GeV/c is
consistent with rB from enonγ-h correlations. The curve
in the figure is rB from a FONLL pQCD calculation in-
cluding theoretical uncertainties [14]. Similar ratios at
2 < pT < 7 GeV/c using a different method have also
been reported [15]. J/ψ di-electron decays can also con-
tribute to non-photonic electrons and STAR measure-
ment of J/ψ at high pT indicates that J/ψ decays could
contribute nearly 10 % around pT 5 GeV/c. The esti-
mated effect of the electrons from J/ψ decays on rB is
a few percent, much smaller than the current statisti-
cal and systematic uncertainties, and no correction was
applied to our data.
Next, we explore the implications of the measured rB

for the RAA of electrons from B meson decay in heavy
ion collisions. The RAA for heavy flavor non-photonic
electrons (RHF

AA ) is given by

RHF
AA = (1 − rB)R

eD
AA + rBR

eB
AA, (4)

where ReD
AA (ReB

AA) is the RAA for electrons from D (B)
mesons. From Eq. (4), ReD

AA and ReB
AA are related by

the B decay contribution to the non-photonic electron
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FIG. 3: Transverse momentum dependence of the relative
contribution from B mesons (rB) to the non-photonic electron
yields. Error bars are statistical and brackets are systematic
uncertainties. The solid curve is the FONLL calculation [14].
Theoretical uncertainties are indicated by the dashed curves.

yields (rB) in p + p collisions. We have taken the RHF
AA

measurement from PHENIX [16, 17] and fit the RHF
AA

above pT > 5 GeV/c to a constant value and obtained:
RAA = 0.167+0.0562

−0.0485 (stat)+0.0512
−0.0815 (syst)± 0.0117 (norm),

where the statistical and systematic errors are evalu-
ated from weighted average over these pT > 5 GeV/c
points. We also calculate the weighted mean rB value
for pT > 5 GeV/c including statistical and systematic er-
rors from our measurement: rB = 0.54± 0.0349 (sta.)±
0.0666 (sys.). Then using Eq. 4 we calculate a likelihood
distribution for ReB

AA as a function of ReD
AA and the re-

sults are shown in Fig. 4. The most probable values for
the ReD

AA and ReB
AA correlation are shown by the line with

open circles and the 90% Confidence Limit curves are
represented by dashed lines. This result indicates that
B meson yields are suppressed at high pT in heavy ion
collisions presumably due to energy loss of the b quark
in the dense medium [5] or of the heavy flavor hadrons
due to dissociation [6] or elastic scattering [7]. Our con-
clusion does not change if we use the RAA measurement
from [1] and ignore the J/ψ feeddown contributions.

For comparison, we also show model calculations in
Fig. 4. Model I includes radiative energy loss via a
few hard scatterings with initial gluon density dNg/dy
= 1000 [5]. Model II includes cold nuclear matter ef-
fects, partonic energy loss and collisional dissociation [6].
Model III assumes a large elastic scattering cross section
associated with resonance states of D and B mesons in
the QGP [7]. The model contours in Fig. 4 are calculated
from the pT dependences of RAA for D and B decay in
the interval 5 < pT ! 9 GeV/c. For model I and II, the
uncertainties are also taken into account. The experi-
mental results are consistent with models II and III but
are incompatible with model I. Recently AdS/CFT the-
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correlation, the dashed (blue) line represents B meson decayed electron and
hadron correlation. Clear correlation peak can be seen on near side for D

and B meson decayed electrons, and their correlation shape is different due
to their different parent particle masses. As the trigger pT increases, the
near side correlation increases for both D and B decayed electrons, and the
difference between the correlation shapes reduces.

Comparing the PYTHIA simulation results to experimental data, we
can extract the B meson contribution ratio to non-photonic electrons, see
panel (a) in figure 3. The fit function is: ��exp =R⇥��B+(1�R)⇥��D+C,
where R is the fit parameter which represents the B meson contribution ra-
tio to non-photonic electrons, ��B(��D) is B(D) meson decayed electron
correlation with charged hadrons from PYTHIA simulation, C is the fitting
constant. The light gray (green) curve is the fit results with fit range of
�1.5 to 1.5 rad. Panel (b) shows the extracted B meson contribution ratio
as a function of pT. The error bars represent the statistical errors and the
systematic uncertainties are shown as boxes. The systematic uncertainties
are estimated by varying the photonic electron reconstruction efficiency, fit
range and fit function in �� distribution. We also plot the results of 200GeV
energy as a comparison. The extracted eB/(eB + eD) ratio is above 60% at
8.5 < pT < 12.5GeV/c with current uncertainties and is systematically
higher at 500GeV than 200 GeV for the overlap pT region.
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Fig. 3. (Color online) (a) NPE-hadron correlations from STAR data and the com-
parisons to PYTHIA simulation results. The data are shown as black dots, and the
dashed (blue)/solid (red) curves represent B(D) meson decayed electron correla-
tion with charged hadrons from PYTHIA simulation, the light grey (green) curve is
the fit results. (b) The extracted B mesons contribution to non-photonic electrons
as a function of pT in p+p collisions at

p
s = 500 GeV depicted by solid (red) cir-

cles, the error bars is the statistical errors and the boxes represent the systematic
uncertainty introduced by different fit range, fit function and photonic electron
reconstruction efficiency; the open black circle represents the STAR published B

meson decay contribution ratio to non-photonic electron for
p

s = 200GeV.
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correlation, the dashed (blue) line represents B meson decayed electron and
hadron correlation. Clear correlation peak can be seen on near side for D

and B meson decayed electrons, and their correlation shape is different due
to their different parent particle masses. As the trigger pT increases, the
near side correlation increases for both D and B decayed electrons, and the
difference between the correlation shapes reduces.

Comparing the PYTHIA simulation results to experimental data, we
can extract the B meson contribution ratio to non-photonic electrons, see
panel (a) in figure 3. The fit function is: ��exp =R⇥��B+(1�R)⇥��D+C,
where R is the fit parameter which represents the B meson contribution ra-
tio to non-photonic electrons, ��B(��D) is B(D) meson decayed electron
correlation with charged hadrons from PYTHIA simulation, C is the fitting
constant. The light gray (green) curve is the fit results with fit range of
�1.5 to 1.5 rad. Panel (b) shows the extracted B meson contribution ratio
as a function of pT. The error bars represent the statistical errors and the
systematic uncertainties are shown as boxes. The systematic uncertainties
are estimated by varying the photonic electron reconstruction efficiency, fit
range and fit function in �� distribution. We also plot the results of 200GeV
energy as a comparison. The extracted eB/(eB + eD) ratio is above 60% at
8.5 < pT < 12.5GeV/c with current uncertainties and is systematically
higher at 500GeV than 200 GeV for the overlap pT region.
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Fig. 3. (Color online) (a) NPE-hadron correlations from STAR data and the com-
parisons to PYTHIA simulation results. The data are shown as black dots, and the
dashed (blue)/solid (red) curves represent B(D) meson decayed electron correla-
tion with charged hadrons from PYTHIA simulation, the light grey (green) curve is
the fit results. (b) The extracted B mesons contribution to non-photonic electrons
as a function of pT in p+p collisions at

p
s = 500 GeV depicted by solid (red) cir-

cles, the error bars is the statistical errors and the boxes represent the systematic
uncertainty introduced by different fit range, fit function and photonic electron
reconstruction efficiency; the open black circle represents the STAR published B

meson decay contribution ratio to non-photonic electron for
p

s = 200GeV.

Star	  preliminary

★ is above 60% at                   
8.5 < pNPE < 12.5 GeV/c

★ increases with trigger NPE pT

New	  measurement	  in	  AuAu	  200	  GeV
see	  talk	  of	  Prof.	  Zhang	  
Friday	  17:30,	  Quarkonia/Heavy	  Flavor	  session
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FIG. 17: (Color online) Invariant cross section of electrons ( e
++e−

2
) from bottom (upper-left) and charm meson (upper-right)

decay, together with the ratio of the corresponding measurements to the FONLL predictions for bottom (lower-left) and charm
electrons (lower-right). The solid circles are experimental measurements. The error bars and the boxes are respectively the
statistical and systematic uncertainties. The solid and dotted curves are the FONLL predictions and their uncertainties. The
dashed and dot-dashed curves are the FONLL prediction for B→D→e, i.e. electrons from the decays of D mesons which in
turn come from B meson decays.

despite the large difference in background. This mea-
surement and PHENIX measurement are consistent with
each other within the quoted uncertainties. After correct-
ing a mistake in the photonic electron reconstruction effi-
ciency, the published STAR result using year 2003 data is
consistent with our present measurements. We are able
to disentangle the electrons from bottom and charm me-
son decays in the non-photonic electron spectrum using
the measured ratio of eB/(eB + eD) and the measured
non-photonic cross section. The integrated bottom and
charm electron cross sections ( e

++e−

2 ) at 3 GeV/c < pT <
10 GeV/c are determined separately as

dσ(B→e)+(B→D→e)

dye
|ye=0 = 4.0± 0.5(stat.)± 1.1(syst.)nb

dσD→e

dye
|ye=0 = 6.2± 0.7(stat.)± 1.5(syst.)nb.

FONLL can describe these measurements within its
theoretical uncertainties. Future measurements on low-
pT electrons from bottom meson decay are important to

overcome the large uncertainties of the derived total bot-
tom quark production cross section that originate mostly
from the large variations of theoretical model prediction
in the low-pT region.
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★ D0 and D* are measured in p+p 200 GeV up to 6 GeV/c  and in p+p 500 
GeV up to 6 GeV/c   

➡       consistent with 

• FONLL / its upper limit

• kT factorization approach

★ Non Photonic Electrons consistent with FONLL / its upper limit

★ Bottom contribution consistent with FONLL prediction

➡ systematically higher at 500 GeV than 200 GeV at 6.5 < pT < 9.5 GeV/c

★ Further improvement with Heavy Flavor Tracker 

➡ see talk of Dr. Hao Qiu, Friday 11:30, Plenary 11

d2�cc/pT dpT dy

5.	  Summary



Thank	  you
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Heavy	  Flavor	  Tracker

SSD
IST
PXL

TPC

FGT

STAR	  Heavy	  Flavor	  Tracker	  Project.
ü	  Reconstruct	  secondary	  vertex.
ü	  Drama>cally	  improve	  the	  precision	  of	  measurements.
ü	  Address	  physics	  related	  to	  heavy	  flavor.	  
v2	  	  :	  thermaliza>on

RCP:	  charm	  quark	  energy	  loss	  mechanism.
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Systema>c	  error	  study
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Pile-‐up	  removal
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pp2pp stream data

Pions with TOF or BEMC matching

matching efficiency
•	  pp	  collisions	  peak	  luminosity	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
Lpeak	  =	  5*1031	  cm-‐2s-‐1	  in	  year	  2009.	  
•	  EventRate	  =	  Lpeak*σNSD(30	  mb)	  =	  1.5	  MHz	  
•	  TPC	  readout	  ~	  80	  µs	  =>	  TPC	  sees	  tracks	  from	  
120	  collisions.	  Pile-‐ups	  are	  removed	  by

•	  |VpdVz	  -‐	  TpcVz|	  <	  6cm	  cut
•	  TPC	  PPV	  reconstruc>on	  algorithm
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