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STAR Inner Sector TPC Upgrade (iTPC) 
The STAR Collaboration 

Executive Summary 
 

We propose to upgrade the inner sectors of the STAR TPC to increase the segmentation 

on the inner padplane and to renew the inner sector wires. The upgrade will provide 

better momentum resolution, better dE/dx resolution, and most importantly it will provide 

improved acceptance at high rapidity to ||  1.5 compared to the current TPC 

configuration of ||  1.  In this proposal, we demonstrate that acceptance at high rapidity 

is a crucial part of STAR’s future as we contemplate forward physics topics such as the 

proposed Phase-II of the Beam Energy Scan program and hadronic reconstruction in pA 

and eA collisions.  

 

Unlike the outer TPC sectors, the current inner TPC pad row geometry does not provide 

hermetic coverage at all radii. The inner pad rows are 11.5 mm tall yet the spacing 

between rows is variable but always greater than 50 mm, resulting in “missing rows”.  

Therefore, only 20% of the path length of a charged particles path traversing an inner 

sector of the TPC is sampled by the current padplane and electronics readout.   The 

project presented in this proposal will double the number of pads in the inner sectors and 

increase the sampled path length of tracks passing over the pads to 95%. 

 

Future measurements, motivated by several open physics questions, will be greatly 

enhanced by the upgraded performance of the iTPC. The search for a possible critical 

point in the QCD phase diagram is one of the major scientific tasks in heavy ion physics. 

The critical point, if it exists and if it can be identified, would provide a landmark in the 

phase diagram of nuclear matter and guide further experimental and theoretical studies of 

QCD under a wide range of conditions. RHIC has completed Phase-I of the beam energy 

scan program (BES-I) with center-of-mass beam energies of 39, 27, 19.6, 14.5, 11.5 and 

7.7 GeV. The STAR BES Phase-II (BES-II) White Paper sets out the physics case for an 

in-depth study of energies below 20 GeV with typically 20 times the statistics as in the 

same energy region exploited in BES-I.   

 

The enhanced measurement capabilities of STAR after the iTPC upgrade are a vital part 

of the new BES-II effort. The iTPC upgrade extends the rapidity coverage by 50%. This 

provides a major benefit for many analyses, especially fluctuations (Kurtosis) and baryon 

v1 measurements; it improves the 2nd-order event-plane resolution away from mid-

rapidity by a factor of 2, greatly enhancing all elliptic flow measurements; and in the area 

of dielectron measurements it reduces hadron contamination from a dominant source of 

uncertainty to an expected statistical uncertainty of only 10%.     
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Elliptic flow of identified particles is a valuable tool for studying the properties of the 

strongly interacting Quark-Gluon Plasma. The comparison between data and 

hydrodynamic models provides a quantitative measure of the fluid viscosity. Preliminary 

results with limited statistics show significant deviations from hydrodynamic flow and 

suggest that hadronic interactions dominate at low RHIC beam energies. One of the 

crucial parameters in this measurement is the orientation of the reaction plane using 

particles at a different rapidity from the mid-rapidity particles of interest. The iTPC 

upgrade extends the rapidity range of the TPC, and this in turn improves the precision of 

TPC-based reaction plane determination by a factor of two, and reduces systematic errors 

caused by correlations unrelated to the reaction plane. Baryon directed flow (v1) versus 

beam energy has been proposed as a promising observable for uncovering evidence for 

crossing a first-order phase transition, as predicted by hydrodynamic calculations. A 

confirmed observation of a first-order phase transition would rule out a hypothesized 

scenario where the boundary between hadronic matter and the QGP is a smooth crossover 

throughout the phase diagram, and would therefore imply that a critical point must exist. 

BES-I measurements show a prominent dip and an associated double sign change in the 

slope of v1(y) for net-protons, which resembles predicted signatures of a sudden softening 

of the equation of state as the beam energy is increased. To better understand the possible 

role and relevance of stopping and to constrain models more stringently, measurements 

of v1(y) slope for protons, net protons and other baryon species are needed, with a focus 

on extended rapidity coverage as a function of centrality.  Current statistics and rapidity 

coverage are far from sufficient for this purpose. This strongly motivates the proposed 

BES-II measurements with improved collider luminosity and detector capability. With 

the iTPC upgrade, the rapidity coverage is broadened from  1.0 unit to  1.5 units, with 

significant improvement in dE/dx resolution for particle identification and enhanced 

acceptance at low pT. There are several crucial measurements where the extended rapidity 

coverage is expected to increase the opportunities for new physics insights. See Section 3 

for a full discussion of the iTPC physics program. 
 

Theory predicts that a system at the QCD critical point region will show a sharp increase 

in correlation length and thus an increase in parameter fluctuations. The BES-I results on 

particle ratios (K/, p/, K/p) and multiplicity (net-charge and net-proton) fluctuations 

show only constant or monotonic trends versus energy. Skewness and kurtosis are higher 

moments of fluctuation measurements that are measured as volume-independent 

production parameters S and  
2
 respectively.  Skewness and kurtosis are argued to be 

more sensitive to the correlation length than the variance. The moment products for net 

protons in central collisions at energies below 19.6 GeV show hints of deviating from the 

expected baselines. Due to the low statistics resulting from the RHIC luminosity at the 

lowest energies, the data points at and below the energies of 19.6 GeV have large 

uncertainties.  This prevents us from reaching a firm physics conclusion at this stage. The 

improved acceptance of the iTPC, resulting in an increase in the measured particles per 

event by a factor of 1.5, will provide several significant improvements in our sensitivity 

to the increased fluctuations near a possible critical point.   It is also worth noting that the 

much larger BES-II event samples, which we have proposed, will also reduce statistical 

errors. The longer measured track length of the particle trajectories will improve dE/dx-

based particle identification at low momenta -- the region of largest cross section. Most 
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important, however, is the fact that sensitivity to the critical component of the 

fluctuations via the skewness and kurtosis moments goes like the 3rd and 4th powers of 

the measurement efficiency, respectively. At present, these efficiencies are of order 10-

20% at large . The improvement of nearly a factor of two in the measurement 

efficiencies with the iTPC at large , and the better low-momentum particle identification 

capabilities, will combine to significantly enhance the sensitivity of the multiplicity 

moments analyses. 

 

In addition to the highlights mentioned above for the physics impact of the iTPC, the 

upgrade will also improve the tracking efficiency of the TPC at low momentum. We 

estimate that the upgrade will increase the efficiency for strange hadron reconstruction 

(e.g. ,  and ) by an order of magnitude for pT < 1 GeV/c, which is a crucial 

momentum range for extraction of yields and for a detailed study of hydrodynamic flow. 

The improved dE/dx resolution and efficiency for low momentum tracks also allows 

better selection of electron candidates from thermal radiation and in-medium vector 

meson decays. Simulations show that hadron contamination can be greatly reduced with 

the upgrade, and a two-fold improvement in electron selection is possible with enhanced 

dE/dx resolution. This, together with the increased luminosity from the accelerator, is 

ideal for systematically mapping out the temperature dependence of the in-medium  

mass spectral shape and its transition to thermal radiation from the partonic phase. The  

mass spectral shape is an important indicator of the degree of chiral symmetry restoration 

in a heavy ion collision 

 

The iTPC upgrade also enhances STAR’s physics capability at top RHIC energies. The 

improved dE/dx resolution allows better separation of charged kaons and protons at high 

momentum. Measurements of identified particles related to the fragmentation function 

from jets at RHIC energies provide unique insights into the jet-medium interaction and 

into the different quark and gluon energy loss mechanisms in a strongly interacting QGP 

since the quark and gluon contributions to the leading hadrons in the accessible 

momentum range change rapidly at RHIC energies. The iTPC upgrade also provides 

much-needed rapidity coverage to study the impact on hydrodynamic evolution which is 

governed by the initial conditions of the incoming nuclear matter and associated 

fluctuations in geometry. Recently developed tools using higher harmonics of flow and 

rapidity correlations have improved our understanding of non-equilibrium evolution from 

highly saturated gluons. The increased coverage of the iTPC will significantly enhance 

the long-range ridge correlation measurements with large pseudorapidity gap. We also 

note that the iTPC upgrade will provide improved rapidity coverage and particle 

identification for studying hyperon () polarization at higher rapidity and momentum, a 

possible unique tool to access strange quark spin structure in the proton. The enhanced 

reconstruction of multi-strange hyperons also improves the sensitivity to exotic multi-

strange states (H di-baryon, - states, and di-).  

 

The iTPC upgrade project will replace all 24 existing inner sectors in the STAR TPC 

with new, fully instrumented, sectors.   The upgrade project breaks down into four 

categories: the sector support strongbacks, the multiple-wire proportional chambers 

(MWPCs), the read-out electronics, and the insertion tooling.  
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The aluminum strongbacks provide support for the MWPCs and electronics.  The 

strongbacks must be robust enough to withstand the stress from the tension on the wires, 

keep the padplane flat and provide stability for the sector. In addition, it is a gas seal, a 

ground plane and it provides mounting points for the electronics boards and cooling 

system.  Only small changes are required in the strongback design; mainly related to 

positioning the holes for the FEE cards. The LBNL engineering group, which designed 

the original strongback, is responsible for the design of the new ones. The strongbacks 

will be fabricated at the University of Texas and shipped to LBNL so the padplanes can 

be aligned and glued onto the frames before shipment to China. 

 

The new multi-wire proportional chambers (MWPCs) will be produced by the STAR-

China Collaboration. Shandong University is responsible for manufacturing the wire 

chambers, assembly, and final testing of the inner sectors. The high energy group at SU 

has successfully provided more than 300 large Thin Gap Wire Chambers (TGC) for the 

ATLAS forward muon detector. The facility and experts from the group are committed to 

the iTPC project. The STAR-China collaboration has already been successful in two 

major projects in STAR: the Time-of-Flight Detector (TOF) and the Muon Telescope 

Detector (MTD). The TOF was completed in 2009 and has produced several important 

scientific results during the past several years.  In addition, the collaboration has installed 

all of the components for the MTD project for run-14. 

  

The BNL electronics group, which successfully implemented the DAQ1000 project, will 

be responsible for the new iTPC electronics. STAR upgraded its TPC readout in 2008 

with new electronics (ALTRO+PASA). The upgrade (DAQ1000 and TPX) improved the 

readout speed by a factor of 10 and reduced the space occupied by the electronics. 

However, a new set of electronics will be required for the iTPC to provide extra channels 

because the iTPC upgrade will double the number of channels in the inner sectors. A new 

chip (nicknamed “SAMPA”) is being developed for the ALICE TPC upgrade on a time-

scale that matches the needs of the STAR iTPC. We are working closely with the relevant 

ALICE experts. The SAMPA electronics features a bipolar front end amplifier, allowing 

the same electronics to be used for GEM readout as well. These developments will likely 

benefit other future projects (STAR BSMD readout, RHIC forward tracking 

instrumentation, and the EIC detectors).   

 

The last component of the proposal is the sector insertion tool. The design and fabrication 

of the insertion tool will be the responsibility of the STAR/BNL operations group. A 

dedicated tool is required to install the sectors onto the TPC because of their size and 

weight but also due to the delicate nature of the TPC inner field cage. The insertion tool 

must also be capable of exchanging the outer sectors with existing spares.  

 

The costs for the upgrade project will be shared by the US DOE and the Chinese NNSFC. 

The DOE project costs are mainly for the mechanical design of the new sectors, 

fabrication of the strongbacks and  joining of pad planes, production of the insertion 

tooling, and for the design and fabrication of compatible electronics.   
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The in-kind contributions from China will focus on the construction of the MWPCs.   

 

The iTPC project is scheduled to be engaged in pre-conceptual design and prototyping in 

FY2015, production in FY2016-FY2018, with final installation at the end of FY2018 in 

order to be ready for physics running at the beginning of Run-19.  

 

Overall, the iTPC upgrade aims to: 

 Enable an enhanced physics program at STAR, especially at the lowest beam 

energies in BES II. 

 Provide continuous coverage for tracks inside the TPCs fiducial tracking volume.  

 Reset the time for wire aging on the inner sector anode wires due to the increasing 

integrated and instantaneous luminosity delivered by RHIC. 

 Reduce the ion leakage from the gated grid which goes through the electric field 

gap at the boundary between the inner and outer sectors. 

 

All aspects of the proposal are discussed in more detail in the subsequent sections of the 

proposal.    Section 2 presents an introduction to the iTPC upgrade project, Section 3 will 

discuss the physics program, Section 4 the simulation studies, section 5 the multi-wire 

proportional chambers, Section 6 the strongbacks mechanics, Section 7 the sector 

insertion tool, Section 8 electronics and data acquisition and Section 9 cost, schedule and 

management.  
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2 Introduction to the TPC Hardware 
 

2.1 The Proposed Upgrade 

The STAR TPC has played a central role in the RHIC physics program for over 15 years. 

It has enabled a wide range of new discoveries and explored a wealth of new physics 

topics. In fact, the event display for the STAR TPC, showing a Au+Au collision at RHIC 

(cover page), is one of the iconic pictures for the High Energy Nuclear Physics program. 

 

The performance of the TPC remains close to the original design requirements in terms of 

tracking efficiency, momentum resolution, and energy loss measurements.  However, we 

propose to upgrade the STAR TPC so that the inner sectors will have complete hermetic 

coverage with improved dE/dx measurements and better tracking performance.  The 

upgrade will require new readout electronics to match the increased number of channels 

in the inner sectors.  The upgrade project will also replace the wire grids in the MWPCs 

so they can be run at lower gain and utilize larger pads. 

 

We propose to keep the outer sectors as they are (i.e. no changes) since they are already 

fully instrumented and have less integrated charge deposition and less potential aging 

effects than the inner sectors by about an order of magnitude.  

 

The new wire grids will extend the lifetime of the STAR TPC into the next decade and 

the increased acceptance of the new padplanes will allow STAR to pursue an enhanced 

physics program in the Beam Energy Scan II program and beyond. 

 

2.2 TPC design and configuration 

The STAR detector uses a TPC as its primary tracking device. The TPC records the 

tracks of particles, measures their momenta in a 0.5 T magnetic field, and identifies the 

particles by measuring their ionization energy loss (dE/dx). Its acceptance covers 2.0 

units of pseudorapidity over the full azimuth. Particles are identified over a momentum 

range from 100 MeV/c to greater than 1 GeV/c, and momenta are measured over a range 

of 100 MeV/c to 30 GeV/c. 

 

The STAR TPC is shown schematically in Figure 1. It sits in a large solenoid magnet that 

can operate up to 0.5 T field. The TPC is 4.2 m long and 4 m in diameter. It is a 

cylindrical volume of gas with an enclosed electric field cage that provides a uniform 

electric field of 133 V/cm. The path of a primary ionizing particle passing through the gas 

volume is reconstructed from the secondary electrons which are created by the primary 

particle interacting with the gas.  The secondary electrons drift to one end of the chamber 

and their position is recorded by Multi-Wire Proportional Chambers (MWPCs) with 

padplane readout. The uniform electric field which is required to drift the electrons inside 

the TPC is defined by a thin conductive Central Membrane (CM) at the center of the TPC 

and a concentric field cage leading to both ends of the TPC.  Good electric field 

uniformity is critical since track reconstruction precision is sub-millimeter and electron 

drift paths are up to 2.1 meters. 
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Figure 1: A schematic view of the STAR TPC.  Secondary electrons drift away from the high voltage 

membrane, at the center, towards readout planes at either end of the TPC. 

At the readout plane, the drifting electrons encounter a grid of 20 μm anode wires.  The 

arriving electrons create an avalanche of charge in the high field region near the anode 

wires and the positive ions created in the avalanche induce a temporary image charge on 

the padplane which lie beneath the anode wires. The image charge is measured by a 

preamplifier/shaper/waveform digitizer system. The induced charge from an avalanche is 

shared over several adjacent pads, so the original track position can be reconstructed to a 

small fraction of a pad width. There are a total of 136,560 pads in the old readout system. 

There will be 175,440 pads in the new inner and outer sectors, combined. 

 

The TPC is filled with P10 gas (10% methane, 90% argon) and regulated at 2 mbar above 

the ambient atmospheric pressure to allow for an efficient feedback loop for regulation of 

the pressure inside the TPC and to prevent oxygen from diffusing into the TPC through 

small leaks in the containment vessel. P10 is a good gas to use in a TPC because it has a 

relatively fast drift velocity which peaks at a low electric field strength. Operating at the 

peak of the drift velocity curve makes the drift velocity stable and insensitive to small 

variations in temperature and pressure and the low voltage greatly simplifies the field 

cage design. 

 

The design requirements for the TPC are guided by the properties of the P10 gas and  are 

constrained by cost-based limits on the size of pads and channel count. For example, 

diffusion of the drifting electrons and the statistics of their small numbers defines the 

position resolution of the TPC while ionization fluctuations and finite track length 

determine the dE/dx resolution for particle identification. The original design 
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specifications were adjusted accordingly to limit cost and complexity without seriously 

compromising the potential for tracking precision and particle identification.  

 

Note that the inner and outer sector padplanes are different as a result of the physical and 

cost-based constraints imposed on the original design project. For example, the outer 

sector readout pads are arranged on a rectangular grid with a pitch of 6.7 mm along the 

wires and 20.0 mm perpendicular to the wires. There is a 0.5 mm isolation gap between 

pads in both directions. See Figure 2.  The grid of pads for the outer sectors is phase 

locked with the anode wires so that five wires cross over each pad row. The 6.7 mm pitch 

and the 4 mm distance between the anodes and the padplane creates a readout system that 

is consistent with the transverse diffusion width of the electron cloud. More explicitly, 

the width of the induced surface charge from an avalanche near an anode wire is nearly 

the same as the diffusion width for tracks that drift from the central membrane of the TPC 

(2 m).  Thus a pad pitch of 6.7 mm, combined with an anode to padplane spacing of 4 

mm, places most of the signal on 3 pads which gives good centroid determination at 

minimum gas gain. Overall, the outer sector configuration gives good signal to noise 

without seriously compromising two-track resolution.  

 

The (old) inner sector pads have a pitch of 3.35 mm along the direction of the wires and 

12 mm perpendicular to the wires.  There is a 0.5 mm isolation gap between the pads in 

both directions.  Three wires are phase locked with the pads and cross over each inner 

pad row; but the inner anode wires are closer to the padplane (2 mm) and so an avalanche 

near an anode wire places most of the signal on 4 or more pads. 

 

Figure 2: Configuration of the existing pad rows in a STAR TPC padplane super-sector (one inner sector 

and one outer sector).  Note that the outer sector padplane coverage is complete but the inner sector pad 

rows do not cover the full area of the inner sector.  

When the TPC was designed in 1993-1995, we did not know the multiplicity of particles 

emerging from a RHIC collision at 200 GeV.  So, the inner sectors were designed with 
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smaller pads to help relieve track merging at small radii in case of very high multiplicity 

events.  Also, as an optional choice in order to take advantage of the smaller pad sizes, 

the TPC was designed so it could be operated with He-Ethane gas due to the lower 

diffusion rate in He-Ethane.   Experience has shown that this is not necessary. 

  

Nonetheless, the inner sub-sectors are in the region of highest track density and thus were 

optimized for good two-hit resolution. The reduction of the induced surface charge width 

to less than the electron cloud diffusion width in P10 improves the two-track resolution 

for stiff tracks at η ≈ 0. The main improvement in two-track resolution, however, is due 

to shorter pad length (12 mm instead of 20 mm). This is important for lower momentum 

tracks which cross the pad rows at angles far from perpendicular and for tracks with a 

large dip angle. The short pads give shorter projective widths in the r-φ direction (the 

direction along the pad row), and the z direction (the drift direction) for these angled 

tracks.  

 

The compromise that is required, because we used smaller pads on the inner sector, is the 

use of separated pad rows instead of continuous pad coverage. This constraint was 

imposed by the cost and the available packing density of the front end electronics 

channels when the TPC was designed and built.  The loss of pad rows means that the 

inner sectors serve to extend the position measurements along the tracks to small radii 

(thus improving the momentum resolution and the matching to the inner tracking 

detectors) but does not contribute significantly to improving the dE/dx resolution 

measurements for the tracks. 

 

The purpose of the iTPC upgrade project is to maintain the excellent two-track resolution 

of the inner sectors but to improve the dE/dx resolution for all tracks while increasing the 

acceptance of the detector, most especially for tracks at high rapidity. 

 

In summary, the segmentation on the inner sectors was determined by the economics of 

the 1990s.  It is now possible to populate the entire inner sector with pads and electronics 

at a reasonable cost. 

 

2.3 Additional Performance Issues  

In the following subsections, we discuss two issues that profoundly affect TPC 

performance: distortion and aging.  

 

2.3.1 Distortions 

 

The position of a secondary electron at the padplane can be distorted by non-uniformities 

and global misalignments in the electric and magnetic fields of the TPC. The non-

uniformities in the fields lead to a non-uniform drift of the electrons from the point of 

origin to the padplane. In the STAR TPC, the electric and magnetic fields are parallel and 

nearly uniform in r and z. The deviations from these ideal conditions are small and a 

typical distortion along the pad row is  1 cm before applying corrections.  The exception 

to this rule is the distortion due to space charge in the TPC and this can lead to distortions 

along the pad rows of several centimeters (up to 10 cm) at RHIC II luminosities. 
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Centimeter-scale distortions in the direction transverse to the path of a particle are 

important because they affect the transverse momentum determination for particles at 

high pT. In order to understand these distortions, and correct for them, the magnetic field 

was carefully mapped with Hall probes and an NMR probe before the TPC was installed 

in the magnet. It was not possible to measure the electric fields and so we calculated them 

from the known geometry, and known imperfections, of the TPC. With the fields known, 

we correct the hit positions along the pad rows, using a set of distortion equations for 

nearly parallel electric and magnetic fields, in order to calculate the original track 

parameters.  We are typically able to do these corrections to ~1 or 2% precision and so 

the systematic error in these corrections is important when they become larger than the 

hit point resolution of the TPC (~500 m). 

 

A careful study of the residuals for TPC cluster positions with respect to the track 

position revealed that an unanticipated source of distortion is also present in the TPC 

data. A discontinuity in the residuals at the boundary between the inner and outer readout 

chambers of the TPC is consistent with incomplete blockage of ion backflow by the gated 

grid at the gap.    

 

This is entirely possible because the gated grid does not cover the full area between the 

inner and outer sectors; there is a small gap (~16 mm wide) between the end of one grid 

and the start of the other. This allows a sheet of ions created near the anode wires to flow 

out of the gap and to travel across the TPC gas volume towards the central membrane 

(cathode).   The presence of this sheet of charge distorts the path of the secondary 

electrons which are drifting in the opposite direction.  See Figure 3. 

 
Figure 3: Distortions at the junction between the inner and outer gated grids. The vertical axis (cm) shows 

the position of a pad row (indicated by dots) in the radial direction.  The horizontal axis is in millimeters.  

The black dots show the expected hit pattern for an infinite momentum track.  The red dots show the 

observed hit pattern due to charge leaking out of the gap between the inner and outer gated grids. 

One of the goals of the iTPC upgrade project is to eliminate the gap in the gated grid 

coverage so that positive ions cannot leak out.  As will be discussed in a later section of 

this proposal, we can eliminate a portion of the gap -- that which is due to the mechanical 
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construction of the inner sectors.  We will not remove or modify the outer sectors and so 

the portion of the gap that is due to the outer sector construction cannot be eliminated. 

 

2.3.2 Aging: an issue for the TPC in the high luminosity era at RHIC 

 

In 2009, STAR conducted an external review to assess the ability of the TPC to meet the 

requirements of the experimental program during the high luminosity era at RHIC 

(RHIC-II).  The review was chaired by Dr. Ron Settles (MPI Munich) and the full report 

is available at this link: 

 
http://www.bnl.gov/npp/docs/RHICst09_notes/ReportoftheSTARTPCReviewCommittee2009.pdf 

 

The review panel was asked to review the evidence for aging on the TPC anode wires and 

to recommend possible solutions if the anode wires are, in fact, reaching their end of life. 

The reason for concern was that high luminosity running of p-p 500 GeV beams was 

causing the anode wires on the inner sectors to break down and trip off due to excessive 

current drawn from the power supplies.   

 

One possible explanation for the observed breakdown behavior is the well documented 

phenomenon called “aging”.  It is believed that aging is due to hydrocarbon build up on 

the anode wires, over time, which creates irregular deposits on the wires.  The rate of 

aging is proportional to the accumulated charge collected by the anode wires.   

 

The Malter effect is another possible explanation for the observed high voltage 

breakdown that has been seen in the inner sectors when running high intensity beams.  

The Malter effect is caused by a buildup of insulating compounds on the cathode wires 

and is less well understood and less predictable than the aging of the anodes. 

 

The review committee was not able to reach any firm conclusions regarding whether 

aging or the Malter effect is responsible for the breakdown in the inner sectors; but they 

did recommend that we lower the voltage on the anode wires to reduce the gain in the 

MWPCs.  They also recommended replacing the MWPCs at some future date to ensure 

the long term viability of the STAR physics program. 

 

So, since 2009, the STAR TPC has been operating with the inner sectors at 40% of their 

nominal gain settings. Several years of experience has shown that the tracking 

performance of the inner sectors is still good (hits and clusters are still recorded with 

reasonable efficiency) but the dE/dx resolution is worse.   It is difficult to qantify the 

impact of the gain change on dE/dx because the original inner sectors were not optimized 

for dE/dx resolution but the dE/dx performance will certainly be better for the upgraded 

iTPC sectors. Our goal is to provide good dE/dx resolution and better tracking … 

especially for high rapidity tracks which only cross over the inner pad rows.  

http://www.bnl.gov/npp/docs/RHICst09_notes/ReportoftheSTARTPCReviewCommittee2009.pdf
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3 Physics Motivation 
 

3.1 Study of the QCD phase diagram  

The Beam Energy Scan Phase-II (BES-II) Whitepaper [1] was released by the STAR 

collaboration in mid-2014. It presents a summary of the current status of analysis results 

from Phase-I measurements between 7.7 and 200 GeV, and presents the rationale for a 

much more in-depth return to BES physics in Phase-II, scheduled to run in 2019 and 

2020.  In this section of the iTPC proposal, we present an overview of BES-II physics 

motivation, with emphasis on aspects where the added capabilities of the iTPC are 

essential. An overview of the iTPC’s enhancements to acceptance, efficiency and particle 

identification follows in Sections 4 and 5. 

 

Figure 4: A schematic version of the QCD phase diagram. Overlaid are conceptual illustrations of reaction 

trajectories for central collisions. 

Much progress has been made in understanding the phase diagram of QCD matter.  Both 

theory and experiment [1] support the interpretation that a crossover transition occurs at 

beam energies of several tens of GeV and above.  At lower energies, there is likely to be 

a first-order phase transition, with a critical point located where the boundary changes 

from a first-order phase transition to a smooth crossover. Mapping the features of the 

QCD matter phase diagram is a key objective. In 2009, the RHIC PAC approved a Beam 

Energy Scan (BES) Program with a set of six new energies to search for  1) the turn-off 

of QGP signatures observed at top RHIC energies, 2) evidence of a first-order phase 

transition, and 3) evidence of a critical point. The RHIC facility has successfully 

completed Phase-I of the BES program  (BES-I). A disappearence of QGP signatures was 

indeed seen in the breakdown of constituent quark scaling of elliptic flow at beam 

energies below 19.6 GeV, in the disappearance of high pT suppression for energies near 

27 GeV, and in the collapse of charge separation that is attributed to the Chiral Magnetic 

Effect below 11.5 GeV. There still remains some uncertainty in interpreting these 

observations, i.e., it can be a challenge to unambiguously distinguish between a scenario 
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where QGP production itself disappears, and the alternative picture in which our 

sensitivity to a QGP signature fades away. Hints of a first-order phase transition are seen 

in directed flow for protons and net-protons. The measured directed flow signature at 

intermediate centralities has good statistical significance, but as amplified in the section 

that follows, the best available models show poor agreement with data and a clear physics 

interpretation requires further study. Meanwhile, searches for critical point signatures in 

particle ratio fluctuations and in the analysis of higher moments (skewness and kurtosis) 

of the multiplicity distribution of conserved quantities remain inconclusive, but arguably 

still narrow-down the most promising region for future searches with improved detectors 

and higher statistics.  

 

In order to answer the remaining questions, the community has launched major initiatives 

in both experiment and theory. In addition to the proposed BES-II experimental program, 

a topical theory collaboration is being formed, named BEST (Beam Energy Scan 

Theory), modeled after the successful Topical Collaboration on Jet and Electromagnetic 

Tomography (JET) of Extreme Phases of Matter. It is envisaged that a collaboration of 

comparable size will engage in a coordinated effort to resolve current challenges in BES-

related theory.    

 

The BES-II proposal requests high statistics (typically 20 times higher than BES-I), as set 

out in Table 1 for the BES-II beam energies currently envisaged. Electron cooling, 

presently under development at RHIC, along with longer ion bunches, is expected to 

increase luminosity by a factor of about 3 near 7.7 GeV, increasing to a factor of about 8 

at 11.5 GeV and above. It is planned to install e-cooling during a year-long shutdown in 

2018, and therefore BES Phase-II will likely begin taking data in 2019. 

 

Beam 

energy 
B (MeV) Events (M) 

19.6 205 400 

14.5 260 300 

11.5 315 230 

9.1 370 160 

7.7 420 100 

Table 1: The beam energies and number of events envisaged in the BES-II proposal. 

The searches for new physics will benefit substantially from a much larger rapidity 

acceptance, lower pT thresholds, and improved dE/dx resolution, all provided by the iTPC 

upgrade. Details of how the iTPC upgrade will affect various individual signals are 

presented in the following subsections. This upgrade is expected to be ready for physics 

in 2019, at the same time as the electron cooling.  
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3.1.1 iTPC-based improvements in measurement of baryon directed flow 

 

Directed flow excitation functions have been proposed by Frankfurt theorists as 

promising observables for uncovering evidence of crossing a first-order phase transition, 

based on hydrodynamic calculations [2, 3, 4].  Figure 5 (left panel), based on a 3-fluid 

hydrodynamic model [3], presents directed flow for net baryons as a function of beam 

energy. Note that the older <px> directed flow observable used here is proportional to v1. 

A first-order phase transition leads to a softening of the Equation Of State (EOS), and this 

in turn causes the predicted proton directed flow to change sign from positive to negative 

near sNN = 4 GeV. The directed flow prediction crosses back to positive again as the 

beam energy increases further. This phenomenon is referred to in the theory literature as 

the “softest point collapse” of flow [3].   

 

Directed flow measured by STAR for protons (upper panel) and net protons (lower panel) 

is presented on the right side of Figure 5, for Au+Au collisions at intermediate centrality 

[5]. The plotted quantity is the slope of v1(y) near mid-rapidity. The net-proton slope 

shown in panel b) is a proxy for the directed flow slope of protons associated with baryon 

number transported from the initial state to the vicinity of mid-rapidity, based on the 

assumption that produced baryon-antibaryon pairs have similar directed flow and baryon-

antibaryon annihilation does not alter the directed flow[5].  

       

Figure 5: Left: Directed flow prediction in units of GeV/c as a function of beam energy, based on a three-

fluid hydrodynamic model [3] whose EOS incorporates a first-order phase transition. Right: panel a) shows 

the slope of directed flow vs. beam energy for protons from Au+Au collisions at intermediate centrality. 

Panel b) presents the same for net protons. The prediction of the UrQMD transport model [6] is also plotted 

in panels a) and b).  

The proton slope changes sign from positive to negative between 7.7 and 11.5 GeV, 

shows a minimum between 11.5 and 19.6 GeV, and remains small but negative up to 200 

GeV, while the net-proton slope shows a similar minimum, but changes sign back to 
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positive near the measured energy of 27 GeV. In contrast, there is no hint of this non-

monotonic behavior in the UrQMD hadronic transport model [6] that has a good record 

of reproducing observed trends at least at a qualitative level. The observed beam energy 

of the minimum is about a factor 4 higher than the hydro prediction shown on the left in 

Figure 5.  Theory comparisons that followed the publication of STAR’s measurements of 

directed flow have overall not strengthened either the hadronic or the phase transition 

interpretations.  Specifically, recent hydrodynamic calculations [7] confirm the prediction 

on the left of Figure 5 but with a much larger magnitude of v1 slope than the data, while 

hydro with a more realistic prescription for particle freeze-out has a much reduced 

minimum and no sign change [7]. A recent hybrid calculation by the same authors, 

featuring Boltzmann transport with an intermediate hydrodynamic stage, does not show a 

minimum or a sign change in v1 slope for any assumed EOS [7]. The Parton-Hadron 

String Dynamics transport model does not show a minimum in v1 slope for any assumed 

EOS [8].  

 

There is an important connection between the search for a first-order phase transition and 

the search for a critical point.  A confirmed observation of a first-order phase transition 

would imply that a critical point must exist, by ruling out a hypothesized scenario where 

the boundary between hadronic matter and QGP is a smooth crossover throughout the 

phase diagram. Such an observation would also have implications for the allowed and 

excluded locations in B of the critical point. While model comparisons to date have 

underlined the importance of further theoretical work in order to reach a confident 

interpretation, new experimental data are also essential for a definitive conclusion.  

 

Because of the strong non-monotonic behavior observed for protons and net protons, 

other baryon species like s are of special interest and will have excellent statistics in 

BES-II with the iTPC upgrade. To better understand the possible role and relevance of 

stopping in the interpretation of directed flow, new higher-statistics measurements as a 

function of centrality will be especially valuable.  Although BES-I statistics are 

insufficient for a systematic study of the centrality dependence of directed flow, it is 

noteworthy that at low BES energies, v1(y) magnitudes appear to increase roughly a 

factor of 5 when going from intermediate centralities to more peripheral centralities. 

Normally, anisotropic flow coefficients exhibit far less centrality dependence over this 

range, and so this unusual pattern is highly deserving of targeted investigation in BES-II.    

 

After the greatly improved BES-II measurements, any possible future explanation of v1 

data in terms of purely hadronic physics would have to predict the detailed 

phenomenology of the centrality, rapidity, and transverse momentum dependence of 

directed flow for various particle species as a function of beam energy. Owing to the 

steeply declining RHIC luminosity as the beam energy was lowered during BES-I, our 

current statistics are inadequate for detailed directed flow measurements as a function of 

centrality, rapidity and transverse momentum. However, simulations described below 

indicate that the improved statistics and extended rapidity acceptance of the iTPC, in 

combination with improved RHIC luminosity in the future, will be sufficient to meet this 

challenge.  The restriction of measurements to the region near mid-rapidity is a serious 

limitation that must be overcome in order to reach a full understanding of the physics.   
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Figure 6 illustrates the improved rapidity coverage of the iTPC via the extrapolated cubic 

and linear fits to v1(y) for protons at 7.7 GeV measured in BES Phase-I. Clearly the 

extrapolation to higher rapidity is a major source of systematic error in this analysis and it 

will be significantly reduced by the extended rapidity coverage made available by the 

iTPC. Of course, statistical errors are liable to be quite large at the rightmost end of the 

extrapolated fit curves as well; see the discussion below for some quantitative 

information about expected improvement in statistical errors with the iTPC. The most 

significant point of the left-side panel of Figure 6 is that with the present rapidity 

coverage of the STAR TPC, v1(y) carries insufficient information to go much, if at all, 

beyond a study of a single parameter like the slope dv1/dy  averaged over the current 

rapidity acceptance, especially when statistics are limited. In contrast, the much wider 

v1(y) coverage of the iTPC opens the possibility to go well beyond a study of the single 

number yielded by the average slope just described. In light of the fact that proton and 

net-proton v1 near y = 0 have proven to be a highly promising signature, it is clearly of 

great interest and importance to extend the same form of analysis to the adjacent regions 

away from y = 0.  

           

Figure 6: Left: Plotted points show measured directed flow v1(y) for protons in three centrality bins for 

Au+Au collisions at sNN = 7.7 GeV.  The solid curves are a cubic fit to the measured data points for 

intermediate and peripheral centralities while the dashed lines are linear fits. These fits are extrapolated into 

the rapidity region that will become accessible after the iTPC upgrade. For simplicity, only positive 

rapidities are plotted here. Right: The improvement in statistical errors that would be achieved with the 

iTPC upgrade, for directed flow measurements at low RHIC energies as a function of rapidity, for any fixed 

number of events, based on simulations using the UrQMD model. Positive and negative rapidities give the 

same result, and are averaged in this plot. The two high rapidity points where a zero ratio is plotted 

correspond to acceptance regions where the present TPC provides no data whatsoever. 

The right-hand panel of Figure 6 is based on directed flow calculations using a fixed 

sample of UrQMD [6] events filtered according to the acceptance and efficiency of the 

iTPC and the current TPC. Based on these data, we plot the expected ratio of statistical 

errors before and after the iTPC upgrade. These numbers are highly relevant, given that 

large statistical errors at the lower beam energies are the main limitation of the 

measurement already taken in Phase-I of the Beam Energy Scan. The simulations 

indicate that the plotted ratio is independent of particle species, and is essentially 

unchanged at the three explored beam energies of sNN = 5, 10 and 20 GeV. Thus 

rapidity is the only relevant observable where the simulations indicate a large variation. 
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The preliminary measurements plotted here are based on the slope of v1(y) fitted near 

mid-rapidity, which captures the overall size of the directed flow signal within the limited 

rapidity acceptance of the STAR TPC. The broader rapidity acceptance that will be 

available after the iTPC upgrade, as discussed previously, will allow a more detailed 

characterization beyond a single slope measurement, and will also provide better statistics 

even when integrating over rapidity, as is likely to be the case when centrality 

dependence is being studied at the lowest beam energies. 

 

 
Figure 7: The Forward v1 measurement as a function of centrality explicitly showing the improvements due 

to the coverage of the iTPC. 

The improved acceptance of the iTPC at low transverse momentum and the improved 

overall track efficiency will enhance our physics capability in the area of directed flow at 

BES-II energies.  However, a more dramatic enhancement from the iTPC will be the new 

capability to study directed flow away from midrapidity ( |y| > 1 ).  Figure 7, based on 

UrQMD charged particles from 19.6 GeV AuAu collisions, emitted with pseudorapidities 

from 1.3 to 1.4, shows directed flow as a function of centrality.  In this pseudorapidity 

region, the TPC tracking performance is relatively poor and would drop precipitously if 

pseudorapidity were further increased, while TPC particle ID capability (based on dE/dx 

for a relatively small number of hits per track) is marginal.  The red error bars illustrate 

the much improved statistics furnished by the iTPC for the same sample of events.  If 

dE/dx were used to isolate a sample of identified tracks, the errors in both scenarios 

would be magnified, but the TPC errors would be magnified more than those of the iTPC. 

 

3.1.2 iTPC-based study of the softening of the Equation of State 
 

A prediction for the width of pion rapidity distributions can be obtained from Landau’s 

hydrodynamic model [9]. In this scenario, the width of the pion rapidity density 

distributions, y(
-
), depends on the speed of sound, cs [10]. A study of y(

-
)/y(hydro)  

as a function of beam energy, shows a potentially important feature, namely a minimum 

near sNN ~ 8 GeV – see Figure 8. This feature has been given the name “dale” [11]. It 
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has been argued that this dale structure is linked to a softening of the QCD equation of 

state [10,11]. With the extended rapidity coverage of the iTPC, STAR will for the first 

time be in a position to estimate the width (model dependent) of the pion rapidity 

distribution and thus will be positioned to investigate this proposed softening signature.  

 
Figure 8: The width of pion rapidity distributions [11], normalized to calculations based on Landau’s 

hydrodynamic model [9] as a function of beam energy. The minimum may be an indication of the softening 

of the EoS [10,11]. The only available RHIC measurement to date is at sNN = 200 GeV, from BRAHMS 

[12]. 

3.1.3 iTPC-based improvements in establishing the onset of the QGP  
 

Every QGP signature will benefit from extended  coverage, improved dE/dx and 

lowered pT cut–off. Here we discuss, as an example, the improvement to elliptic flow 

analysis.  Elliptic flow was an intensively studied signature in the analysis of data from 

BES Phase-I.   

 

There is evidence that a partonic phase is produced in the early stages of Au+Au 

collisions at top RHIC energies [13,14]. Charting the evolution of the established partonic 

signatures with sNN from 200 to 7.7 GeV should reveal the value of sNN where these 

signatures change or disappear completely. The observation that elliptic flow (expressed 

by the anisotropy parameter v2) scales with the number of constituent quarks in a given 

hadron species indicates that the flow is established early in the collision process, when 

quarks are the relevant degrees of freedom.  In contrast, if the flow had been established 

during a hadronic phase, then the magnitude of v2 for each hadron species would scale 

with its mass. In Figure 9, the differences between particle and antiparticle v2 for the six 

energies 7.7, 11.5, 19.6, 27, 39, and 62.4 GeV are shown. The result suggests that the 

constituent quark scaling (NCQ scaling), first observed at sNN = 200 GeV [15], may no 

longer hold at lower energies. As the energy is lowered, the violation of NCQ scaling 

becomes stronger, and the splitting between mesons and baryons becomes stronger. 
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These observations are consistent with the expectation that the system spends a smaller 

percentage of the collision duration in the partonic phase as the beam energy is lowered, 

and that at the lowest BES energies, the system might not reach the QGP phase at all.  

 

Figure 9: The difference in v2 between particles and their antiparticles (see legend) as a function of sNN for 

0-80% central Au+Au collisions. The dashed lines are fits with a power-law function. The error bars depict 

the combined statistical and systematic errors. 

Determination of the event plane (EP), an estimate of the reaction plane, is a crucial 

requirement in any anisotropic flow analysis. Two different event-plane reconstruction 

methods were investigated: first, the use of all reconstructed tracks in the TPC (“full 

TPC” method) and second, the use of only those tracks in the opposite pseudorapidity 

hemisphere to the track of interest (“-sub” method). In the full TPC case, self-

correlations were avoided by  removing  the  particles  of  interest  from  the  set  of  

tracks  used for the event plane reconstruction. Resonance decays and Hanbury-Brown-

Twiss correlations (HBT) with a small ∆ still contribute to, and bias, the reconstructed 

EP with this method. To reduce this non-flow effect, the -sub method was applied with 

an additional pseudorapidity gap of   0.05. In general, the -sub method has a poorer EP 

resolution compared to the full TPC method, mainly due to having only half the number 

of tracks for the EP reconstruction. This poorer resolution implies larger corrections to 

obtain the final v2 value, and larger errors. 
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Figure 10:  The upper panels depict the elliptic flow, v2, as a function of reduced transverse mass, mT-m0, 

for particles (panels a and b), and for antiparticles (panels c and d), in 0-80% central Au+Au collisions at 

sNN = 11.5 and 62.4 GeV. Simultaneous fits to mesons other than pions are shown as dashed lines. The 

difference between the baryon v2 and the meson fits are shown in the lower panels. 

The large acceptance of the iTPC will have major implications for elliptic flow analysis. 

It will allow the use of a larger  gap to separate tracks used for EP reconstruction and 

tracks used in v2 analysis, and consequently, it will further reduce non-flow, a dominant 

systematic effect, and simulations indicate that it will improve the EP resolution in the  

range 1 < || < 2 by a factor of 2 (see Figure 10). Note that in the convention of the v2 

analysis, the EP resolution represents the fraction of the true signal that is measured; a 

higher EP resolution is a better measurement. The EP resolution for || < 1 has the best 

resolution because it has the largest coverage slice. However, we need to determine the 

EP outside this window to avoid correlations with the particles of interest. 

 

Figure 11 shows simulated event plane resolutions as a function of the collision centrality 

for Au+Au collisions at 19.6 GeV using the -sub method. Within pseudorapidity || < 1, 

a maximum event plane resolution of 40% is reached. This value is reduced to about 14% 

by using only particles in the pseudorapidity range of 1 < || < 2, which is necessary in 

order to suppress non-flow contributions. An improvement of the EP resolution of a 

factor ~ 2 is observed within this pseudorapidity range by using the iTPC acceptance. 

This improvement is equivalent to a factor of 4 more statistics, which is important for 

testing NCQ scaling at high transverse momenta, particularly for rare particles like  and 

.  
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Figure 11:  Simulated event plane resolutions as a function of centrality for Au+Au collisions at 19.6 GeV 

(-sub method). A factor of ~2 improvement is observed in 1 < | | < 2 by using the iTPC. 

Figure 12 presents v2 (pT) at 7.7 and 11.5 GeV for several identified particle types, scaled 

on both axes by the number of constituent quarks.  The phi-meson result is of particular 

interest in this case, and the solid red circles with error bars illustrate the fact that BES-I 

statistics for the phi are far less than what is needed to reach a useful physics conclusion 

at these two beam energies.  The height of the red band in the lower part of each panel 

illustrates the expected error with BES-II statistics and with the enhanced midrapidity 

acceptance of the iTPC.  If BES-II were to take data without the iTPC, the errors would 

increase by an amount represented by the blue band.   

 

 

Figure 12:  Scaled v2 of the phi meson showing the projected error bars for BESII with the current TPC 

(blue band) and with the iTPC (red band). 
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3.1.4 Improved resolution of searches for critical point due to iTPC  

 

Discovery of the critical point would be the most anticipated outcome of the BES 

program. Thermodynamics indicates that QCD matter should exhibit a first-order phase 

transition ending in a critical point, with a crossover transition thereafter [16]. Models 

suggest that the critical point might be signaled by large fluctuations in event-by-event 

multiplicities of conserved quantities such as net-baryon number, net charge, and net 

strangeness.  These quantities have variances <(N)
2> that are proportional to the 

correlation length () squared. Higher moments like skewness, S ∝ <(N)
3> ~ 

4.5
 and 

kurtosis ∝ <(N)
4> ~ 

7
 vary more strongly with  and are argued to offer higher 

sensitivity to critical fluctuations [17].  Figure 13 presents the energy dependence of 

efficiency corrected 
2 

and S/Skellam of net-proton distributions with various pT and 

rapidity range for 0-5 % most central Au+Au collisions [18]. The Skellam baseline 

assumes the proton and anti-proton distribute as independent Poisson distributions and it 

is expected to represent the thermal statistical fluctuations of the net-proton number [19]. 

The 
2 

and S/Skellam are to be unity for Skellam baseline as well as in the Hadron 

Resonance Gas model. The gradual enlargement in rapidity and pT acceptance (shown in 

two upper panels) causes the only small changes close to unity in the values of  
2 

at 

energies above 39 GeV, while below 39 GeV more pronounced structure is observed for 

a larger pT and rapidity acceptance. The two lower panels show strong suppression of 

S/Skellam with enlarged pT and y acceptance in respect to unity. This suppression 

monotonically decreases with energy. The results published earlier for pT range 0.4-0.8 

GeV are shown as solid red triangles in Figure 13 [18].  These studies demonstrate that 

the larger the acceptance is, then the larger the deviations from unity will be. 

 

We conclude that with the  iTPC upgrade which would allow for analysis in a much 

larger  range (-1.5 < < 1.5). Therefore, we get improvements not only on the 

magnitude of statistical errors but also on magnitude of the signal itself, which will 

provide much smaller relative errors. The Forward TOF (eTOF) upgrade, presently under 

study in STAR, will extend STAR PID capabilities to this new range of rapidity. The 

present TOF covers range of |y| < 1, with forward upgrade it will cover |y| < 1.3.  

 

Figure 14 summarizes these studies; the left panel shows 
2 

values with their statistical 

errors as a function of energy (blue – extended pT range (0.4 < pT < 2 GeV), black – 

original analysis (0.4 < pT < 0.8 GeV) ). The red bars represent estimates of statistical 

errors for energies in the BES II program with the impact of the iTPC taken into account. 

The right panel of Figure 14 shows clearly the rapidity dependence of the net-proton 
2 

analysis;  the larger rapidity window used in analysis leads to the stronger deviation from 

unity. Black and blue points show results of 
2 

analysis for 7.7 and 27 GeV, 

respectively.   
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Figure 13: STAR results for beam energy dependence of 

2
 (top panels) and S/Skellam (lower panels) 

for net protons [18] in Au+Au collisions. The left panel illustrate the effect of pT selections while the right 

panels indicate the effects of rapidity selections. Dotted horizontal lines are expectations from Poisson 

distributions. 

 

Figure 14: The left panel shows the effects of pT selections on the 
2
 signal and the projected errors for 

BESII.  The right pane shows the effect of rapidity selections 

The estimated improved errors on measured moments due to the extended acceptance of 

the STAR iTPC were obtained by applying the iTPC and standard STAR TPC acceptance 

to model-generated events. The model uses the kinematic distributions from the HIJING 

event generator and then treats the production numbers as uncorrelated (Poisson for Np, 

Skellam for Np–Nanti-p), so that sufficiently large event samples can be generated while 
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being generally representative of HIJING. The analysis was then applied to these 

generated events using either the present acceptance or that of the iTPC. The additional 

coverage of the iTPC significantly reduces the size of the error on the measurement, 

although these errors could also be reduced by simply taking more data.  
 

The iTPC will have a significant impact on centrality resolution effects (CRE) resulting 

from initial volume fluctuations. This has a similar magnitude as centrality bin width 

effects. We tested CRE with data and with models, and concluded that CRE can be 

substantially suppressed by extending the pseudorapidity coverage of our centrality 

definition from –0.5 <  < 0.5 (currently) to –1 <  < 1 (with iTPC). We observed that 

the fluctuations in the number of participants can be largely suppressed in mid-central 

and peripheral collisions by the increase in particle multiplicities in the centrality 

definition.  
 

Model calculations [20] suggest that the sensitivity of experimental moments analyses 

strongly depend on the detector’s acceptance. The larger the acceptance, the more 

accurate is the extracted information on moments. Our inability to measure all final-state 

baryons is expected to have a similar impact on our measurements as would a more 

limited acceptance. In this case, the net-charge cumulants have a better chance to yield 

sensitive results than the net-proton cumulants [20]. STAR acceptance in net-proton 

cumulants (which are a proxy for net-baryon) is about 0.3 times the full phase space 

available for the final-state protons, while in the case of net-charge, it is about 0.5 times 

of full phase space. The iTPC would have a significant impact on both of these analyses, 

since it extends available acceptance and yields by about 50%.     
 

3.1.5 iTPC improvements in determining spectra and freeze-out parameters (T and B) 

 

Statistical-thermal models have proven to be very successful in describing particle 

multiplicities observed in relativistic collisions of heavy ions and elementary particles. 

These models permit the use of experimental particle yields as input and can generate 

corresponding thermodynamic parameters such as chemical freeze-out temperature Tch 

and baryon chemical potential B. In general, freeze-out parameters are obtained from fits 

to the experimental measured ratios of produced particles, using the statistical model 

THERMUS [21,22]. Grand Canonical (GC) and Strangeness Canonical (SC) approaches 

are used to fit the ratios. In a GC ensemble, the baryon number, strangeness, and electric 

charge are conserved on average in the system. In the SC approach, strangeness is 

conserved event-by-event. 

 

The critical region in B has been predicted to span on the order of 100 MeV [23], which 

suggests that the program of measurements in Phase-I of the Beam Energy Scan offers 

reasonable coverage along the B axis from a few tens of MeV up to at least 400 MeV.  

Furthermore, this interval is predicted to encompass the location of the critical point, if it 

exists [23]. On the other hand, the Phase-I measurements are subject to basic limitations 

that strongly motivate a new set of measurements with improved capabilities (i.e. lower 

pT acceptance and broader rapidity acceptance), as explained below. 
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The iTPC upgrade is expected to offer coverage in pT down to 60 MeV/c. This can lead 

to improvement in the following two ways: 

 The extended acceptance at low pT reduces the fraction of the yield which must be 

extrapolated and can allow selection of the correct functional form which best 

describes the spectrum of each given particle species. Table 2 shows that the 

added low pT coverage will reduce the magnitude of the extrapolation by a factor 

of two. 

 The error on final yields, and hence on freeze-out parameters, will be reduced. 

Table 2 shows that the uncertainties on the yields are also reduced by a factor of 

two. 
 

 
Low pT Yield 

w/o iTPC 
Yield error 
w/o iTPC 

Low pT Yield 
w/ iTPC 

Yield error  
w/ iTPC 

Pion 35% 9% 18% 5% 

Kaon 17% 7% 8% 4% 

Proton 13% 14% 5% 6% 

Table 2:  Listed above are the characteristics of the spectra fitting procedure and associated errors, based on 

current BES-I data at sNN = 7.7 GeV. The current extrapolation provides estimates of mid-rapidity yields 

integrated over all values of pT. 

Improving the low pT coverage also makes possible new physics analyses. A study that is 

made possible only with the lower pT thresholds of the iTPC involves measurement of the 

effect of the Coulomb acceleration of the pions. The effect is seen as an enhancement of 

ratio of 
–
/

+
 for pT below 100 MeV [24]. By studying the details of the low-pT pion 

spectra, one can determine the Coulomb potential of the source, which is related to the 

stopping of the protons as these participating protons bring a net positive charge to the 

interaction region [25]. Also, one can make the best measurement of the primordial pion 

ratios [25]. Accurate measurements of the pion ratios are important inputs for the 

statistical models and for fully understanding the thermodynamics of the system. These 

pions ratios best define the charge (or isospin) chemical potential. 

 

The extended rapidity acceptance coverage with the iTPC will open up the investigation 

of rapidity dependence of yields and freeze-out parameters. Using model-dependent 

extrapolations to obtain full phase-space yields, it will become feasible to employ 

statistical models in an environment where conservation laws can be applied in a less 

ambiguous way.  

 

Current STAR measurements of freezeout parameters show some deviations from other 

published data [26], due in part to the fact that the current TPC only offers mid-rapidity 

coverage. It has been well established that protons have a broader distribution in rapidity 

than those of mesons or anti-baryons due to partial stopping [27]. As baryon stopping is 

the key feature in the increase in B at lower energies, it is essential to measure the full 

proton rapidity distributions [28]. Using the iTPC, the proton rapidity density 

measurements can be made to 1.6 units, which (ignoring spectator protons) accounts for 

70% of the proton yield at √sNN = 19.6 GeV. Furthermore, if one also uses vertices 

displaced in z from the center of the TPC, one can extend this coverage to 2.3 units of 
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rapidity which encompasses 90% of the protons from the interaction region (see the 

section on fixed-target measurements). The luminosity increases in BES Phase II will be 

made possible both with electron cooling and longer bunches. These longer bunches will 

allow us to trigger on Au+Au collisions offset by up to 200 cm from the center of the 

TPC. This extended range will allow for almost 4 measurements of particle yields, 

improving constraints on the thermodynamics. 

 

3.1.6 Improvements in the physics reach of the internal fixed-target program 

 

STAR is developing a fixed-target program using collisions between gold nuclei in one 

of the circulating beams with an internal gold target. Investigations are underway to 

determine if it is possible to conduct this fixed-target program concurrently with the 

regular collider mode of operation by using collisions of off-axis gold nuclei from one 

beam on the internal gold target. In run-14, a gold foil was installed inside the beam pipe, 

2.1 m to the west of the center of STAR, and the first test collisions near √sNN = 4 GeV 

were collected. Figure 15 (bottom panel) shows the distribution of reconstructed vertices 

for these events (VZ = 2.1 m).  Data from those collisions are now under analysis. If the 

tests demonstrate the feasibility of fixed-target running, the result will be a significant 

expansion of STAR’s physics capabilities.  

 

This program complements the proposed BES-II by studying events in which gold ions 

from the yellow beam are incident upon an internal gold target, thus providing a set of 

even lower energies and correspondingly higher baryon chemical potentials. The center-

of-mass energies available from fixed-target collisions are √sNN = 3.0, 3.5, 4.0, and 4.5 

GeV, corresponding to B covering the range from 720 – 585 MeV. It is expected that 

these energies scan a region of the phase diagram where we explore a state of compressed 

baryonic matter below the onset of deconfinement.  The nuclear matter in this region may 

spend time in a mixed phase, and consequently the physics goals of the fixed-target 

program focus on evidence for a first-order phase transition through identification of the 

softest point. The analyses that are expected to have sensitivity in identifying a softening 

of the EOS are directed flow, integrated elliptic flow, and azimuthally-sensitive HBT.  

 

The main technical challenge of this fixed-target program for STAR arises from the 

detector being optimized for a collider geometry, while for fixed-target collisions, the 

center-of-mass is boosted to lab rapidities from 1.05 to 1.52. The fixed target will be 

installed roughly two meters upstream as shown in the top panel of Figure 15; this means 

that using the current TPC, we have acceptance for 0 <  < 1.7, while the iTPC upgrade 

will extend this coverage up to  ~ 2.3.  

 

In order to further develop the plans for fixed-target running  during BES phase II, an 

internal gold target was installed inside the vacuum pipe for the 2014 run. Parasitic fixed-

target events were recorded during the 14.5 GeV Au+Au run using off-axis ions 

associated with the gold beams. The bottom panel of Figure 15 shows a schematic of the 

gold target and the distribution of reconstructed vertices in the vicinity of the target. The 

shape of the gold target is evident.  
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The extension of coverage to higher pseudorapidities not only expands the rapidity reach 

for various particle types, but it also results in a lower pT cut-in value at all rapidities. In 

the case of pions, the width of the dN/dy distributions is about one unit at the fixed-target 

energies. The current TPC covers about 55% of the distribution at √sNN = 4.5 GeV, while 

with the iTPC, this coverage is extended to about 90%. The reduction of the low pT cut-in 

is also important; the current 125 MeV/c cut-in accepts only 60% of pions at mid-

rapidity, while the 60 MeV/c cut-in for the iTPC increases this to 85%. Combining these 

two effects, the current TPC in fixed-target mode has acceptance for only about 30% of 

all pions, while the iTPC configuration improves this to 75%. 

 

 

Figure 15: The top panel shows a schematic drawing of STAR showing the location of the fixed target and 

its  coverage. The bottom panel shows a distribution of reconstructed vertices with VZ ~ 211 cm (bottom 

left) and a schematic of target as installed in the vaccum pipe (bottom right). The shape of the gold target is 

clearly evident in the distribution of reconstructed vertices. 

In the case of protons, the correspondence between pseudorapidity and rapidity results in 

low pT cut-in values that increase with rapidity. For mid-rapidity, this cut-in value ranges 
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from 400 MeV/c to 800 MeV/c using the current TPC, and from 250 MeV/c to 400 

MeV/c for the iTPC.  These cut-in values are seen as the cyan and red curves in the lower 

panel of Figure 16.  For the √sNN = 4.5 GeV system, the current TPC accepts only 20% of 

mid-rapidity protons, while the iTPC increases this to 65%. Overall, the current TPC 

accepts only about 10% of all protons in fixed-target mode, while the iTPC improves this 

to 55%. 

 

All three classes of analyses that are a physics focus of the fixed-target program would 

benefit substantially from the iTPC: 

 Azimuthal HBT studies will benefit from the overall 2.5 times increase in pion 

acceptance. This will reduce the number of events necessary to get a significant 

physics result by 60%.  

 Directed flow studies will have reach in both the forward and backward regions, 

which allows a cross-check of the results. The detector acceptances and biases 

will change with rapidity, however if these are corrected properly, the results will 

be antisymmetric about mid-rapidity.  

 Elliptic flow studies will benefit the most from the improved low-pT acceptance 

for protons at mid-rapidity.  At fixed-target energies, protons make up a major 

part of the total charged particle yield and it is inferred from extrapolations that 

their flow pattern is different from that of pions. Having low-pT coverage and 

excellent particle identification at mid-rapidity will be essential in understanding 

the role of mesons and baryons in the development of elliptic flow.  
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Figure 16: The acceptance for pions (top) and protons (bottom) in fixed-target mode. The histogram is 

filled with data from Au+Al background events taken during BES-I. The alternating red and cyan vertical 

bars indicate the center-of-mass rapidity for various energies to be studied. The cyan and red curves 

indicate the lower acceptance cut-ins for the current TPC and iTPC configurations, respectively. 
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3.2 Study of the properties of QGP 

3.2.1 Search for chiral symmetry restoration 

 

Di-leptons are a crucial probe of the strongly interacting matter created in ultra-

relativistic heavy ion collisions. Leptons are produced during the whole evolution of the 

created matter and can traverse the medium with minimal interactions. Different 

kinematics of di-lepton pairs (mass and transverse momentum ranges) can selectively 

probe the properties of the formed matter throughout its entire evolution. In the low 

invariant mass range of produced lepton pairs (Mll  < 1.1 GeV/c
2
), vector meson in-

medium properties (mass and width of the ρ(770), (782), and (1020) spectral 

functions) may be studied via di-lepton decays and may exhibit modifications related to 

possible chiral symmetry restoration. Also, in the higher pT range, direct photon yields 

were derived through di-electron measurements at RHIC, allowing an assessment of 

thermal radiation. Additional precision experiments with large acceptance and a broad 

range of beam energies can provide invaluable insights in this subject. 

 

The di-lepton spectra in the intermediate mass range (1.1 < Mll < 3.0 GeV/c
2
) are 

expected to be directly related to the thermal radiation of the Quark-Gluon Plasma. 

However, significant background contributions from other sources have to be measured 

experimentally. Such contributions include background pairs from correlated open heavy-

flavor decays, which produce a pair of electrons or muons from the semi-leptonic decay 

of a pair of open charm or bottom hadrons:  𝑐𝑐 → 𝑙+𝑙 or  𝑏𝑏 → 𝑙+𝑙−. In the high-mass 

region (Mll > 3.0 GeV/c
2
), J/ψ,  and their excited states are used to study the color 

screening features of the QGP.  

 
It has been generally accepted that the properties of the vector mesons change 

dramatically from vacuum to the hot and dense medium created in relativistic heavy ion 

collisions, which creates an enhancement in the di-lepton yields at low pT and low 

invariant mass between the pion and  mass as recently observed at SPS and RHIC. The 

key question is how to connect this modification to the possible chiral symmetry 

restoration expected at high temperature achieved at RHIC and the LHC. Dynamic 

models [29] show that the width broadening of  can be attributed to the interactions with 

the surrounding nuclear medium, i.e. to the coupling of the  to the baryons and their 

resonances. These interactions affect the properties of the  even in the cold nuclear 

matter. In hot nuclear matter, where temperature and/or baryon density is high, they are 

expected to cause the width to broaden to the extent that it becomes indistinguishable 

from the continuum radiation. This continuum radiation coincides with the di-lepton 

thermal radiation from QGP at the phase transition temperature. A key observable would 

then be a temperature dependence of the di-lepton yields at low mass. Due to the nature 

of relativistic heavy ion collisions, the observed di-lepton yields at low mass have 

contributions from many sources integrated over the entire evolution of a collision.  

During BES-I running, STAR collected dielectron data for minimum-bias Au+Au 

collisions at √sNN = 39, 27 and 19.6 GeV.  Figure 17 shows preliminary efficiency-

corrected dielectron invariant mass spectra for these three beam energies, as well as for 

62.4 GeV.  
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Figure 17:  Preliminary STAR measurements of dielectron invariant mass distributions below 1.1 GeV/c

2
 

for √sNN = 19.6, 27, 39 and 62.4 GeV.  The grey cocktail curve includes all known hadronic sources apart 

from the which is included in the model).  The orange band includes a model calculation [29] with 

contributions from both hadron gas and QGP phases.   

Figure 18 shows the sum yield of protons and antiprotons over that of 
+
 and 

–
 as a 

function of collision beam energy. This ratio represents the baryon density at freeze-out. 

The figure shows that above 10 GeV CM energy, the ratio is almost independent of beam 

energy. This means that at freeze-out, the total baryon density is independent of beam 

energy in the RHIC beam energy scan region. Consequently, this also means that the 

medium effect on  vector meson and its di-lepton spectrum is independent of beam 

energy when the di-leptons are emitted close to freeze-out. On the other hand, the 

temperature and baryon density at the earlier stage of the collision strongly depend on the 

beam energy, varying from 150 MeV to 300 MeV. This variation and the lifetime of the 

system impact the output of di-lepton yields, and could result in measurable anomalies. 

This energy range is an important bridge between top SPS and top RHIC energies, and 

provides an effective tool to study the temperature dependence of the  spectral function. 

Models can be used to connect the broadening of the  spectral function to the chiral 

symmetry restoration and QGP thermal radiation. We propose to collect high-statistics 

datasets in BES-II to systematically study the di-lepton spectrum as a function of beam 

energy.  The iTPC upgrade is crucial for this important and challenging measurement. 

 

The iTPC also provides significant improvement in dE/dx resolution for electron 

identification and acceptance. Figure 19 shows the current dE/dx distribution from data. 

In this pT window, a significant pion (red dashed) contamination of the dE/dx distribution 

of electrons (blue dashed) can be observed. The improved resolution from the iTPC 

reduces the individual contributions of the pions (red solid), resulting in significantly 

reduced contamination in the electron sample. Figure 20 illustrates the fact that the iTPC 

will deliver a comparable improvement over a wide range of pT windows. STAR has 

performed a detailed study of dielectron measurements in Au+Au collisions at √sNN =19.6 

GeV [arXiv:1501.0534]. The dominant systematic uncertainty is hadron contamination 

due to misidentification of hadrons as electrons in the dE/dx distribution. The uncertainty 

is up to 20% in the mass range of interest. With only one week of data-taking at 19.6 

GeV in 2010, the dominant uncertainty is from statistics as presented in the paper. In 
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BES II, with the proposed beam time, a statistical uncertainty of 10% is achievable and 

required. The iTPC upgrade reduces the hadron contamination by more than an order of 

magnitude and makes this source of contamination a negligible contribution to the errors 

in the measurement in comparison to the statistical uncertainty. 

 

 

Figure 18: Total baryon density, represented by (p+anti-p)/(
+
+

–
), vs. beam energy at RHIC. 

 

 

Figure 19: dE/dx of electrons and hadron background, as a function of nσe , for 0.4 < pT  < 0.5 GeV/c.  The 

blue Gaussian curve is the electron dE/dx while the red dashed line is a fit to the measured hadron dE/dx 

tail. The solid red line is the expected hadron contamination with the improved tracking of the iTPC. 
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Figure 20: These panels demonstrate the iTPC improvement for 12 different pT intervals, following the 

same scheme as plotted in the previous figure. 

Figure 21 shows the electron purity as a function of momentum. One can see that in the 

hadron cross-over region, the electron purity with the iTPC upgrade will be similar to that 

with the current TPC. However, the hadron tail contamination will become negligible as 

indicated by the data points above 1.5 GeV/c. This will reduce the systematic 

uncertainties on the dielectron mass spectrum caused by hadron contamination from 2% 

to 0% at Mee=0.2 GeV/c
2
. 

 

Figure 21:  The expected purity for electrons as a function of transverse momentum. The black symbols 

show the purity using the current TPC. The improved purity with the iTPC is shown in red symbols. 
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Figure 22:  The electron acceptance using the current TPC (dashed red line) and the expected improvement 

using  the  iTPC under two different assumptions (red and blue lines). 

The iTPC will significantly enlarge the acceptance for charged hadrons. For the 

dielectron analysis, electrons and positrons will be identified down to transverse 

momentum 0.1 GeV/c with the iTPC upgrade. Figure 22 shows dielectron acceptance 

with the iTPC upgrade compared to that with the current TPC. The acceptance correction 

is estimated by a Monte Carlo simulation with inputs of virtual photon yield spectra, 

phase space distributions and decay kinematics. The acceptance difference between two 

input spectra, the cocktail mass spectrum versus the flat mass case, will contribute to 

systematic uncertainties for the acceptance-corrected dielectron excess mass spectra. 

With the iTPC upgrade, the acceptance will be increased by more than a factor of 2 in the 

dielectron mass region Mee<0.4 GeV/c
2
. 

 

The iTPC will significantly improve the tracking efficiency for charged hadrons. In 

addition, it will reduce the efficiency uncertainties from 5% to 1-2%. We estimate with 

this improvement, the cocktail uncertainties for π
0
, ω, and ψ decays will be significantly 

reduced (a factor of two). In addition, the single electron efficiency uncertainties will also 

be reduced. The expected systematic uncertainties on π, ω, ψ, η, η’, and charm cocktail 

contributions, acceptance correction factor, and single electron efficiency with the iTPC 

upgrade. With the improvement, the systematic uncertainties of dielectron excess mass 

spectrum will be reduced by a factor of 2, as shown in Figure 23. 
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Figure 23: The expected systematic uncertainty of dielectron excess mass spectrum with the iTPC upgrade 

compared to the current TPC case. The data are from STAR’s measurements in 200 GeV Au+Au 

collisions. The boxes represent the uncertainty from data and the brackets represent the total systematic 

uncertainties including those from cocktails. The grey boxes are for the current TPC while the green boxes 

are for the iTPC upgrade. 

 

Physics Summary 

 

The addition of the iTPC has three major benefits for physics: the rapidity coverage is 

increased, the pT thresholds are lowered, and the dE/dx resolution is improved. These 

potent benefits touch all aspects of the BES program; in some cases, completely new 

measurements are possible for the first time in STAR, while in other cases, existing 

physics capabilities are greatly improved. The improved coverage in  and pT allow us to 

better measure all yields. For the first time in STAR, there will be sufficient  coverage 

to measure the proton rapidity distributions to the point where they start to fall off, which 

allows the most direct quantification of baryon stopping. The iTPC will provide sufficient 

low pT coverage to measure the Coulomb effect on the pion distributions, thereby 

significantly reducing the systematic error in our determination of the thermodynamic 

properties of the systems. The improved  coverage will significantly improve v1 

measurements, which already point to a possible softening of the equation of state, 

quantitatively changing what we can learn. Improved  coverage also will allow, and for 

the first time in STAR, a study of pion rapidity widths, which offers sensitivity to this 

same physics. The improved  coverage also will provide a two-fold improvement in 

TPC-based reaction plane resolution, in scenarios where an  gap is used to suppress 

unwanted correlations unrelated to the reaction plane. Both the improved  and pT 

coverage increase the overall acceptance for the higher moments studies of critical 

behavior. Without the iTPC, we would have to run for 1.5 to 2.0 times longer to achieve 

the same sensitivity. The improved dE/dx resolution reduces hadron contamination of the 

dielectrons by an order of magnitude. Without the iTPC, this systematic error will be the 
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dominant source of error for our di-lepton studies, which are the major statistics drivers 

for the BES II program. 
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4 Simulation Studies  
 

A detailed study of the new iTPC design has been carried out using the STAR simulation 

framework.  The goal was to demonstrate the impact of the upgrade upon the physics 

measurements and to justify the proposed upgrade. The simulation studies are also 

important to help optimize the design of the new detector. Several key aspects of the 

simulation studies are discussed in this chapter. 

 

For these simulation studies we used the HIJING Monte Carlo event generator (Wang & 

Gyulassy, 1991) to simulate the Au+Au collisions at √𝑠𝑁𝑁 = 200 GeV energies. The 

simulated data was then passed on to the GEANT simulation package for detector 

simulations. At this point the hits in the active volume of the TPC were produced for 

several different pad geometry configurations and finally the outcome of the detector 

simulation was put through the STAR TPC response simulation (TpcRS) algorithms. 

 

The most immediate consequence of increasing the number of inner padrows is the larger 

acceptance of the TPC.  The current configuration has 13 widely spaced pad rows. 

Configurations with 32, 40 and 52 pad rows have been considered for the new design. 

The track quality requirement for the STAR experiment requires at least 15 hits in the 

TPC, therefore high pseudorapidity tracks that only traverse 13 rows of the current inner 

TPC are, by definition, disregarded. This quality cut has a profound effect on the 

measured yield of low transverse momentum pT particles which are confined to small 

radii due to the high magnetic field.  Therefore, increasing the number of pad rows in the 

inner section of the TPC is expected to increase the acceptance for low 𝑝𝑇 particle tracks. 

  

 

Figure 24:  Schematic view of the TPC response simulator flow chart. 
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A detailed simulation is important to demonstrate the robustness and correctness of the 

procedure. TpcRS was used to perform the detailed simulations of the TPC performance 

and response. The workflow of the TpcRS flow is shown in Figure 24 and can be 

described in 6 basic steps (steps are labeled with numbered circles) 

 

The first step is to generate the free electrons from the GEANT hits in the active volume 

of the TPC. It is based on the Bichsel's particle identification model for the time 

projection chambers (Bichsel, 2006). The number of primary clusters is calculated as: 

1

𝜆
=

𝑑𝑁

𝑑𝑥
(𝛽𝛾)  

which for Ar gas results is about 28 free primary electrons per centimeter. The kinetic 

energy for each primary electron is derived from the dN/dE distribution. The average 

number of secondary electrons produced for each primary is given by: 

𝑛0 =
(𝐸 − 𝐼0)(1 − 𝐹)

𝑊
 

where 𝐼0 = 13.1 eV is the average minimum energy of ionization for the TPC gas, 

𝑊 = 28.5 eV is the average ionization potential of the gas and 𝐹 = 0.3 is the Fano 

factor. The total number of electrons per primary electron is then expressed as: 

𝑁 = 1 + Binomial(𝑛0, 𝑝 = 1 − 𝐹) 

The next step is to properly describe the drift of the free electrons to the padplane in the 

presence of electric and magnetic fields. Note that even in the ideal case of uniform and 

parallel electric and magnetic fields the electrons will still be deflected from straight line 

trajectories due to the diffusion. The transverse diffusion factor is given by: 

𝜎𝑇 = 𝜎𝑇0(𝐵)√𝐿𝐷 

where B = 5 kG, L is the drift length, 𝜎𝑇0(5 kG) = 230 µm/cm 

 

In the third step of the simulation, the transport of electrons near the wire planes is 

performed. At this point the effect of imperfect electric and magnetic fields has to be 

taken into account. This introduces the Lorentz shift along the wires of about 1 mm 

× tan Θ𝐿, where tan Θ𝐿 = 𝜔𝜏 ( ~2) 

 

Once the electrons are transported all the way to the MWPCs, a careful simulation of the 

charge distribution in the wire chambers and the time development of the signal is 

necessary. The basic formulas and parameters for the calculations done in TpcRS are 

taken from the Ref. (Mathieson, 1991). Finally, the TpcRS does the signal digitization 

before the tail cancellation algorithms are applied. 

 

The main descriptors of the reconstructed events, using the upgraded iTPC geometry and 

new TpcRS are shown in Figure 25 to demonstrate that the simulation is well understood 

and produces the expected results. 
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Figure 25:  Characteristics of the reconstructed events simulated with the new iTPC geometry. 

Detector simulations were performed for several different iTPC geometries and 

configurations. Table 3 shows the specifications for several different padplane geometries 

which were investigated.  

 
Geometry devTA devTB devTC devTD devTE devTF y2011 

# of Padrows 32 40 40 32 50 32 13 

Pad 

Size[cm×cm] 

0.67×2.0 0.67×1.6 0.5×1.6 0.5×2.0 0.335×1.28 0.4×2.0 0.335×1.15 

# of Channels 2162 2572 3496 2762 6494 3456 1750 

Table 3: Description of different iTPC padplane geometries 

 

Momentum resolution for each design has been studied. The resolution of the 

measurement is a function of momentum and could be given in the following form: 

(
𝜎𝑝𝑇

𝑝𝑇
)

2

= (𝜎𝑟𝑒𝑠)2 + (𝜎𝑚𝑠)2;  𝜎𝑟𝑒𝑠 = 𝑝0;  𝜎𝑟𝑒𝑠 = 𝑝1 × 𝑝𝑇 , 

where 𝜎𝑚𝑠 is the error due to a multiple scattering and 𝜎𝑟𝑒𝑠 is the error of our 
measurement.  Figure 26 shows the resolution as a function of the momentum with a 
linear fit. 
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Figure 26: Momentum resolution as a function of the transverse momentum to extract the p1 value. 

Figure 27 shows the momentum measurement resolution coefficient with for the track 

momentum reconstruction for several different padplane configurations.  Note that the 

results are shown in three pseudorapidity regions (circles, triangle and squares).  The 

figure illustrates that increasing the number of pads by about a factor of two results in a 

better resolution compared to the original TPC padplane geometry with 13 pad rows. The 

resolution improvement is especially noticeable in the pseudorapidity region 1 < |𝜂| <
1.5, where the resultant resolution is about a factor of two higher.  The configurations 

with higher pad density of up to a factor of four increase in the number of pads, yield 

only slightly better results compared to the factor of two increase. 

 
Figure 27: Track resolution (linear component) for different geometries of the inner part of the time 

projection chamber. 
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The efficiency for pion, kaon, and proton track reconstruction are shown in Figure 28. 

The blue curves show the results for the current geometry while the devTC geometry 

results are shown in red.  

 
Figure 28: Efficiency of pion, kaon, and proton measurements as a function of pseudorapidity and 

transverse momentum (in GeV/c) for the current TPC design (blue) and for the devTC design (red). The 

theoretical curve for the efficiency for tracks longer than 30 cm is shown as a green dashed line.  

 

The simulations show a dramatic increase in acceptance at high 𝜂, significant increase in 

dE/dx resolution and notable improvements in momentum resolution. For example, there 

is approximately a factor of 5 increase in acceptance at 1 < |𝜂| < 1.5 and a factor of 2 

increase for low 𝑝𝑇 hadrons even at mid-rapidity.  

 

The surprising result from Figure 27 is that improved momentum resolution does not 

depend on the width of the pads for the inner sector upgrade.  The resolution only 

depends on sampled length of the track.  The same conclusion is reached when looking at 

the dE/dx results presented in Figure 29. 
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Figure 29:  
𝑑𝐸

𝑑𝑥
 resolution comparison for the existing and upgraded iTPC for two pseudorapidity regions. 

The dE/dx resolution can be described roughly by a function of the form:  (𝑁𝑑𝐸 𝑑𝑥⁄
0.5 )

−1
, 

where 𝑁𝑑𝐸 𝑑𝑥⁄  is the number of sampled TPC hits used in calculating the dE/dx value. 

Thus, the dE/dx resolution depends only on the sampled track length. Figures 23 show the 

improvement in the dE/dx measurement due to the higher number of sampled track 

segments. The improvement in the forward direction (|𝜂| > 1) is even more dramatic, 

showing The dE/dx measurement at the track length which in the eisting TPC are 

neglected due to insufficient number of the padrows.  The improvement allows better 

dE/dx separation for pions, kaons, and protons at low momentum and enables better kaon 

and proton separations at high momentum as well as better electron identification. 

 

4.1.1 Conclusions 
 

In conclusion, the simulation studies confirm that additional pad rows on the inner sectors 

improve momentum resolution, dE/dx resolution and increases the acceptance of the 

detector.  The results are not particularly sensitive to the choice of pad width or length. 

What is important is complete coverage of the inner sectors. So we have chosen 

configuration devTC for the iTPC upgrade; with a pad size of 4.5 mm x 15.5 mm (5 mm 

x 16 mm pitch).  Using these larger pads, the inner sectors will have 40 pad rows (instead 

of existing 13) and a total of 3370 pads per sector.  This is roughly double the number of 

pads in the existing inner TPC sectors.  
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5 Multi-Wire Proportional Chambers  
 

5.1 Introduction 

In this section, we will discuss the MWPC chambers in more detail.  We will also discuss 

the factory that will be required to assemble the chambers at Shandong University, China.   

The installation of the chambers into the STAR TPC is a non-trivial operation that will be 

discussed in a subsequent chapter of this proposal. 

 

The conceptual plan for the STAR TPC is shown in Figure 1 (see Section 2).   The TPC, 

as actually built, is very similar to the conceptual plan and is shown in Figure 30.  The 

photo was taken during construction at LBL.  Note that the high voltage Central 

Membrane (CM) and the Outer Field Cage (OFC) are inside the TPC when the picture 

was taken but the Inner Field Cage (IFC) and MWPCs have not yet been installed.   

 

 

Figure 30: The STAR TPC during construction at LBL.  The tracking volume of the TPC is 4 meters in 

diameter and 4.2 meters long.  The photo shows how each end of the TPC is divided into 12 super-sectors 

and each super-sector is divided into an inner and an outer readout sector.   

 

As shown in the photo, each end of the TPC is divided into 12 super-sectors (one inner 

sector and one outer sector, each). A Multi-Wire Proportional Chamber (MWPC) was 

inserted into each sector-shaped hole in the end wheel, and electronics attached, after the 

picture was taken. 

 

The goal of this proposal is to replace the existing inner sector MWPCs with new readout 

chambers and padplanes.  The outer sectors do not need a performance upgrade nor have 

they experienced significant aging and so they will not be replaced, except perhaps to 
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remove a sector and replace it with an existing spare if we suspect that it has a broken 

wire.   

 

The physical parameters and dimensions for the TPC are shown in Table 4.   

 

Item Dimension Comment 

Length of the TPC 420 cm Two halves, 210 cm long 

Outer Diameter of the drift volume 400 cm 200 cm radius 

Inner Diameter of the drift volume 100 cm 50 cm radius 

Distance: cathode to ground plane 209.3 cm Each side 

Cathode 400 cm diameter At the center of the TPC 

Cathode potential 28 kV typical 

Drift gas 
P10:  90% Ar,       

10% CH4 
He-Ethane as an option 

Drift Velocity 5.45 cm/sec typical 

Transverse diffusion () 230 m/cm 135 V/cm & 0.5 T 

Longitudinal diffusion () 360 m/cm 135 V/cm & 0.5 T 

Magnetic Field 0, ±0.25 T, ±0.5 T Solenoidal 

Table 4: Parameters and dimensions for the STAR TPC  [1] 

 

The design of the new inner sectors is related to the properties of the gas which fills the 

TPC tracking volume.  The STAR TPC uses P10, a mixture of 90% argon and 10% 

methane.  P10 is an excellent gas to use in a TPC because it is not difficult to manage and 

has a high drift velocity at a relatively low electric field setting.  For example, the STAR 

TPC uses an electric field gradient of approximately 135 V/cm and achieves an electron 

drift velocity of 5.45 cm/sec.  See Table 4.  The Argon is heavy (high Z) and allows for 

good dE/dx resolution by creating approximately 28 free electron-ion pairs per cm of 

track length.  The methane, on the other hand, is a quench gas which soaks up UV 

photons that are created at the same time as the electron-ion pairs. The methane prevents 

the photons from creating additional secondary electrons via the photoelectric effect 

when they collide with the surfaces of the TPC.   

One of the drawbacks to using P10, however, is that electrons suffer a relatively high rate 

of diffusion while drifting through the gas.  Using the numbers in Table 4, it is easy to 

calculate that an electron cluster will spread to a width of 3.33 mm () due to transverse 

diffusion after drifting from the CM to the MWPC readout chambers.  Similarly, the 

longitudinal diffusion will be 5.2 mm () or, equivalently, the cluster will be spread out 

in time with a FWHM of 225 nsec.   Thus, the transverse diffusion sets the scale for the 

width of the readout pads on the MWPC padplanes while the longitudinal diffusion sets 

the time scale for the shaping parameters in the pre-amplifiers and sets the sampling 

fraction within the shaping time of the pre-amps. 

 

In the original TPC design, the width of a pad was chosen to allow three or more pads to 

record a signal from a single electron cluster in the outer sector and four or more pads to 

record a signal in the inner sector.   The inner sector pads were deliberately made 
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narrower to allow for enhanced two-track resolution at small radii and in high 

multiplicity events.   At the time, it was uncertain what the multiplicity of events would 

be in central Au+Au collisions at 200 GeV so a conservative design was implemented.  

Also, since the pad width depends on the choice of the drift gas, the original TPC 

padplane was designed to be compatible with He-Ethane as well as P10.  He-Ethane has a 

lower diffusion coefficient than P10 and potentially providing higher resolution.  

However, after 14 years of excellent performance with P10, He-Ethane is no longer under 

consideration.  Thus, if we are going to replace the inner sectors of the TPC, it seems 

reasonable to re-optimize the width and length of the pads. 

 

5.2 MWPC and Padplane Design 

5.2.1 Pad Size and Wire Spacing 

 

The STAR time projection chamber uses Multi-Wire Proportional Chambers with 

padplane readout to record tracks of ionizing particles.  Figure 31 shows a photo of an 

outer sector MWPC and its associated padplane.  The pads are 6.2 mm wide (6.7 mm 

pitch) and 19.5 mm long (20 mm pitch).  Most importantly, the pads are contiguous and 

provide complete coverage of the readout plane under the anode wires. As discussed 

previously, and as shown in Figure 2, the inner sectors have smaller pads, which do not 

cover the entire area of the readout plane. A major goal for this upgrade project is to build 

new inner sectors that have the same hermetic coverage in the inner sectors as has already 

been achieved in the outer sectors.   

 

 

Figure 31: A photo of an outer sector padplane showing the MWPC, the padplane, and the Aluminum 

strongback that supports the padplane and wire grids.  The MWPCs are really three grids of wires; the 

gated grid (top), the ground grid (middle, also known as the cathode grid), and the anode wires (bottom). 
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A side view of an inner sector padplane is shown in Figure 32.  Note that the distance 

between the padplane and the anode wires, and also the distance between the anode wires 

and the ground shield grid, is 2 mm, while in an outer sector, the padplane to anode wire 

separation is 4 mm.  Otherwise, the structure of the inner and outer MWPCs is very 

similar.  The anode wire plane in both the inner and outer sectors has one design feature 

that is different than in most other TPCs. It is a single plane of 20 μm wires on a 4 mm 

pitch without intervening field wires. The elimination of the intervening field wires 

improves wire chamber stability and essentially eliminates the initial voltage conditioning 

requirement. 

  

Figure 32: Side view of an inner sector adplane, strongback and wire grids.  Dimensions are in mm. 

The outermost wire plane on a sector is the gated grid (GG).  It is located 6 mm from the 

ground shield grid in both the inner and outer sectors. The GG is a shutter to control the 

entry of electrons from the TPC drift volume into the MWPC. It also blocks positive ions 

produced in the MWPC from entering the drift volume where they could distort the drift 

field. The gated grid plane can have different voltages applied to the odd numbered and 

even numbered wires. The grid is ‘open’ when all of the wires are biased to the same 

potential (typically 115 V). The grid is ‘closed’ when the voltages alternate ±75V from 

the nominal value. During data taking in STAR, the gated grid is made transparent to the 

drift of electrons during an  event  and then closed the rest of the time. The positive ions 

are too slow to escape during the open period and normally are captured during the 

closed period.  

 

The grid of ground shield wires is the middle grid in the MWPC. The ground shield is 

wound with 75 μm wires. The primary purpose of the ground shield is to be the mirror 

image of the padplane on the other side of the anode wires. The grid can also be pulsed 

with a signal to calibrate the pad electronics. A resistive divider at the grid provides 50 Ω 

termination for the grid and 50 Ω termination for the pulser driver. 

 

The gated grid and the ground shield establish the boundary conditions for the 

termination of the electric field in the TPC drift volume. For this reason, the gated grid 

and the ground shield wires in the inner and outer sectors are precisely aligned (i.e. the 

same distance from Central Membrane).  This alignment preserves the uniform drift field 

in the TPC but it also creates a situation where the inner and outer anode wires and 

padplanes are not in the same position (i.e. different distances from the CM).  

 

The effective spatial resolution for reading out isolated tracks on the padplane is given by 

a conceptually simple equation: 
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𝜎𝑒𝑓𝑓
2 =  𝜎𝑖

2 +  𝜆 𝜎𝑏
2 +  tan2( 𝛼) 𝜎𝑐

2 

Where 𝜎𝑖 is the intrinsic resolution of the padplane which depends on the pad response 

function, 𝜎𝑏 is a diffusion coefficient that must be multiplied by the distance, , that the 

electrons drift before reaching the padplane, and 𝜎𝑐 is a term proportional to the crossing 

angle of the track over the pad, .    

 

Taking these terms in reverse order: the term proportional to the crossing angle is small 

and can be ignored for tracks which pass over the long axis of the pad (e.g.  is small) 

[5].   The diffusion term is proportional to the distance over which the electrons drift, and 

it is not small.  For example, d = b
2
 is 3.3 mm for electrons that drift the full 

distance from the CM to the padplane in P10 gas.  (See Table 4.)  Finally, the intrinsic 

resolution of the pad is governed by the pad response function which depends on the 

width of the pads as well as the wire geometry over the pads. 

 

The key to understanding the STAR geometry is to note that there are no field shaping 

wires in the anode plane.  Therefore, the pad response function for pads of width w, and 

anode to padplane distance h, is easily calculated, in part because the anode wire spacing 

is larger than anode to padplane distance  [2,3], (see Figure 33) 

𝑃𝑅𝐹(𝑥) =
1

𝜋
[ tan−1(tanh(

𝜋

2ℎ
(𝑥 +

𝑤

2
))) − tan−1(tanh(

𝜋

2ℎ
(𝑥 −

𝑤

2
))) ] 

 

The pad response function (PRF), is shown in Figure 33 for the old (blue) and new (red) 

padplane geometries.  As expected, the PRF for new inner sector pads is wider than the 

PRF for the old pads but narrower than the PRF for the outer sector pads. As the width of 

the pad goes to infinity, the PRF goes to 50%, indicating that half the signal goes to the 

padplane and the other half to the ground grid. Note that the PRF for the outer sector 

(black line) is slightly wider but, overall, very similar to the width and shape for the 

diffusion term, 3.3 mm.   
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Figure 33: The pad response function for the outer sector is shown by the black line, the existing inner 

sector by the blue line, and the proposed inner sector by the red line.  The pad spacing is  6.7 mm, 3.35 mm, 

and 5 mm respectively.  The padplane to anode wire plane distance is 4 mm in the outer sector and 2 mm in 

the inner sector.  The green line shows the PRF for a very wide pad, 20 mm, and it suggests that 50% of the 

signal goes to the padplane in the asymptotic limit. The diffusion width for an electron that drifts the full 

length of the TPC would be a curve that lies very close to the black line.    

Figure 34 shows the effective pad response function, eff, for the inner and outer pads in 

the TPC as a function of magnetic field.  The pads are shown as rectangles while the 

circles define the 3eff limit for the pad response function convoluted with the diffusion 

limit for electrons that drift the full length of the TPC. Circles are drawn for B field 

settings of 0 T, 0.25 T and 0.5 T.  The 3 limits at 0.5 T correspond to 4.5 pad widths in 

the outer sector, 6.7 pad widths in the inner sectors (and would be 4.9 pad widths if we 

also consider a new design with 5 mm pad spacing). As can be seen from Figure 34, the 

outer sector pads are very well matched to the diffusion width for clusters at full field and 

suitable for use in a fast, three-pad, online cluster finding algorithm.    However, the inner 

sector pads are probably too small, and such fine sampling of the charge distribution is 

not necessary especially since we use an online cluster finding algorithm which uses 

three pads to define and locate a cluster.    This intuitive conclusion is borne out by the 

padplane simulations presented in the Simulations chapter of this report. 
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Figure 34: Simulations of the effective pad response function for pads on the inner and outer TPC 

padplanes.   The inner pads were assumed to be 3.35 mm wide and the outer pads 6.7 mm wide.  The 

circles show the 3-sigma limit for the pad response function convoluted with the diffusion limit for 

particles that drift the full distance from the CM to the padplane.  P10 gas is assumed.  The different circles 

show the different response that is recorded when the B field is set to 0.0, 0.25 T, or 0.5 T.  [4] 

The simulations presented in the previous chapter suggest that the pad dimensions are not 

critical over a broad range due to the limits imposed by diffusion.   In other words, the 

effective space point resolution does not change dramatically when the pad width is 

adjusted from 3.35 mm to 6.7 mm.  This gives us the freedom to choose a new pad size 

that efficiently covers the full area of the inner sector while keeping the channel count 

within reasonable bounds.   

 

Cost constraints, as well as limitations imposed by electronic packing density (e.g. 

connectors) suggests that it is reasonable to expand the number of electronic channels on 

the inner padplane by approximately a factor of 2.   Another design constraint is that the 

inter-pad spacing should be chosen to be a multiple of the anode wire spacing (4 mm) 

because a group of anode wires (3, 4 or 5) must be precisely centered over a pad.  This 

requirement forces the anode wires to be phase locked with the pads, and thus every pad 

row will have the same response to an incoming electron cluster.   

 

There are three choices for the spacing of the pads in the long direction; the choices are 

12, 16 or 20 mm.   If we set a goal to double the number of channels on the inner sector 

then a satisfactory compromise can be achieved with pad pitch of 5 mm along the pad 

row and 16 mm perpendicular to the pad rows.  This configuration creates 3496 channels 

in 40 rows.  The 5 mm x 16 mm pad pitch will give a pad response function that is 

smaller than the diffusion width but otherwise is very satisfactory.  (See Table 3 and 

Table 5.)  
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Item Inner Outer iTPC Comment 

Pad Pitch (center to center) 3.35 x 12 6.70 x 20 5.0 x 16 mm 

Isolation gap between pads 0.5 0.5 0.5 mm 

Pad Size 2.85 x 11.5 6.20 x 19.5 4.5 x 15.5 mm 

Number of Pads 1750 3940 3370  

Anode to padplane spacing 2  4 2 mm 

Anode voltage 1170 V 1390 V ~ 1120 V 20:1 S/N 

Anode Gas Gain 3770 1230 ~ 2000 nominal 

Anode Wire diameter 20 m 20 m 20 m Au plated W 

Anode Wire pitch 4  4 4 mm 

Anode Wires phase locked 

to pad location 

3 wires, #2 

over center 

5 wires, #3 

over center 

4 wires, 

centered 

grp centered 

over the pad  

Table 5: Parameters for the original and new STAR TPC padplanes [1] 

The original MWPCs and electronics were designed to work with a 20:1 signal to noise 

ratio. So, what is the anode wire gain that will be required to produce a comparable signal 

over the new padplane geometry?  We will study this question simply by scaling from the 

previous performance of the inner sectors.  For example, the new pads are longer and 

more charge is deposited on the longer pad, but a wider pad also helps because  it 

samples the pad response function convoluted with the transverse diffusion width of 

signals.  Putting these factors together suggests that the new, larger, pads will collect 

nearly twice as much signal as the small pads on the inner sector.  We will not attempt to 

do this calculation precisely here, except to point out that scaling by length and effective 

width suggests that a gain of 2000 is more than sufficient for reliable operation of the 

new inner padplane geometry.  This is a significant reduction in gain compared to the old 

inner sector gain setting at 3770. 

 

Lower gain on the inner anode wires suggests that the corresponding voltage can be 

lower. The voltage on the anode wires is easy to calculate because STAR has measured 

the gain on the anode wires using an 
55

Fe source in a prototype wire chamber and 

prototype TPC electronics [2, 6].  (Note that the voltage and gain characteristics of a wire 

chamber do not depend on the pad size as long as the padplane is fully covered with pads 

or equivalent ground plane.) Assuming a 200 ns FWHM pre-amplifier shaping circuit, 

then the gain on the inner sector is [7]: 

𝐺𝑖𝑛𝑛𝑒𝑟 = exp (0.01267(𝑉 − 520))     where V is given in volts. 

Thus, 1120 volts on the anode wires will yield a gain of 2000.  This is a very reasonable 

number and should not be a problem to achieve with the upgraded MWPC design. 

 

5.2.2 Reduced Voltage on the Inner Anode Wires 

 

It is generally good news that a lower gain setting can be used on the inner anode wires 

because the STAR TPC has been suffering from breakdown (i.e. sparking) of the inner 

sector MWPCs at the highest beam luminosities. This phenomena has already been 

discussed in the Introduction.  
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There are two possible explanations for the breakdown: aging of the wires in P10 gas, 

and/or the Malter affect.  Aging is caused by the build-up of hydrocarbons on the anode 

wires.  Reactive hydrocarbons are most likely produced by cracking of the Methane in 

the P10 gas due to ionizing radiation and the subsequent avalanche near the anode wires.  

Unfortunately, the hydrocarbons stick to the anode wires and, as the layer gets thicker, it 

increases the radius of the wire and lowers the gain (even though the applied voltage is 

constant). When the carbon build up is large enough, it can lead to sparks due to the 

irregularities in the layer of crud on the wires.  Aging affects the anode wires and is 

proportional to the amount of applied radiation and to the gain applied to the wires.   

 

A less studied effect may also be contributing to the breakdown of the MWPCs. The 

Malter effect occurs when a thin insulating layer builds up on the cathode wires (i.e. 

Shield Grid).  The insulating layer allows positive charge to build up on the cathode, 

without dissipating, and eventually leads to a spark through the insulating layer and 

perhaps elsewhere. 

 

In recent years, the breakdown problem was solved by lowering the voltage and gain on 

the inner anode wires.  We are currently running the inner sectors at 1100 volts and this 

reduces  the gain to 40% of the nominal setting. (The gain drops from 3770 to 1550.)  

Fortunately, the TPC tracking algorithms still work, but this forces us to work with 

smaller signal to noise ratios in the inner sector data and thus it compromises the quality 

of the dE/dx information. 

 

In the future, we will be replacing the inner sector wires at the same time that we 

introduce the new padplane .  Thus, aging will be reset to year-one conditions and we can 

probably expect many years of stable operations without adjusting the voltage on the 

anode wires.  But even if we are forced to run the inner anodes at 1100 volts (instead of 

1120), this means the S/N ratio for the new MWPCs will be a factor of two larger than 

the S/N ratio for the old MWPCs.   This is good, and this will increase the quality of the 

dE/dx information from the inner sectors, even in the worst case. 

 

5.2.3 Pad Plane Geometry & Wires: Old compared to New 

 

The Old and New inner pad plane geometries are shown in Figure 35 and Figure 36, 

respectively. The principal changes are 

 Larger pads on the inner sector (5 x 16 mm pitch .vs. 3.35 x 12 mm pitch) 

 More pad rows and complete coverage of the pad plane (40 rows  .vs. 13 rows) 

 Lower voltage on the anode wires (1120 V .vs. 1170 V) 

 Lower gain on the anode wires (2000 .vs. 3770)  

 Extra low-gain wires on the ends of the anode grids to help terminate the electric 

field lines emanating from the anode grid 

In order to make space for the extra low-gain wires, the centerline for the 40
th

 pad row 

will be moved away from the inner/outer gap by an additional 14 mm.   This does not 

affect the tracking algorithms in any significant way because the shift is small and 

because the tracking is improved so much more by the addition of the extra pad rows. 
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Figure 35:  The original STAR pad plane geometry (side view).  The outer sector pad rows covered the 

entire pad plane but the inner sector pad rows were widely spaced (> 5 cm). 

 

 

Figure 36: The new STAR pad plane geometry.  The outer sector configuration remains the same, but the 

inner sector has more pad rows and there aren’t any gaps between the pad rows. 

It is not shown in the figures, but the bottom end of the anode wire grid (pad row 1) is a 

mirror image of the top end of the grid; in other words, there will be three low-gain wires 

on the bottom end of the grid, too, to help seal off any ion backflow in this area. 

 

5.2.4 Modifications to the Gated Grid 

 

Figure 37 shows a detailed view of the boundary region between the inner and outer 

sectors. As can be seen in the figure, the grid of wires stops before the physical end of the 

strongback material.  The open space is the result of several mechanical constraints that 

occur near the sector edge; but the net result is that there is a 12 mm wide gap between 

the end of the gated grid on the inner sector and the start of the gated grid on the outer 

sector.  (See Figure 36 but also note that the gap is 16 mm between the anode grids) The 

gap between the grids allows electric field lines to propagate directly from the Central 

Membrane (CM) and go all the way to the anode wires.  And, conversely, positive ions 

created near the anode wires can leak out into the drift volume of the TPC where they 

create space-charge and the resulting cloud of positive charge distorts the trail of 

incoming secondary electron clusters. 

 

The Grid Leak distortion is luminosity dependent; it depends on the number of incoming 

secondary electrons and the gain on the anode wires.  Currently, we remove the distortion 

from the raw data by using a mathematical model but it would be better to eliminate the 

distortion, completely. 
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Figure 37: A detailed view of the gap between the inner and outer sectors.  Note that there is a 12 mm gap 

between the end of the gated grid in the inner sector and the start of the gated grid in the outer sector.  16 

mm between inner and outer anode grids). Also, note that the last anode wire is larger in diameter (125 m) 

than the rest of the anode wires (20 m). 

There are two solutions to the grid-leak problem which could be implemented during the 

iTPC upgrade.  The first solution would be to replace some of the small diameter anode 

wires with  larger wires in order to reduce the gain of the grid wires near the gap.   The 

last wire in the grid is already a large wire and it was placed there in order to minimize 

the gain near the gap; however, experimental evidence suggests that the one wire solution 

is not sufficient to plug the grid leak and additional low gain wires may be needed. We 

propose to put 3 large diameter (low-gain) wires in this position.  See Figure 38.  

 

 

 

Figure 38: Three low gain wires (125 m diameter) will be placed on both ends of the anode wire grid.  

The low gain wires will reduce the production of ions in the region where they can leak into the drift-

volume of the TPC.  Another option is to ground the last wire so that the gain is zero on that wire. 

 

Another  solution to the grid-leak problem would be to terminate the electric field lines 

emanating from the anode wires so that ions cannot leak out of the gap.  This is what has 

was done for the ALICE TPC.  Their inner readout chambers have a wall between the 

inner and outer sectors.  The wall is made of G10,  it has copper traces on both sides, and 

these strips are wired so they can be biased to an appropriate potentials.  (See Figure 38.) 
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Figure 39: A top view and a side view of an ALICE inner readout chamber (iROC).  The figures show one 

solution to the “grid leak” problem which is to terminate the plane of wires with a wall of G10 which has 

Cu traces that are biased appropriately to terminate the field lines coming from the anode wires and gated 

grid. 

 

 

 Figure 40: Two solutions to the Grid-Leak problem. Three low gain (or zero gain) wires on the 

end of the anode grid help to reduce production of ions in this region, and the vertical wall terminates the 

field lines so that positive ions produced in this region cannot leak out into the gap between the inner and 

outer sectors.  

We will test and simulate both of these solutions in the near future, but we have no results 

to share at this time. 

 

5.3 Wire Chamber Construction at Shandong University in China 

5.3.1 A small factory will be required 

 

Fabricating the new MWPCs will be a substantial task, and a small factory will be 

required.  For example, when the MWPCs were originally built in Berkeley (circa 1995) 

we had 6 granite tables working in two separate production lines to produce all of the 

necessary chambers.  (See Figure 41.)  Three granite tables are required to produce one 
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MWPC. One table for each wire grid layer and there are three layers (anode wires, 

cathode (or shield) wires, and the gated grid).  Multiple tables are necessary in order to 

speed up the assembly line.  For example, while the epoxy is drying on the anode wire 

plane for the first chamber, the technical team can go to the next table and start stringing 

the cathode wires on a second chamber which has previously been prepared with anode 

wires.  In Berkeley, there were two teams working simultaneously (6 tables) because we 

had to produce both the inner and outer sectors (48 total).  The new MWPC construction 

task will be somewhat reduced in scope because now we will only be fabricating the 

inner sectors (24+spares) and so a 3 table assembly line should be sufficient.   We 

propose to do this work, and to test the MWPCs, at Shandong University in China. 

 

Figure 41: Outer sector MWPCs under construction in Berkeley (circa 1995). 

A Detector Laboratory especially for TGC (Thin Gap Chamber) detector construction 

was built at Shandong University in 1999. Ten percent of the TGC detectors (400 in total) 

in the MUON End-Cap Trigger for ATLAS experiment were constructed there. The high-

energy physics group of Shandong University also participated in the test and installation 

of the TGC at ATLAS, and the success rate for the detectors constructed at Shandong 

University was very high.  Failures were negligible after more than three years of 

running. Each TGC detector contains pads, wires and strip readout, and the structure and 

technology for these detectors is quite similar to the MWPCs for the STAR TPC. After 

the TGC construction was completed, the group has continued with research on how to 

upgrade the TGCs in ATLAS while maintaining the techniques and training for the 

engineers. Now most of the equipment in the lab is available and in good condition.  The 

entire space in the laboratory (450 feet
2
) is available for the iTPC project. In addition, we 

have a new laboratory of about 220 feet
2
 which was given to us after the physics 
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department moved into a new building. A new clean room of about 33 feet
2
 was built last 

year specifically for the STAR iTPC project.  It was designed and built especially for 

work on gas detectors.   

 

A wire-winding machine was recently imported from Israel (see Figure 42), and the 

control system was updated last year. The wires for a STAR TPC prototype were wound 

on this machine. The wire tension was verified using an optical system which measures 

the resonance frequency of the wire (Figure 42).  This same technique was used in the 

previous STAR MWPC construction project. At Shandong, we have also started 

designing an automated system for making tension measurements on a large grid of 

wires. 

 

  

Figure 42: The wire winding machine at SDU (left) and the optical system for making wire tension 

measurements (right). 

 

5.3.2 Small size MWPC prototype  

 

A small size MWPC prototype chamber (50 x 50 x 10 cm) was built in the laboratory at 

Shandong University in the early part of  2014 (see Figure 43). The padplane (12 cm x 12 

cm) has 8 rows of pads (22 pads per row) and the pad size is the same as the one designed 

for the iTPC (5 mm x 16 mm). There are three layers of wires above the padplane; the 

anode wires (20 m Au wire), the shield wires (75 m BeCu wire), and the gated grid (75 

m BeCu wire). The wire properties are summarized in Table 6. The distances between 

the padplane, anode wires, shield wires and gated grid are 2 mm, 2 mm, and 6 mm 

respectively.  These dimensions are the same as the current inner TPC sector. The pitch 

for the anode wires is 4 mm but 1 mm for the shield and gated grid wires. The drift length 

is limited to 5 cm in this prototype.  
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Table 6: Table of wire properties and tension on each wire. 

 

 

Figure 43: Exploded view and setup for the small scale MWPC prototype. 

 

5.3.3 Test system 

The MWPC prototype chamber was studied with cosmic rays (see Figure 44).  The 

cosmic ray test stand used two layers of scintillators as a trigger system and two layers of 

TGC (Thin Gap Chambers) to determine the position of the incoming muon. The size of 

the system is 150 x 150 x 380 cm. Since the prototype is small (12 x 12 cm area covered 
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with pads), the effective trigger area is only  ~1% of the total system, but acceptable for 

our preliminary tests. 

 

For the readout, we used readily available electronics, one V550A plus two GassiPlex07 

cards as readout. Currently there is no time information, so we only measured the charge 

signal from the pads. We plan to use the same DAQ electronics as the STAR TPC in a 

later stage of the tests. 

 

 

Figure 44: The cosmic ray test stand at SDU 

The measurements were done using P10 gas (90% Argon + 10% Methane) in the 

chamber. The leakage current was monitored during the measurement and the noise and 

sparks were well under control. The charge signals were read out from 4 rows, 88 pads in 

total, and the pad numbering is as shown in Figure 45. The pedestal and signal were 

measured for each pad (see Figure 46). On these plots, 3 ADC counts coresponds to 1 fC. 

The voltage was 1350 V for these tests and no drift field was applied. The signal was 

defined to be 5 away from the pedestal. We then summed all the signals from the pads, 

after substracting the pedestal, to yield a rough estimate for the gain. The right panel in 

Figure 46 clearly shows the signal with a Gaussian peak around 394 ADC counts, or 

about 6.6x10
6
 electrons.  

 

Since there was no drift field applied across the chamber, it is difficult to calculate the 

gain but we can estimate that the effective length of a track collected by one wire is 4 

mm. We estimate that the gain is ~3.7x10
4 

at 1350V. Of course, a detailed study of the 

effects from noise should be performed to get a more reasonable value. The gain value 
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with this setup measured with Fe
55 

mentioned in Ref.[2]  is ~4x10
4
, but is 20-30% below 

actual value due to shorter peak time. So, our rough gain before removing noise is 

consistent with the value in Ref.[2]. We are planning to do a better measurement on the 

gain and also with timing information. 

 

 

Figure 45: Pad numbering scheme for the small MWPC prototype. 

 

 

Figure 46: The pedestal measured on one pad at 1350 V (left) and the summed signal from all pads after 

pedestal subtraction (right). 

 

5.3.4 MWPC production planes 

 

The wires for the 24 inner TPC sectors will be wound on temporary wire-transfer frames. 

The winding machine will control the wire pitch and tension. The transfer frame itself is a 

welded aluminum box, as can be seen from the design drawing in Figure 47. Solid 

aluminum bars are bolted onto the ends and these bars are used to establish the straight 

edges that form the wire plane. The bars will be anodized to harden the surface so that 

epoxy can be removed without damaging the surface. The bars are positioned to hold the 

wires above the surface of the box beam frame and parallel to the surface that the frame 

is resting on. Wires will only be on one side of the frame, so two frames can be wound at 

the same time on the winding machine (one on either side of the rotating table). Twelve 
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wire frames will be used to carry the wires so that a set of transfer frames will only need 

to be wound for every four sectors. 

 

Figure 47: A sketch of the temporary wire transfer frame. The inner size for the box is 76.2 x 90.0 cm and 

the size of the material is 3.0 x 6.0 x 0.3 cm. 

 

 

Figure 48: Wire winding on the first two wire planes with 20um W-wire. 

The assembly of the MWPCs will be done at SDU using strongbacks produced by the 

University of Texas at Austin and padplanes produced by BNL.  Additional small 

components will be fabricated at SDU. An initial round of QA and testing will be 

conducted at SDU before shipping the chambers to BNL for final test and installation.  

For example, the whole sector will be tested with P10 gas, HV and readout electronics to 

see an Fe
55

 signal on all pads and to verify uniformity across all channels. 
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The full size MWPCs will be produced using techniques that are similar to those used 

during the construction of the original TPC.  There are several steps to make the 

MWPC’s.   

 

A brief list is given here:  

 

i) Epoxy the padplane to the strongback, using Epoxy made of Epon 826 and 

Versamid 140 in a ratio of 60/40. The epoxy will be supplied by E.V. Roberts. 

That is the same glue that was used in original TPC construction. 

 

ii) Use a special PPPCB trimming router insure the padplane PCB edges are 

flush with the strongback. Then the sector goes to the Machine Shop for 

cutting the O-ring groove and machining the sector to the finished height. 

 

iii) Epoxy the anode wire mounts to the strongback. Then pot the anode signal 

feed-through boards. 

 

iv) Use the wire combs on the granite table to lay down the wire plane on to the 

wire mounts to get the right pitch for each layer of wire, and then epoxy and 

solder the anode wires.  

 

v) Attach the shield and gated grid wire mounts to strongback. 

 

vi) Epoxy and solder the shield wires using wires from the previously produced 

wire-transfer frames. 

 

vii) Epoxy and solder the gated wires using wires from the previously produced 

wire-transfer frames. 

 

viii) QA, test & inspection 

 

ix) After the tests are complete, the sector will be transferred to a hermetic box 

with constant N2 flowing until shipment to BNL for final test and installation. 

 

Progress on a full size prototype at SDU (since late 2014): 

 

We started preparing to work with a full size iTPC prototype at SDU since November 

2014.  A set of pcb pad plane plus anode, shield, and gated wire mounts based on 

previous STAR drawings has been produced by a factory in China, for the purpose of 

practicing a complete procedure of MWPC prototyping and assembly at SDU. An 

Aluminum strongback produced by U. Texas was sent to SDU in Oct. 2014 for the 

prototyping studies. 

 

1)  Gluing pad plane to the strongback 
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The same epoxy recipe, as compared to the 1995 work, was used: 60% Epon 826+40% 

Versamid 140 by weight, purchased from EV. Robert. The size of the pad plane was 

made 0.1mm smaller than those of the strongback, so the trimming of pad plane is not 

done. 

 

 

Figure 49:  Padplane on granite table held flat by the suction of a vacuum system. 

 

 

Figure 50: The strongback with the pad plane glued. 

 

2)  Epoxying the anode wire mounts 

 

A gluing stand was made for the purpose of gluing the anode wire mounts to the 

strongback. After dispensing epoxy to the wire mounts and the side edge of the 

strongback, the wire mounts were attached to the strongback with bolts and clamps.  

Next, the strongback was put on  1.85mm spacers on the granite table with the pad plane 
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side down. The gap between the wire mounts and the table was kept smaller than 0.05mm 

while tightening the bolts. 

 

 

Figure 51: Gluing stand for anode wire mount and granite table. 

 

 

Figure 52: The anode wire mounts were glued to the strongback with epoxy. 
 

3)  Attach the shield and gated wire mounts: 

 

The shield and gated wire mounts were attached by putting the strongback pad side down 

over spacers with standard height on granite table: 3.85mm for shield wire mount and 

9.85mm for gated wire mounts. The bolts were tightened while keeping the wire mounts 

resting on granite table with a gap smaller than 0.05mm. 

 



 

 71 

 

Figure 53: Attaching shield & gated wire mounts to strongback 

 

 

Figure 54: Strongback with all three side wire mounts attached before drilling/pinning. 

 

4) Drill/pinning fixture 

 

A drill fixture was constructed to drill the three wire mounts and attach the tapered pin. 

The #5 American standard tapered pin were tested and we practiced drilling and pinning 

the wiremount to the strongback. 
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Figure 55: The drill/pinning fixture designed at SDU 

 

 

Figure 56: Drilling & pinning on side wire mounts 

 

5) Plan for next steps: epoxy and solder wire plane on wire mounts 

 

We are preparing for winding the shield & gated grid wire planes. We also plan to 

reproduce the wire combs which will be used for putting wire planes on each wire 

mounts. We expect the first iTPC prototype to be completed in October 2015. 
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6 Strongback Design and Mechanics 
 

6.1 Overview 

The strongback is the largest mechanical element required for the iTPC upgrade.  It is a 

high precision platform for mounting a padplane and wire chamber inside the TPC and, 

simultaneously, the base for mounting the front end electronics and cooling manifolds on 

the outside of the TPC.   It fits snugly into the endwheel of the TPC; twelve on each end 

of the TPC. 

 

In this chapter, we will discuss the original strongback design (circa 1993).  We will also 

say a few words about the fabrication and assembly techniques for the wire chambers; 

including the granite tables, combs and other tooling required to mount the padplanes and 

MWPC’s on the strongbacks.  The chapter describes several considerations that could 

reduce the amount material in the strongback. It has been decided for simplicity in 

construction i.e. to avoid to have several prototypes to essentially reuse the original 

design. 

 

Re-learning the techniques that were used to build the original strongbacks and wire 

chambers is a critical task because we do not have a present day work force who are 

familiar with the design and construction of the STAR TPC.  Most of the people who 

built the TPC have retired and no one else has worked on the internal structures of the 

TPC since it was built.  We do have a large number of mechanical and electrical 

drawings that are suitable for fabrication of the components of a sector.  However, 

drawings for several small components and some of the fabrication tooling never made it 

into the official archives.  We are recovering the missing information by interviewing the 

responsible technicians, collecting their personal archives, or learning enough about the 

missing items to be able to design our own components based upon oral specifications. 

 

Thus, an important task associated with the re-learning phase of the project is to collect 

all of the available information regarding the construction of the STAR TPC sectors and 

then to update and extend this information based upon modern goals and specifications.  

We also plan to redraw the relevant 2D drawings using modern 3D engineering tools; 

filling in the gaps in our knowledge, where necessary, with modern engineering analyses.    

The reason for making the transition to 3D is to allow for sophisticated engineering 

analysis, at low cost, and to facilitate the fabrication of the parts in today’s software 

based machine shop environment.      

 

6.2 Strongback 

The strongback is a rigid aluminium base to support the padplane, anode wires, ground 

plane and gated grid.   The wire planes face towards the inside of the TPC.  The front end 

electronics and cooling manifolds are also supported by the strongback but these 

elements are mounted on the other side (the outside). 
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We recently fabricated two prototype inner sector strongbacks in the machine shop at the 

University of Texas at Austin (see Figure 57).  This was an exercise in using the original 

2D drawings to learn more about the mechanical properties of the strongback. It was also 

an exercise to estimate the cost and schedule for fabricating 24 (+spares) of the 

strongbacks. It took about two months to make the first strongback.  The second 

strongback was made in one month. The photograph on the left hand side of Figure 57 

shows the backside (outside) of a strongback during fabrication.  The backside carries the 

electronics and water manifolds for cooling the electronics.  The space between the ribs, 

shown in the figure, will be filled with electronics (preamplifiers and readout boards) and 

the electronics will be attached to the padplane through clearance holes which have not 

yet been cut into the prototype.  The old clearance hole pattern, a series of slots, can be 

seen in the mechanical drawing on the right hand side of Figure 57.    

 

The right hand side of Figure 57 shows a portion of one mechanical drawing that is 

available to the project.  These drawings include fabrication notes and other details about 

materials and techniques. 

 

  

Figure 57: A prototype inner sector strongback is shown during fabrication at the University of Texas (circa 

2013).  The sector was machined out of a single piece of aluminum. Dimensions are: ~27 inches tall, ~25 

inches wide and weight ~70 lbs.  The sector is viewed from the backside. 

A new padplane and the MWPC will be attached to the front face of the sector (not 

shown in the figure). After gluing it to the strongback, the padplane must be flat to better 

than ±0.0005 inches (10-15 microns) in order to ensure uniform gain (±1%) in the 

MWPCs.   

 

The front face of a spare inner sector (circa 1993) is shown in Figure 58. The padplane 

and MWPC grids are installed and visible in the figure.  The strongback is not visible but 

the overall shape, width and depth of the sector can be estimated from the size of the 

hands and tools shown in the figure.  An old padplane is shown in the figure; the new 



 

 75 

padplane will include more pad rows but the wire grids and electronics on the sides will 

look the same.   

 

 

Figure 58: Experts examining a spare inner sector for the TPC.  Note the old style padplane with electronics 

cards (ABDB boards) mounted along the edge of the sector. Normally the spare sectors (STAR has two 

spare sectors) are sealed in a storage box and kept under dry nitrogen.  

The front face of the prototype strongback is 3/8” thick (9.5 mm, this matches the 

original design thickness (circa 1993)).  We believe that the mass of the inner sector can 

be reduced by reducing the thickness of the front face to ~5 mm, by adopting a new rib 

design and by reducing the mass of the FEE cards (although there are limits to what 

makes good sense in terms of the final design). 

 

Figure 59 shows a GEANT based analysis of the original inner sector design.  The figure 

shows the material budget as seen by a particle which starts at the interaction point and 

leaves the TPC by passing out through one of the inner sectors (i.e. 1.3 < || < 2.0). The 

material budget ranges from a few percent of a radiation length to 35% of a radiation 

length.  The highest peaks in the figure are due to the ribs on the backside of the 

strongback. The valleys are the cutouts in the face of the Al sector for the electronics. The 

most commonly occurring value in the fiducial volume is ~13% radiation length.    This 

number is the sum of the thickness of the Al on the front face of the strongback (~10.5%) 

plus the G10 backplane (~0.5%) plus a small trajectory angle (i.e. not perpendicular 

incidence).  Note, however, that the electronics, cables and cooling manifolds are not 

included in these simulations and so, for example, the minimum radiation length holes in 

Figure 59 will be filled with FEE card electronics which are as thick as the aluminum that 

they displace. 
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Figure 59: Radiation length vs. pseudorapidity  for the original strongback.  Electronics, cables and cooling 

manifolds are not included in these calculations.  The lowest points are the cutouts for the electronics and 

so these numbers are not representative of the final assembly because this is where the FEE cards will sit 

and their average thickness is greater than 7%. 

A different perspective on the radiation length budget can be seen by looking at the 

average radiation lengths (not the lumpy distribution) over the fiducial area of the inner 

sector.  Table 7 shows the radiation length budget for the mechanical and electrical 

components on an inner sector but averaged over the range from 1.5 < || < 2.0 and -10 < 

 < 10 degrees.    

 
FEE 3.60 % 

FEE mounting bracket 3.45 % 

FEE rib 0.45 % 

FEE socket 0.15 % 

Cooling manifold 3.25 % 

RDO card 0.90 % 

Ribs 2.70 % 

Sector G10 0.45 % 

Sector Aluminum 3.20 % 

Cables ~1% (estimate) 

FEE sub Total 7.65% 

Total 19.15% 

Table 7: The average radiation length budget for the components associated with a TPC inner sector (circa 

1993) averaged over the fiducial volume of the sector.  The average takes out the lumps in the mass 

distribution, but also illustrates how the budget for the aluminum on the front face compares to the 

electronics and cooling budget.  The sector data have been averaged over a range from 1.5 < || < 2.0 and   

-10 <  < 10 degrees.   Geant simulations courtesy of Irakli Chakaberia. 

Note that the average thickness of the Al on the front face of the sector drops from 10.5% 

to 3.2% due to the large number of holes in the Al face for the electronics feedthroughs.  
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So by reducing the thickness of the Al on the front face of the sector from 3/8” to 3/16” 

(from approximately 1 cm to 5 mm), we reduce the average budget by 1.6%.  This isn’t a 

dramatic reduction compared to the average mass budget for the sector (19%).  Note that 

the FEE cards (which fill in the holes in the Al) are 7.65% and the sum of the FEE cards 

plus RDO’s, cables, and cooling manifolds is 13%. 

 

However, it is useful to reduce the thickness of the front face of the Al sector in order to 

reduce the lumpy distribution of mass.  By changing the Al thickness from 3/8” to 3/16”, 

we reduce the peaks in Figure 59 from 13% to about 7% (including the G10).  This is a 

better match to the thickness of the FEE cards that go in the holes and thus evens out the 

mass distribution.  

 

The other candidates for reducing the lumpy mass distribution of the sector are the ribs 

and the FEE cards.  Unfortunately, it is not practical to reduce the mass of the cooling 

manifolds.   So, for example, we believe that the average mass of the ribs can be reduced 

to below 1%.  We are also aware that the electronics group has discussed the possibility 

of reducing the mass of the FEE cooling bracket, and other small changes, and so it may 

be possible to remove 1% from the mass of the FEE card assemblies. 

 

In the new sector design, we hope to be able to reduce the total average thickness to 

about 15% radiation lengths, including electronics and cables.  This will be achieved by 

thinning the front face of the sector, reducing the mass in the ribs, and reducing the mass 

of the heat sink on the electronics boards. We do not propose to change the design of the 

cooling manifolds. These reductions will improve the performance of the TPC in the 

Beam Energy Scan II program and will also be useful for a future eRHIC detector.  

 

The most important challenge associated with reducing the mass of the ribs is that the 

ribs are currently being used to support the sector during installation.   Thus, a new rib 

design would require a change in the location of the spider mounts and the optical targets 

(see ribs 3 and 4 in Figure 57).  Also, if the ribs move to new locations, then the new 

locations would have to be coordinated with a change in the location of the FEE 

electronics. 

 

In the next section, we will demonstrate that thinning the front face of the aluminum by 

more than a factor of 2 does not affect the mechanical stability of the sector.  We will 

also study a design without ribs although the conclusion will be that reduced ribs are still 

required.  Alternatively, it might be better to have a rib going in the radial direction rather 

than to have several ribs in the transverse direction. 

 

6.2.1 Strongback Analysis 

 

There are two important issues associated with the design of an iTPC strongback.  First: 

the strongback must be able to withstand the stress and deformation created by the 

tension on the wire grids.  Second: the face of the strong back must be able to withstand 

pressure changes inside the TPC.  
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The wire grids are wound with a narrow pitch between the wires; 1 mm spacing for the 

Gated Grid and the Ground Plane while the Anode wires are spaced 4 mm apart over a 

distance of approximately 65 cm.  The Gated Grid and Ground Planes have a wire tension 

of 120 grams for a total of 78 N (175 lbf) each, while the anode wires are strung with a 

tension of 50 grams for a total of 8 N (18 lbf).  The wires are supported by mounting 

frames that attach at the top edge of the sector.  Thus, the tension on the wires pulls the 

top of the sector together while rotating the bottom edges out. 

 

Figure 60 shows a simulation for the deformation of a sector due to the tension on the 

GG, Ground and Anode wires.  In these simulations, the total force was assumed to be 

200 + 200 + 20 = 440 lbf.  The G10 padplane is 0.125 inch thick and the aluminum under 

the padplane is assumed to be 0.100 inch thick.  The goal is to keep the padplane flat to 

better than 10 m in order to achieve less than 1% change in gain across the sector.  (For 

comparison, the anode wires are 20 m in diameter.) 

 

 

Figure 60:  Simulated distortions in a proposed iTPC strongback due to the tension on the wire grids.  The 

figure shows the result with the original rib design on the left, and without ribs on right.  The maximum 

displacement of the padplane, with ribs, is 4.6 microns.  The deformation of the padplane without ribs is 

less, only 1.6 microns.   Summary: ribs are not needed to support the tension on the wires.  Simulations 

courtesy of Howard Wieman. 

The figure on the left is for a sector with ribs.  The figure on the right is for a design 

without ribs.  Curiously, the deformation of the padplane without ribs is less than the 

deformation with ribs. This is because the ribs transfer the rotation of the sidewalls onto 

the padplane.  Also, note that the simulation without ribs is asymmetric; this is because 

the right edge (as seen in the figure) has holes for the MWPC cards and thus it is less stiff 

than the left edge.  The bottom line is that, in both cases, the deformation of the padplane 

is below the 10 m specification and this indicates that ribs are not needed to resist the 

tension on the wires. 

 

Figure 61 shows a simulation for the deformation of a sector due to excess pressure 

inside the TPC. The system is automatically stabilized at 2 mBar over the ambient 

barometric pressure; although larger excursions are possible during unusual weather 

events. The TPC is regulated at a pressure that is slightly greater than the ambient 
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pressure in order to allow an efficient feedback loop for regulation of the pressure inside 

the TPC and to prevent oxygen from diffusing into the drift volume through small leaks 

in the containment vessel.   

 

 

Figure 61: Simulated distortions in a proposed iTPC strongback due to an excess pressure of 2 mBar  inside 

the TPC.  With ribs, we see a maximum distortion of 9.5 microns.  Without ribs, the distortion grows to 

16.5 microns.  Simulations courtesy of Howard Wieman. 

The figure on the left is for a sector with ribs and 2 mBar of internal pressue.  The figure 

on the right is for a sector without ribs at 2 mBar.  The deformation without ribs exceeds 

the flatness specification of 10 m and so the conclusion is that 0.100 inch of aluminum 

under the padplane is too thin to withstand a 2 mBar pressure differential inside the TPC 

without additional support from the ribs.  Presumably, the results will be different with a 

thicker aluminum front face (0.375 inches proposed, above).  Overall, it appears that ribs 

are useful but they could have a different size and shape than the present design.  For 

example, a rib running down the center of the sector, in the radial direction, would be 

useful and the rib(s) do not have to be full height. Preliminary results suggest that the rib 

could be as low as 1 cm in height although this would require that the sector mounting 

points (aka spider mounts) would have to move to the sidewalls.  

 

6.2.2 Granite tables & combs to align the wires 

 

The strongbacks will be glued to the padplane on a flat granite table.   See Figure 62.  

Grade “A” inspection plates are commonly available and flat to within 10 m.  The 

procedure is to lay the padplane on the granite table face down, suck it flat with a 

vaccum, and apply glue to the backside.  Finally, the strongback will be laid on top of the 

padplane and the glue allowed to dry. 

 

The most difficult part of the operation is to align the pads on the padplane with the 

central axes of the sector to better than 100 m (50 m desired).  This will be 

accomplished by using special tools and precision alignment holes and targets on the 

padplane. 
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Figure 62: A typical Grade A inspection plate; otherwise known as a granite table.  Typical dimensions are 

6 feet by 4 feet by 8 inches, although the tables are available in many different sizes. 

The granite tables have two high precision tooling balls drilled and mounted on the top 

surface.  The locations of the tooling balls are shown in Figure 63; one tooling ball is 

located top dead-center and the other tooling ball lies between the photographers toes.  

The tooling balls are used to locate a set of precision tools that help align the padplane 

with the strongback while the gluing the two pieces together.   

 

 

Figure 63: Top view of a granite table with one of the wire alignment combs exposed.  The second comb 

lies under the aluminum shield on the right.  Scale: the yellow portion of the tape is 1 meter long. 

When the glue is dry, the strongback is turned over and laid face-up on the table so the 

wires can be strung above the padplane.  When the strongback is turned over, the brass 

bushings on the backside will fit snugly over the tooling balls.  The fit is designed to be 

accurate and reproducible so the wires lie in the same location, with respect to the pads, 

on every sector.  
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The alignment of the wires is ensured by the use of a precision set of wire combs which 

have a fixed location with respect to the tooling balls; see Figure 64.  The teeth on the 

comb are designed to receive one wire, each.   Every tooth in the comb is used to hold a 

wire for the Gated Grid or ground planes, while every fourth tooth is used to align the 

wires on the anode plane.   

 

The combs are mounted directly on the granite table in a parallel plate assembly which 

places the comb next to a straight edge.  The straight edge is horizontal, flat, and sits at an 

elevation that is about half way up the height of the combs.  The wires that are laid 

between the combs teeth lie on the straight edge and do not touch the bottom of the comb.  

Thus, it is the height of the straight edge (not the comb) that determines the elevation of 

the wires over the padplane.   Furthermore, it is possible to shift the wires with a gentle 

brush stroke so that they lie in the square corners defined by the straight edge and the 

vertical edge of the teeth.  This is a simple and reliable way to align the wires with 

extremely good precision.  It is also a mechanism that is easy to keep clean. 

 

 

Figure 64: A wire comb mounted on the granite table in shown in the left hand figure.  The “comb” is 

actually composed of two pieces; the comb and a straight edge.  The figure on the right shows a close-up 

photo of the comb.  The straight edge lies behind the comb and is located about half way up the teeth. The 

wires are aligned by being pushed into the corner defined by the intersection of the straightedge with the 

vertical sides of the comb. 

If only one granite table is used during the fabrication of the wires planes, then the height 

of the straight edge will have to be adjusted for each grid layer (anode, ground and gated 

grid).  Alternatively, three granite tables can be set up with one table devoted to the 

fabrication of the anode grids, another for the ground plane, etc. 

 

Once the wire grids have been assembled on the strongbacks, then the sectors are ready 

for QA, testing and installation in the TPC.    
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7 Sector insertion tool 
 

The final inner sector assemblies weigh about 70 pounds, they have an odd shape, and 

they are fragile. The clearance between sectors is tight (< 3 mm) and the final placement 

of the sector should be accurate to about 50 m. So a dedicated tool is required to install 

the sectors inside the TPC; the installation cannot be done by hand. The insertion tool 

must also be capable of exchanging a few of the outer sectors with existing spares. 

 

The original sector mounting tool was built in Berkeley; it has many degrees of freedom 

and it works quite well.  However, it was designed to work when the TPC was on the 

floor and not inside the STAR magnet.   It is not practical to remove the TPC from the 

magnet solely for the purpose of the iTPC upgrade and so a new tool is required. A photo 

of the original installation tool is shown in Figure 65. 

 

 

Figure 65: The original sector insertion tool.  The sector must fit through the hole in the end-wheel, rotate, 

and finally pull back into place over a pair of alignment pins (tooling balls) that are located inside the TPC. 

Various options for replacing new inner and outer sectors were studied, including a  

scheme  to re-use the old insertion tool. However, we have concluded that the constraints 

imposed by working with the TPC inside the magnet are too severe and the old tooling 

cannot be used.  For example, the STAR TPC sits inside the magnet with an offset of 52 

inches from the face of the magnet and cable trays etc. offsets it another 14 inches.  This 

is a problem because a crane must be used to support the old insertion tool and there is no 
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crane access to the face of the TPC.  Furthermore, if we tried to use the existing tool then 

it would require nearly 2.5 times its own weight in counterweights to balance the load 

and the TPC wheel does not have enough strength (plus safety factor) to handle the load. 

 

A conceptual design for a new TPC sector insertion tool is shown Figure 66. It does not 

rely upon the overhead crane nor does it place any significant load on the TPC wheel.  

Instead, it will be supported by a platform that will be guided by rails mounted to the face 

of the magnet for the duration of the installation procedure.  

 

 

Figure 66: A conceptual design for a new sector insertion tool. 

 

The new tooling for the sector insertion tool can be divided into 2 sets: 

 

i) Sector Installation Platform – It is a platform that consists of extension slides 

that brings the sector manipulation tool into the position for the sector to be 

installed in the end-wheel.  
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Figure 67: Elevation view of the sector insertion tool platform place near the face of the magnet. 

 

ii) Sector manipulation tool – Once in position, the sector manipulation tool will 

have to do rotations about two axes and translation along one axis in order to 

install a sector on the TPC wheel. The sector manipulation tool will have the 

required degrees of freedom built in to achieve the full range of motion 

required by the installation sequence. 
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8 Electronics and Data Acquisition for the iTPC 
 

The iTPC upgrade represents a significant increase in the number of necessary electronics 

channels. The precise count will depend on the final pad and padplane geometry chosen. 

All geometries under consideration suggest that this will be at least a factor of two 

increase in the number of channels. In view of the large increase we need to completely 

redesign the iTPC electronics (compared to the current TPC) as well as increase the 

capacity of the TPC data acquisition system (DAQ). Apart from the active electronics and 

in view of the redesign of the whole TPC inner sector and the MWPC we also need to 

provide a new padplane, modified mounting and cooling structures and new HV, gated 

grid and pulser ancillary connections.  
 

The electronic components addressed in this proposal are: Preamplifier and Digitizer 

ASIC (“SAMPA”), Padplane Printed Circuit Board, front end Electronics Cards 

(“iFEE”), Readout Boards (“iRDO”), Ancillary Components, Power Distribution and the 

DAQ Upgrade. 

 

Many of these components are already undergoing various levels of R&D within the 

STAR Electronics Group at BNL. Some of these details will be mentioned in the 

following sections.  

 

8.1.1 Preamplifier & Digitizer ASIC -- “SAMPA” 

 

The preamplifiers and digitizer ASIC is the most crucial component of the Electronics 

Upgrade. The current TPC electronics uses a combination of 2 ASICs: the PASA 

(preamplifier/shaper) and the ALTRO (digitizer/storage). Both of these ASICs were 

developed at CERN for the ALICE/CERN TPC and have been successfully used for the 

STAR “DAQ1000” upgrade for a number of years. However, neither of these ASICs is 

available and thus can’t be used for this proposal. 

 

At this time the ALICE experiment is also attempting an upgrade to their electronics and 

they have started a design effort at the Sao Paulo University, Brazil with the goal of 

designing and subsequently producing a new ASIC which will satisfy a number of new 

requirements. This new ASIC, called “SAMPA”, is already in development and the BNL 

group has been involved in its design and participates in discussions regarding 

requirements and necessary features of the SAMPA chip. 

 

The SAMPA chip is a 32 channel combination of analog preamplifiers and shapers with 

the digitalization parts and storage, all in a single silicon die and packaged chip. It 

represents an integration and modernization of the previous generation PASA+ALTRO 

with many new and better features: 

 

 32 channels on a single chip 

 smaller size 

 less power 
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 programmable input polarity, gain and shaping time suitable for both wire and 

GEM detectors 

 fast serial data output 

 

It is worth noting that although this is a complex, newly designed ASIC, many of its 

general features and the programming/setup scheme are very similar to the previous 

ALTRO chip thus making its integration into STAR easier since STAR (and the 

BNL/STAR Electronics group in particular) has significant experience with the previous 

electronics. 

 

SAMPA will be designed, tested and produced in 2 or 3 stages. The first stage, already 

accomplished, is the so-called “Multi Wafer Prototype 1” (MWP1) where the designers 

produced 3 silicon dies of the 3 major subcomponents of the final ASIC: the analog 

preamplifier/shaper (so called “chip 1”), just the ADC (so called “chip 2”) and a 3-

channel version of the preamplifier+shaper+ADC+digital manipulation (“chip 3”). These 

3 chips have been received from the foundry and are currently (Oct 2014) undergoing 

testing.  Figure 68 and Figure 69 show the photographs of the MWP1 chips 1 and 3. Note 

that the packaging is preliminary for these prototypes and does not represent the final 

choice.   
 

 

Figure 68: SAMPA MWP1 “chip1” 

  

 

Figure 69: SAMPA MWP1 "chip 3" 

The critical preamplifier/shaper shows excellent preliminary results already while the 

other 2 chips are still under evaluation by groups in Brazil and other CERN-associated 

institutions.  Figure 70 shows the output signal of the prototype preamplifier/shaper. The 

shaping time of ~160ns meets our TPC requirement. This very early prototype testing is 

meant mostly for the chip designers so we felt that it would not be necessary for the BNL 

group to participate in this early effort. 
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Figure 70: Output signal of the SAMPA preamplifier/shaper. Preliminary result of MWP1 "chip 1" 

evaluation 

The next stage, called MWP2 will integrate all the required features and is planned to be 

a full-scale prototype of the final design. It is hoped that the MWP2 version will be very 

close in functionality to the required design so that it might even be the final chip. 

However, enough time and resources were allocated in the design schedule to allow for 

another version, called MWP3, which would then be the final design.  

 

The BNL group has an agreement with the chip designers where we will obtain a number 

of MWP2 samples once they are available (assumed to be Nov 2015) with which we will 

commence our own testing in the realistic STAR TPC environment.  

 

8.1.2 Padplane 

 

The new iTPC padplane will contain approximately 2 times more pads (channels) 

compared to the current (old) design and will be 3370 pads per inner sector. The padplane 

PCB needs to be gas-tight and also needs to provide mechanical rigidity as it is a crucial 

part of the overall inner sector mechanical structure. We plan to closely mimic the old 

padplane in terms of thickness and PCB material. The size and outer dimensions of the 

new padplane needs to be exactly the same as the old sector. There are a number of 

features of the padplane which are dictated by the sector assembly procedure and all of 

these features will need to be taken into account in the final design. 

 

Due to the complexity of the PCB and its higher density of channels we needed to design 

and manufacture a first version prototype with as many required features as possible but 

which also placed the electronics connectors at the very edges to try to lessen the amount 

of mass in the central region.  Figure 71 shows this early prototype. 
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Figure 71: First padplane prototype. Left connector side. Right pad side. 

To achieve our goals, we need to increase both the connector count and density. To do so 

we chose 140 pin, dual-row, 0.6mm pitch connectors for the pads (Samtec MEC8-170) 

for our prototyping design (see Figure 72). 

 

Figure 72: Samtec MEC8 connector for the pad-to-iFEE connection 

We evaluated the prototype padplane and measured the per-channel noise due to the 

capacitance of the PCB copper traces connecting the pad area to the connector and found 

that there is a limit to the length of the trace we can tolerate. The measurements (see 

Figure 73) show that the geometry with the connectors along the padplane edge does not 

meet our current signal to noise requirements. 
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Figure 73: Electronic noise as function of trace length.  The noise is measured in ADC counts and trace 

length length is in mm. The red line represents the maximum allowable noise based on the current TPC’s 

electronics. 

Additionally, the connectors-along-the-edge geometry would need a complete redesign of 

other mechanical components such as the strongback and various mounting and cooling 

manifolds, even requiring a change in the MWPC wire termination scheme. Thus we felt 

that we would should go back to the current TPC design where the padplane connectors 

are distributed along the full surface of the padplane.  This “standard” geometry is known 

to work well in our current TPC and this is where we are concentrating our efforts. 

 

A second version of the prototype padplane has been designed and the new scheme is 

shown in Figure 74. 
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Figure 74: The new padplane design 

 

Once the new prototype is produced we will repeat all the necessary noise and crosstalk 

measurements. At the same time we will present the new padplane and its features to the 

mechanical and MWPC groups for their comments and final signoff. 
 

8.1.3 Front end Electronics Cards (“iFEE”) 
 

The iFEEs are small printed circuit boards which connect directly to the pads via the 

padplane connectors and will house the SAMPA ASICs. Due to the higher density 

requirements, we chose to design the iFEE card prototype with 128 pad connectors thus 

housing 4 SAMPA ASICs. The iFEE also contains an FPGA which is the controller of 

the 4 SAMPAs where it will set various SAMPA operating parameters during the 

configuration phase.  During the data taking phase, the FPGA will multiplex the data 

from 128 channels onto a fast serial link towards the Readout Board (see next section). It 

will also supply the correct regulated voltages to the SAMPA chips as well as the 

necessary reference voltages for SAMPA’s ADC. The power to the FEE is provided via 

links from the RDO board. The FPGA will be configured over the cable links from the 

RDO. 

 

We don’t yet have the 32-channel SAMPA prototypes so we chose to design and produce 

a pre-prototype FEE (“ppFEE”) card which has all the other necessary features apart 

from the actual SAMPA chips. Since we know the major features and protocols of the 

SAMPA chip this pre-prototype card will serve as an early development platform for 
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most of the VHDL firmware and also includes a simple SAMPA-chip emulator in 

firmware and parts of the hardware. 

 

The pre-prototype has been produced and the most important features of the card have 

been evaluated and confirmed: fast serial protocol to the iRDO, remote FPGA 

configuration, power distribution. The ppFEE is shown in Figure 75.  Further firmware 

development is ongoing. 

 

 

Figure 75: Pre-prototye iFEE (ppFEE) electronic card shown plugged into the padplane 

Once the MWP2 SAMPA chips become available we plan to modify or add the necessary 

parts of the ppFEE which relate to the actual SAMPA. All other components should stay 

intact, thus we expect a quick redesign with minimal effort. 

 

The iFEEs need to be mounted on the TPC Sector in a secure fashion. The mounting 

structure will also serve as an excellent electronics signal ground and will provide the 

iFEE electronics with water cooling. To minimize this effort we are currently designing 

the iFEE to match the existing TPC’s cooling and mounting manifolds since the decision 

was made that we will reuse the actual existing manifolds once we dismount the old TPC 

sectors during the de-installation phase. 
 

8.1.4 Readout Boards (“iRDO”) 
 

The iRDO is an electronics board which serves a number of purposes within the 

electronics chain of the iTPC upgrade. It acts as the multiplexer for the SAMPA data 
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coming from the FEEs onto the STAR-standard fiber links which connect to the DAQ 

Sector PCs. It also serves as the STAR Trigger & clock interface and control to the iFEE 

and SAMPA. It provides power regulation and fanout from the remote power supplies 

down to the iFEEs and provides the necessary PROMs for the iFEE FPGA remote 

configuration. 

 

Similar to the current RDO, these functions will be combined in a single PCB with a 

larger FPGA. The iRDO will also house a commercially available fiber optical interface 

cards (SIU, Cerntech Ltd). We plan to use fast serial links for the transfer of data from 

the iFEE to the iRDO thus eliminating the current wide flat cables. This should also 

lower the overall mass of the new electronics system. 

 

Based upon these requirements as well as the FEE design we designed and produced an 

iRDO prototype card which can control 8 iFEEs and has all the other necessary features 

(see Figure 76). 

 

 

Figure 76: iRDO prototype. 

 

The prototype board is undergoing testing at this time. 

 

8.1.5 Ancillary Connections & Components 
 

Part of the Electronics Upgrade for the iTPC will be various small electronics boards & 

electrical connections which exist on the strongback and frames of the inner sector. The 

design of all of these boards is driven by either the MWPC or the mechanical groups. 
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However, the Electronics Group will provide expertise and will be responsible for the 

production and testing of these boards. 

 

The anode high voltage wires connect to the MWPC wires via standard HV-type 

connectors. There are 4 independent connectors per inner sector. Additionally, each wire 

of the MWPC needs to be grounded via a 50 MOhm resistor. This will be accomplished 

through a series of small PCB cards mounted on the strongback itself, similar to the 

current design. The placement of the HV connectors, the routing of the high voltage to 

the amplification wires as well as the grounding cards is expected to closely mimic the 

current design. 

 

The “Ground Plane Pulser” is a gain and timing calibration component which represents 

a single BNC-type connector connecting the ground wires of the MWPC to an external 

pulse generator. We plan to closely mimic the current successful design. There is 1 such 

connection per inner sector. 

 

The Gated Grid wires need a connection to the external Gated Grid pulse generators. The 

connections are accomplished using a connector which provides the feedthrough from the 

gated grid wires, via BNC-type connectors to external GG generators. We plan to closely 

mimic the current design. There is one such connection per inner sector. 
 

8.1.6 Power Distribution and Power Supplies 
 

In the current TPC power distribution scheme, each RDO (and associated FEE cards) is 

powered by one dedicated dual-voltage power supply (for analog and digital subsystems 

of the electronics) located in the TPC Power Supply Racks on the STAR South Platform. 

 

The existing cables (and connectors) with their current and voltage rating are deemed to 

be sufficient for the new electronics so we plan to reuse them. However, the current 

power supplies can not provide sufficient power for the new electronics and will need to 

be either replaced or supplemented. We are investigating two possible approaches:  

 

 Option A: replace the current power supplies with newer ones with a higher power 

rating. 

 Option B: add 48 additional power supplies. 

 

The preferred option is A because we would not need additional space and we could also 

keep our remote control system intact. We will continue to investigate these options 

further as we gain more experience with the new SAMPA ASIC’s power consumption. 
 

8.1.7 DAQ Backend 
 

To match the increased number of channels we also need to add additional components to 

the TPC’s STAR DAQ system for the twofold increase in data volume from the inner 

sectors. 
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We plan to add 2 additional bidirectional fiber links per inner sector for a total of 48 new 

bidirectional fiber links. There are no particular space constraints but the fibers need to be 

purchased and installed. 

 

We also need to add 24 more dual-channel Optical Receiver Cards (RORCs) to our 

current DAQ system. These cards were developed for the ALICE experiment at CERN 

and are currently in use everywhere in the STAR DAQ system. Each RORC controls 2 

bidirectional fiber links. The new RORC cards use the newer PCIe bus interface (as 

opposed to the older PCI-X interface) but we have already developed the necessary 

device driver software and these newer boards are already in use in STAR. We plan to 

procure those cards from the manufacturer (Cerntech Ltd) in this newer PCIe format. 

 

The Processing Units which hold the RORC cards are standard 3U rack mountable PCs 

with 8 CPU cores, 4 GB or RAM and small disks with 2 free PCIe slots which will hold 2 

dual-channel RORC cards (for a total of 4 fiber links per PC). The PCs will be configured 

in exactly the same way as the current DAQ PCs. The PCs are available off-the-shelf and 

we need to purchase 12 such devices. We plan to install them next to the current PCs in 

racks in the STAR “DAQ Room” where there is enough space available. 

 

Since we are increasing the overall TPC data volume by about 30% we will need to 

purchase and install 2-3 additional DAQ Event Builder PCs. This does not present any 

issues. 
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9 Cost, Schedule and Management 
 

The iTPC upgrade project will replace all 24 inner sectors of the STAR TPC with new, 

and fully instrumented, sectors.   The proposed work breaks down into four categories: 

the sector support strongbacks, the multiple-wire proportional chambers (MWPCs), the 

read-out electronics, and the insertion tooling. 

 

The aluminum strongbacks provide support for the MWPCs and electronics. In addition, 

it is a gas seal, a ground plane and it provides mounting points for the electronics boards 

and cooling system. The LBNL engineering group, which designed the original 

strongback, is responsible for the design of the new ones. The strongbacks will be 

fabricated at the University of Texas and shipped to LBNL so the padplanes can be 

aligned and glued onto the frames before shipment to China. 

 

The new MWPCs will be produced by the STAR-China Collaboration. Shandong 

University is responsible for manufacturing the wire chambers, assembly, and final 

testing of the inner sectors. The facility and experts from the Shandong group are highly 

committed to the iTPC project.  

  

The STAR/BNL electronics group, which successfully implemented the DAQ1000 

project in 2008, will be responsible for the new iTPC electronics. The upgrade 

(DAQ1000 and TPX) improved the readout speed by a factor of 10 and reduced the space 

occupied by the electronics. For the iTPC upgrade, we will use a new chip (nicknamed 

“SAMPA”).  It is being developed for the ALICE TPC upgrade on a time-scale that 

matches the needs of the STAR iTPC.  The fabrication, testing and installation of the new 

electronics will be carried out at BNL by the STAR group. 

 

The last component of the proposal is the sector insertion tool. The design and fabrication 

of the insertion tool will be the responsibility of the STAR/BNL operations group. A 

dedicated tool is required to install the sectors onto the TPC because of their size and 

weight but also due to the delicate nature of the TPC inner field cage.  

 

The project has been organized into a work breakdown schedule (WBS) for the purpose 

of planning, and managing activities. We have divided the project into 5 WBS 

components. A further breakdown is listed in   
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Appendix A: WBS details. 

 

WBS Title 

1 Management 

2 Electronics 

3 Mechanics 

4 Insertion Tooling 

5 Integration 

 

We have developed a top down schedule with the task broken down to level 4 or 5 in an 

associated Microsoft Project file. The schedule, at present time, contains about 170 

activities. The insertion tooling schedule is maintained in a separate project file, but 

linked to the master via milestones.  

 

9.1 Cost 

The estimated project cost is given below, in k$, with the requested amount of funds 

distributed over fiscal years. The table includes DOE funds only. Contributed labor costs 

from the STAR operations group as well as the in-kind contributions from China are not 

included in the tables. The funds allocated for FY15 reflects effort for R&D and pre-

prototyping needed to maintain the schedule. 

 

WBS 
 

FY15 FY16 FY17 FY18 Contingency Total 

1 Mgt 92.0 180.5 185.9 125.9 111.5 695.7 

2 Electronics 53.3 602.8 38.9 727.8 268.3 1,691.1 

3 Mechanics 70.4 423.4 381.4 4.9 173.6 1,053.6 

4 Insertion tooling 58.0 406.2 82.8 0.0 106.1 653.1 

5 Installation 0.0 0.0 0.0 0.0 0.0 0.0 

 
Total DOE 273.7 1,612.8 688.9 858.6 659.4 4,093.5 

Table 8: Requested DOE funds for technical driven schedule in AYk$. 

  

 

WBS Electronics FY15 FY16 FY17 FY18 Cont Total 

2.1 Padplane 17.9 238.2 0.0 0.0 51.2 307.4 

2.2 SAMPA  0.0 274.6 0.0 0.0 54.9 329.5 

2.3 FEE 17.8 17.8 11.9 249.5 59.4 356.4 

2.4 RDO 17.5 17.5 11.7 245.4 58.4 350.6 

2.5 DAQ 0.0 0.0 13.1 115.0 25.6 153.7 

2.6 Integration 0.0 37.1 0.0 56.2 18.7 111.9 

2 Total 53.3 585.3 36.7 666.1 268.3 1,609.5 
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WBS Mechanics FY15 FY16 FY17 FY18 Cont Total 

3.1 strongback 21.0 95.8 78.8 0.0 39.1 234.7 

3.2 tooling 40.4 32.4 17.3 0.0 18.0 108.0 

3.3 padplane joining 0.0 242.4 227.4 0.0 98.5 568.3 

3.4 MWPC 9.0 40.5 36.0 4.5 18.0 108.0 

3 Total 70.4 411.0 359.5 4.5 173.6 1,019.0 

Table 9: Breakdown of the cost in FY15k$ for the electronics and the mechanical costs. 

 

9.2 Cost Discussion 

A major procurement for the project is the purchase of the SAMPA chips which will have 

to happen on a schedule which is driven by ALICE (i.e. it is out of our control). We are 

investigating how this may be (partially) funded by CTU and NPI (Czech Republic), 

which have received a grant for work at STAR from the Czech Minister of Education.  

 

In addition to the DOE costs, the project is planning on a contribution from China, as 

described below, as well as contributed labor from the STAR operations group for the 

electronics development, integration and installation. We have estimated the value of 

these contributions to be in order $2,400 k. 

 

Major procurements 

 

Some of the major procurements are: 

 

 SAMPA chip production at 267k$ (50k$ contingency) 

 Padplane production at 237k$ (50k$ contingency) 

 Tooling and pad plane assembly on strongbacks at LBNL 350k$ (40k$ contin.) 

 

 

9.3 Schedule and funding in China 

Shandong University (SDU) is a strong STAR institution with clear commitment to the 

iTPC project. A ‘973’ State Key Project from the Chinese Ministry of Science and 

Technology for RHIC-STAR physics was approved in 2013. It provided 2M RMB (~ 6.2 

RMB to the dollar), to support the iTPC R&D in Shandong University and SINAP in 

China. The University also provided support (~ 0.5M RMB) for the start-up of the 

laboratory facilities. For the full production of 24 iTPC inner sectors at Shandong 

University, we will need additional funding and SDU submitted a proposal for an 

additional ~ 3M RMB in the middle of March 2015.  

 

 

9.4 Summary of scope and responsibilities 

The iTPC project includes the following three main aspects as described in the previous 

sections:  
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1. Development of Front End Electronics and RDOs   

2. Mechanical construction of strongbacks & alignment and joining of pad planes  

3. MWPC chamber construction and testing  

4. Design and production of insertion tooling  

i)  Most of the engineering design work will be performed by BNL and LBNL, 

benefitting from the experience of the previous STAR TPC construction activities and 

maintenance activities. 

ii) The construction of the iTPC prototype, especially the winding of wire grids and 

assembly on the strongbacks, will be performed at SDU with the initial assembly 

(joining) of strong back and pad planes at LBNL. 

iii)  The electronics systems will be developed by the STAR electronics group at BNL. 

The electronic testing equipment for the qualification of the detectors will be developed 

and produced by the Shandong group in coordination with BNL/STAR colleagues. 

 

The schedule and cost has been developed for each of these components from a top-down 

approach with input from the experts and is discussed in the following sections. 

 

 

9.5 Schedule discussion 

In this section we discuss some of the important considerations that drive the schedule. 

 

The current RHIC planning calls for 

 FY16 Run with STAR and PHENIX 

 FY17 RUN with STAR for 15 or 22 weeks. This run will end at latest June 2017. 

 No run in FY18 

 Startup of  Run-19 with BES-II in January 2019 

 

Since the iTPC installation and testing has to be done by January 2019, this date is one of 

the main drivers of the schedule. Another important consideration will be the funding 

profiles available to the project. 

 

9.5.1 Mechanical Schedule 

 

A top down schedule was developed under a number of assumptions.  We assume that the 

strongback conceptual design will be completed in the summer of 2015 so that a 

prototype can be fabricated quickly.  Without this step, assuming 20 workdays (1 mo) for 

production of each strongback, there isn’t enough time for serial production of the 

strongbacks. This risk can be remediated by parallel production, or by going to 

commercial vendors, but may require additional funding. 

 

The alignment and joining of the strongback with the padplane is a high precision 

procedure that will very likely be done at LBNL by the engineering division with advice 

from retirees who built the original TPC. This group has previous experience with the 

construction of the TPC and their involvement would reduce the risks. The budget is 
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based on estimates from LBNL and assumes that the padplane assemblies are done at 

LBNL with the remaining tasks at SDU.  

 

The plan also includes the construction of a prototype sector that will be ready for test 

and installion after roll-out following run-17.  The prototype will be used to identify 

issues in the installation procedure as early as possible. 

 

It is assumed that production of the strongbacks, gluing, wire-winding and assembly is 

done in batches of sectors, with an initial step of one to two prototypes. These procedures 

are outlined in chapters 5 and 6. 

 

The installation activities will be coordinated by the STAR operations group, but is also 

dependent on the overall RHIC schedule. We propose that the project should be 

concluded with the delivery to BNL of 24 sectors ready for installation, and with all 

electronics components likewise ready for installation. 

 

The conceptual design of the insertion tooling is being conducted by the STAR 

mechanical group under the leadership of Rahul Sharma. A pre-conceptual design review 

took place in December 2014 and a second, more detailed, review is planned for June 

2015. The current version of the iTPC schedule is being coordinated by Ralph Brown 

with the exception of the schedule for the insertion tooling which is being handled by 

Rahul Sharma. 

 

9.5.2 Electronics Schedule  

 

The electronics schedules has several external drivers: 

 

1. SAMPA design 

2. SAMPA prototype chip 

3. SAMPA production 

 

The schedule takes into account the dates and milestones, as they are currently known, 

from the ALICE developers. Production of the pad planes should be done in FY16, since 

the assembly of sectors should start in FY17. The bulk production of FEE and RDO cards 

can be done in FY18. The installation of the electronics on the TPC will be done after 

sector installation and possibly even after roll-in. 
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9.5.3 Project Milestones 

 

The key project milestones are reflected in the table below: 

 

WBS   Milestone Date 

2 Electronics SAMPA layout defined 12/15/14 

    Padplane Design signed off 5/26/15 

    receive SAMPA sample 10/2/15 

    initiate procurement (SAMPA) 10/4/15 

    preproduction pad plane complete 11/3/15 

    One FEE prototype installed for  test 1/18/16 

    Padplanes received 6/3/16 

    FEE Preproduction signoff 8/23/16 

    FEE ready for installation 4/19/18 

3 Mechanics Strongback drawings finalized 8/24/15 

    First strong-back preproduction ready 12/1/15 

    First 12 strong-backs produced 10/19/16 

    First 6 modules at BNL 2/8/17 

    Next 6 modules at BNL 4/28/17 

    Last 12 strong-backs produced 9/20/17 

    Strong-back joined complete 11/30/17 

    Next 6 modules at BNL 2/23/18 

4 Insertion Tooling Insertion Tooling Design Complete 11/1/16 

    Tooling Delivered to STAR 12/1/16 

    Tooling Ready for use 9/26/17 

5 Integration Star rolled out - ready for test sector 10/15/17 

    TPC- ready for installation of Sectors 11/14/17 

    East side complete 3/9/18 

    Last 6 modules at BNL 5/15/18 

    West side complete 6/12/18 

    Installation Complete 7/20/18 

    STAR magnet closed up for run-19 12/3/18 

 

 

9.6 Management team 

Project manager:             F. Videbaek 

Integration:         R. Pak 

Electronics Subsystem:  T. Ljubicic 

Strongback Production:  J. Hofmann 

LBNL Engineering liaison: E. Anderssen 

MWPC subsystem  Q. Xu 

and China Liason:   

Strongback,Installation  R. Sharma 

Tool, and  Installation:  
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9.7 Participating institutions 

Brookhaven National Laboratory 

Czech Technical University in Prague 

Kent State University 

Lawrence Berkeley National Laboratory  

Nuclear Physics Institute, Academy of Sciences 
Shangdon University 

Shanghai Institute of Nuclear and Applied Physics 

U.C. Davis 

University of Texas 

University of Science and Technology of China 

 

 

9.8 Risk assessment 

The project has made a preliminary analysis of risks.  

 

Electronics 

 

 The design and production of the SAMPA chip relies on the efforts of ALICE, in 

particular the Sao Paulo group. Representatives from the BNL/STAR electronics 

group participate in the weekly ALICE meeting for this development. At this time 

there is no alternative source of chips, but the groups developments so far are 

encouraging. 

 With the R&D that has been ongoing for a couple of years, the electronics 

schedule is not on or near the critical path and other risks are minor. 

 

Strong Backs  

 

 It has been a challenge to resurrect the original drawings and identify the purpose 

of all structures. In particular for some of the electronics auxillory boards. Getting 

the interface between the pad plane and the mechanical structures correct is a risk 

than could delay the final design and start of production. 

 

At SDU a first prototype is being built to identify any issues with the auxillary 

cards, side mounts and assembly procedures. 

 

 The production of strong backs is planned to be done at UT Austin where we  

have access to the machine shop at reduced rates. The capacity to produce 24 

sectors will depend on what other tasks will be assigned to the workshop. Thus, it 

may be necessary to produce some fraction of the strong backs at another facility, 

or to postpone part of the installation to the 18-19 shutdown period.  

 

We believe that if production starts at UT now, then they can complete on time.  

UT is prepared to dedicate one CNC milling machine to STAR. 
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Joining of padplane and strong back 

 

 The assembly of the padplane with the strong back is a high precision task that 

must be kept within tight tolerances. The proper tooling and procedures must be 

rediscovered, requiring effort in engineering, design and training. This is a cost 

and schedule risk. 

 

Insertion tooling 

 

 There is schedule risk if the installation tool is not working in the desired way, or 

not able to provide enough range of motion or degrees of freedom for sector 

installation with the required precision. This will be mitigated by testing the 

installation tool well in advance on a mockup. The tool will be required to 

complete the sector installation procedure on the mockup multiple times before 

proceeding with work on the face of the STAR TPC.  

 

 There is a risk to the project if a sector hits the TPC inner field cage (IFC) or an 

adjacent sector causing damage during installation. 

 

The clearance from the adjacent sectors is about 3.5 mm during installation. A 

great deal of caution is required during the installation to avoid damaging adjacent 

sectors and/or the IFC. Deflection in tool components and any vibrations during 

tool operation can make this problem worse. This will be mitigated by installing 

the sectors in such a way that we can use gravity to our advantage by sequencing 

sector installation so that we install the sector hanging highest before a sector 

hanging lower. Ideally the installation sequence will be 12, 11 and 1, 10 and 2, 9 

and 3, 8 and 4, 7 and 5, then 6'oclock. Also, the mockup explained in first step 

will include features that simulate the IFC and adjacent sector walls to make sure 

that tool chattering or vibrations are not going to become a problem during actual 

installation. 

 

 There is a risk if the installation tool fails during sector insertion and causes a 

sector to fall into the TPC or to get stuck in a non-retrievable position. 

 

To mitigate this risk, components will be designed with a large safety factor for 

material strengths. All moving components will be hand cranked to achieve the 

desired motion under the watchful eye of technicians who have rehearsed the 

procedure on the mockup. Testing will be done multiple times in all challenging 

orientations to make sure the tool can achieve the desired goals. 
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10 Appendix A: WBS details 
 

A further breakdown of the WBS activities is given below and an associated Microsoft 

Project file (.mpp) is available upon request. 

 

1. Management 
 

1.1  Travel & supplies for managing the project 

1.2  QA oversight 

 

2. Electronics 
 

2.1  Padplane 

2.2  SAMPA chips 

2.3  FEE 

2.4  RDO 

2.5  DAQ 

2.6  Integration 

 

3.  Mechanics 
 

3.1  Strongback 

Finalize design 

Prototype 

Production  

3.2  Tooling for assembly 

Drawings & Fabrication for assembly tooling 

Drawings & Fabrication for wire mounts 

Fabrication of Aux cards 

3.3  Strongback-padplane joining 

Assembly 

CMM survey 

Shipping 

3.4  MWPC 

Prototyping 

Wire chambers 

Assembly with strongback 

Testing 

Shipping 

 

4.  Sector Insertion Tooling 

 

5.  Installation 
 

5.1  Installation of inner sectors 

5.2  Installation of services 

5.3  Installation of  electronics 


