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ABSTRACT

ABSTRACT

Quantum ChromoDynamics (QCD) is a basic gauge field theory of strong interac-
tion, a fundamental force describing the interactions between quarks and gluons. The
strong interaction has two distinctive features: asymptotic freedom and color confine-
ment. Due to color confinement, free quarks have not been observed experimentally
under normal conditions. Instead, they are confined within the color-neutral hadrons.
The Lattice QCD calculation predicts a phase transition from hadronic gas to a new mat-
ter Quark Gluon Plasma (QGP), in which quarks are deconfined, at high temperature
and energy density. Experimentally, QGP could be created and studied via high-energy
heavy-ion collisions. The Relativistic Heavy Ion Collider (RHIC) at the Brookhaven
National Laboratory (BNL) in the United States is a dedicated machine to study the
properties of QGP and QCD phase diagram through nucleus-nucleus collisions. Plenty
of measurements from RHIC experiments, such as “jet-quenching” and Number of Con-
stituent Quark (NCQ) scaling of elliptic flow, show that a strongly coupled QGP (sQGP)
has been formed at RHIC. The next step is to study the QGP properties and the QCD
phase structure.

Due to the masses of the heavy quarks (charm and bottom quark) are larger than
the Agcp (one of QCD scale parameters) and T p, they are believed to be dominantly
produced in hard scatterings via gluon fusions before the creation of QGP at the early
stage of heavy-ion collisions. This means these heavy quarks experience the entire
QGP evolution and their kinematics carry the information about their interactions with
QGP. Thus, the heavy quarks are suggested as an ideal probe for studying the properties
of the QGP. Meanwhile, due to the high transverse momentum transfers when heavy
quark produced, their cross-section can be calculated by perturbative QCD (pQCD)
theory. Theory predicts heavy quarks lose less energy than light quarks through gluon
radiation due to the suppressed radiation angel of the gluon, the so-called “dead cone”
effect. Therefore, measuring the nuclear modification factors of the semi-leptonic de-
cayed electrons from open heavy flavor quark hadrons is very important to understand
the parton energy loss mechanism and QGP properties in nucleus-nucleus collisions at
RHIC energies. In particular, the separate measurements for the nuclear modification
factors of heavy quarks are crucial to test the mass hierarchy of the parton energy loss
in the QGP.

In this thesis, the data taken by the Solenoidal Tracker at RHIC (STAR) experiment

I



ABSTRACT

are used to study the production of electrons from open heavy flavor hadron decays at
low transverse momentum (pr) in p+p collisions and at high pr in Au+ Aw collisions at
/N~ = 200 GeV. The experimental data used for these analyses are from the minimum
bias p+p collisions and the high-tower triggered Au+ Au collisions collected by STAR
in years 2012 and 2014, respectively. Electrons are identified using the Time Projection
Chamber combined with the Time Of Flight detector at low p; and with the Barrel Elec-
tromagnetic Calorimeter (and the Shower Maximum Detector in Au + Awu collisions)
at high py. Meanwhile the photonic background electrons (gamma conversion, light
neutral meson 7 and 7 Dalitz decays) are statistically subtracted by reconstructing the
invariant mass of tagged e* and every other partner . The efficiencies used in these
two analyses are estimated from pure electron data sample and STAR Geant + Monte
Carlo embedding data. Then, the p; spectra of electrons from open heavy flavor hadron
decays at low pr in p + p collisions and at high pr for different centralities in Au + Au
collisions are obtained.

In p + p collisions, the measured spectrum of electrons from open heavy flavor
hadron decays is consistent with the calculation of pQCD at py > 0.5 GeV/c. And
the excess above the pQCD calculation at pr < 0.5 GeV/c can provide constraints for
the future theoretical model development. Moreover, this measurement also provides a
high-precision reference for the measurements of nuclear modification factors in Au +
Auw collisions. This is the first time that STAR extends the measurement of electrons
from open heavy flavor hadron decays to the low pr region.

In Au + Awu collisions, the more precise measurements of the invariant yields and
the nuclear modification factors for electrons from open heavy flavor hadron decays
are obtained compared to the published STAR measurements. For the invariant yield in
central Au+ Au collisions, there is significant difference between Au+ Au measurement
and the pQCD calculation scaled by the number of nucleon-nucleon collisions (/V..;),
indicating existence of hot medium effects. From central to peripheral collisions, the
difference is getting smaller, which is consistent with the expectation of less medium
effects in peripheral collisions. And a strong suppression of the nuclear modification
factor of electrons from open heavy flavor hadron decays at high pr in central Au+ Au
collisions is observed, which is consistent with the energy loss of the heavy quarks in the
hot and dense matter. This measurement provides an important experimental reference
for theoretical study about the energy loss mechanism of heavy flavor quarks through
interactions with the QGP. Furthermore, the measurements of the nuclear modification

factors are used in separate measurements of open charm and bottom hadron production

v
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in Au + Au collisions. This paves the way for testing the mass hierarchy of the parton

energy loss in the QGP.

Key Words: Quantum ChromoDynamics; Quark Gluon Plasma; heavy quarks; semi-
leptonic decayed electrons; transverse momentum spectra; nuclear modification factor;

separation of charm and bottom quark
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CHAPTER 1 INTRODUCTIONS

Chapter 1 Introductions

1.1 Standard Model and Quantum Chromodynamics

In the 20th century, physics expanded the human understanding of natural phenomena
along two main lines. The first line was to search for the great Cosmos by the use of var-
ious telescopes. The second one made use of various kinds of microscopy equipments

to explore the Micro Cosmos: atoms and subatoms.

1.1.1. Standard Model

The accelerator particle microprobe as one kind of microscopy equipments was utilized
to study the structure of nuclei and particles (10~'* ~ 1077 m) and found the hundreds
of microscopic particles. Most of them are not elementary particles, but they are formed
by elementary particles through interactions. There are 6 quarks (up, down [17], charm
[18], strange [19], top [20] and bottom [21]), 6 leptons (e, i, T and their corresponding
neutrinos), 4 gauge vector bosons (g, v, Z and W) and 1 H boson according to the
Standard Model (SM) of particle physics [1], which is the theory classifying all known
elementary particles and describing three of the four known fundamental interactions
including the electromagnetic, weak, and strong interactions, however not including the

gravitational interaction in the universe. The quarks and leptons are fermions. And the

mass - =2.3 MeV/c? =1.275 GeV/c? =173.07 GeV/c? 0 =126 GeV/c?
charge - 2/3 u 2/3 C 2/3 t 0 0 H
spin = 1/2 1/2 12 1 g 0
Higgs
up charm top gluon bogon
=4.8 MeV/c? =95 MeV/c? =4.18 GeV/c? 0
113 d 113 S -1/3 b 0
12 1/2 172 1 »
down strange bottom photon
0.511 MeV/c? 105.7 MeV/c? 1.777 GeV/c? 91.2 GeV/c?
1 e = -1 T 0
12 1/2 ]J' 172 1
electron muon tau Z boson
<2.2eVic? <0.17 MeV/c? <15.5 MeV/c? 80.4 GeV/c?
0 0 0 +1
12 ])e 112 -I)u 12 ])T 1 W
electron muon tau
neutrino neutrino neutrino W boson

Fig. 1.1 Elementary particles in Standard Model.
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quarks and leptons have the corresponding anti-particles. The positive and negative
particles have the same mass, spin and isospin, and opposite charge, baryon number,
lepton number, etc. The elementary particles in SM are shown in Fig. 1.1, along with
their detailed properties such as mass, charge and spin.

The hadrons, which are composed of quarks, can be classified as mesons (1 quark
and 1 anti-quark) and baryons (3 quarks). Since quarks have electric, weak and color
charges, hadrons can involve in the electroweak and strong interactions. The leptons as
elementary particles can exist freely. The electroneutral neutrinos carry weak charge,
thus they can only take part in the weak interaction. The charged leptons have elec-
tric and weak charges and thereby they participate in the electromagnetic and weak
interactions. The gauge bosons, so-called force carriers, are the propagators of the in-
teractions. The force carriers of the electromagnetic, weak, and strong interactions are
photon, gluon and Z% W=, respectively. The Higgs boson [22] discovered at LHC in
2012 [23] is a scalar one and its participation make the electro-weak gauge field boson

to gain mass.

1.1.2. Quantum Chromodynamics

Similar with the invariance of the charge U(1) local gauge transformation introduces the
electromagnetic field to establish the Quantum ElectroDynamics (QED), the invariance
of color SU(3) local gauge transformation introduces the color gluon field to develop
a dynamic theory of strong interaction: Quantum ChromoDynamics (QCD) [24]. The
SU(3) local gauge invariance requires that the mass of its gauge boson must be zero
because the gauge boson with mass can destroy the Lagrangian invariance of the gauge
field. Furthermore, the interactions between the quarks with color charges must be

achieved through gluons with color charges.

1. Asymptotic freedom and Color confinement

In the case of QCD, two quarks with color charges exchange a virtual gluon. This
virtual gluon excites the virtual ¢ pair in a vacuum, which is a Dirac sea (an infinite
sea of particles and anti-particles with negative energy) in quantum field theory. As
the same case of QED, the ¢g pair between two color charges plays a role of color
screening, shown in the left panel of Fig. 1.2. The important difference between QCD
and QED is that the QCD gauge boson is the gluon with color charge, which could

have self-interaction through absorbing and scattering gluon. This results the “cloud”
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DO e

Fig. 1.2 First order Feynman diagrams showing screening and anti-screening between two

color charges caused by vacuum polarization in QCD.

of color gluon, excited between the two color charges with interactions, can have an anti-
screening effect on these two color charges (shown in the right panel of Fig. 1.2): at
high momentum transfer or equivalently at short distance between the two color charges,
the interactions of them become weak, so-called asymptotic freedom [25-28]; on the
contrary, the interactions become strong so that these two color charges are unable to
be separated, so-called color confinement.

According to Feynman rule, the circle diagrams of Fig. 1.2 are calculated and then

renormalized, then the effective QCD coupling constant o, [29] can be expressed as:
1

2\
(@) = Boln(Q2 /A2 ) (LD

where [ is the first coefficient of the 5-function (renormalization neglects the higher

orders), and Agcp is one of the important QCD parameters. The o has to be determined
from experiment. The world average «; at common energy scale Q = M, is o (M,) =
0.1184 4+ 0.0007, and the QCD scale Agcp ~ 200 MeV. Fig. 1.3 shows the coupling
constant o at different energy scale. When 5, > 0, a;, — 0 as  — oo (at short
distance or with high momentum transfer), the strong force of the gluon-gluon self-
coupling becomes smaller, which shows asymptotic freedom property. In this case,
QCD Lagrangian can be calculated perturbatively (pQCD). In contrast, at large distance
or low momentum transfer, the coupling constant becomes large and the QCD equation
cannot be solved. The QCD kinematic equation is solved by other effective methods
such as Lattice QCD [30], which is one of the theories that describes the interactions

between quarks and gluons in non-perturbative region.

2. Deconfinement and Quark-gluon plasma

Due to color confinement, the quarks and gluons are confined into hadrons at normal
conditions, no free quarks and/or colors can be observed. When two quarks are sepa-
rated, the gluon field forms a string of color charge to bring the quarks together thereby

prevents these two quarks separation. If two quarks have high enough energy and be-
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Fig. 1.3 QCD effective coupling constant «; as a function of the respective energy scale Q [1].

come separated, it is more energetically favorable for new quark and antiquark pair is
created from the vacuum to prevent the two quarks to separate further. Thus the produc-
tion of high-energy quarks yields a color-neutral cluster-like, jet. The process is called
hadronization.

But at extremely high temperature and energy density, the strong force among
quarks and gluons may be greatly reduced. Quarks (anti-quarks) and gluons are no
longer confined in hadrons, but become common free-colored quarks and gluons. This
new state of matter is called Quark-Gluon Plasma (QGP) [31-34]. While this pro-
cess from confinement to “free” is called deconfinement. Lattice QCD calculation pre-
dicts a phase transition from hadronic gas to QGP at an extremely high temperature
Te ~ 170 MeV and/or high energy density e ~ 1 GeV/fm? [35, 36]. The study of
this phase transition is one of the most important topics in the field of heavy ion collision
physics. Fig. 1.4 shows the QCD phase diagram in the baryon chemical potential (1),
temperature (7') plane. A boundary divides the matter in the phase diagram into two
parts: the hadronic gas dominated by the hadron degree of freedom at low temperature

and chemical potential, where ordinary matter in nature could only exist, and the quark
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gluon plasma dominated by the quark-gluon degree of freedom at high temperature and
chemical potential. This boundary at high x5 is a first-order phase transition line (solid
line) [37, 38]. According to Lattice QCD calculation, when 5 is very close to 0, the
phase transition will be a rapid crossover (dotted line) to the hadronic phase for 7' > T..
The transition to QGP changes from a crossover to a first order results in the existence of
a critical point (circle) in the QCD phase diagram. Calculation expects that the critical

point exists in the range 250 < up < 450 MeV [39, 40].

£ Future LHC Experiments

iEarfy Universe The Phases of QCD

e
-
-—
©
| .
[
o
5
|_

Critical Point

/-——

Superco nductor

Nuclear /
/ Vacuum Matter Neutron Stars
-

Hadron Gas

900 MeV
Baryon Chemical Potential

Fig. 1.4 QCD phase diagram, include the first order (solid line) and crossover (dotted line)
phase transition, critical point (circle), and evolution of several colliders (arrow).

Figure was taken from [2].

To explore the QCD phase diagram and to study QGP matter, the extreme environ-
ment (high temperature and density), at which the deconfined phase could be possible
and the phase transition may occur as the system evolution, is achieved through accel-

erating and colliding heavy ions in laboratory.
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1.2 Relativistic Heavy lon collisions

The Relativistic Heavy Ion Collider (RHIC) [41] located in Brookhaven National Lab-
oratory (BNL), New York (NY) was designed to mainly study the formation and prop-
erties of the hot, dense medium QGP via accelerating and colliding heavy ions to reach
the extreme temperature and density conditions. And the RHIC Energy Scan is used to

search for the critical point. Detailed information about RHIC can be found in Chapter
2.

K Freeze-Out To Toh T
\

Hadron Gas

1,< 1 fm/c

Fig. 1.5 Space-time evolution of a high-energy heavy-ion collisions. Figures were taken from
3, 4].

Fig. 1.5 depicts the process of space-time evolution and the material forms at each
stage in Heavy-Ion Collisions (HIC). The two extremely relativistic heavy nuclei ap-
proach and collide. Most of the nucleons are blocked and then continue to flow. A
large amount of energy is instantaneously deposited in a small volume that is larger
than the nucleon and less than the heavy nucleus. A rapid heating (7' > T.) initial state
with the energy density up to 700 MeV- fm 3, the low baryon density and the high gluon
density (50 times than that in common cold nuclear matter) is produced (t <~ 1 fm/c).
As the temperature of system rapidly rises, the partons (gluons, quarks and anti-quarks)
undergo intense high-transverse momentum (pr) collisions and heat exchanges. The
system (local) quickly (t ~ 1 fm/c) enters thermal equilibrium (thermalization). This
stage is called pre-equilibrium, where high pr jets, heavy quark pairs, direct photons,
etc. are created due to high momentum transfers via the primary hard scatterings. Sub-

sequently the system expands and forms a new matter state QGP with a longer stable
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time( t ~ (1 ~ 5 fm/c)). When the phase boundary reaches as the system continues to
expand and cools down (7" < T), the system begins to undergo hadronization through
various channels. At this time, the system is a mixture of partons and hadrons and the
types of hadrons transform into each other through inelastic collisions between hadrons.
In the process from the formation of QGP to hadronization, the system can be described
by the relativistic fluid mechanics. When the system reaches a certain temperature 7,
the inelastic collisions tend to stop and the ratios of the final state hadrons are basically
fixed [42]. By now the system reaches a chemical equilibrium. The T, is called chem-
ical equilibrium temperature or chemical freeze-out temperature (¢ ~ 10 fm/c). The
system temperature decreases, hadrons exchange kinetic energy only through the elastic
collisions. When the temperature drops to 77, (kinetic freeze-out temperature), elastic
collisions between hadrons also completely stop and the momenta of hadrons become
fixed [5]. And then the hadrons freeze out from the system and enter spectrometer de-
tector to be measured. Experimentally, the properties of QGP are studied through the
the analysis of final state hadrons.

The geometry of high-energy HIC has a very important influence on collision dy-
namics. Since the de Broglie wavelength of a nucleon is much smaller than the size of
the nucleus in HIC, the collision parameter b is used to describe the nucleus-nucleus col-
lisions. According to the comparison between b and radius of the nucleus, there are three
collision types: long distance collisions (b > 2R 4), peripheral collisions (b < 2R 4) and
central collisions (b = 0). The size of the impact parameter, b, can be given by the the
number of nucleon-nucleon collisions (/N.y;) or the number of participating nucleons
(Npart) (two body collisions) calculated by the Glauber model [43].

The most remarkable discoveries of RHIC are that the mass dependence of the pr
spectra of the particles and the elliptic flow at low py region, in which most of par-
ticles are dominantly produced, are successfully explained by using the hydrodynamic
models [44, 45] of the relativistic fluid. The elliptic flow observations of hadrons can re-
flect the important information about QGP. At the same time, by measuring the nuclear

modification factors of the high pr hadrons, the properties of QGP can be given.

1.2.1. Transverse momentum spectrum, Energy loss and Jet quench-
ing
The final state hadron pr spectra in p+p, p+ A and A+ A collisions have been measured.

The pr spectrum is usually described by the invariant cross section. It has been found
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that the single particle spectrum in the py < 2 GeV/c range can be well described by
the exponential distribution of ms/(my — m) (mr = /p% + m? and m is the particle

mass).
: Ao 1 d*o
dB3p  2mmg dmepdp,

~ exp(—my/T). (1.2)

This phenomenon is called the mr/(my —m)-scaling [46]. In p+p and p+ A collisions,

= | | | [ | [ | | | [
fﬁ@ Central Au+Au 200 GeV

10 |
--------- Blast Wave Fit
- o D (m.b,) (a)
. ®e, . ]
11 .. ~ .
i R} 3 1
i @ <Y i

. §

(PN)/(2rm.dm.dy) (GeV/c?)?
- r
=
| |

10° [ I | | | N

m; - mass (GeV/c?)

Fig. 1.6 my spectra for light hadrons (7, K, p), A, = and multi-strange hadrons (®, (2) in 200
GeV central Au + Au collisions, and charmed hadron (D°) in 200 GeV minimum
bias Au + Au collisions, along with the Blast Wave fit results [5] shown in curves.

Figure was taken from [6].

the temperature parameter 7" of the different kinds of particles (such as 7, K, p) is equal
(T ~ 150 MeV). There is a collective radial flow, which is caused by the interactions
between hadrons and the system expansion, in A + A collisions compared in p + p and

p + A collisions. Superimposing on the thermal emission of the hadrons, the collective
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radial flow produces a correction term that depends on hadron mass for the transverse
mass distribution of the hadrons in A + A collisions. The transverse mass distribution
becomes:

dN Ry mpcosha prsinha
_—~ Ki|l—— | ) | ———— 1.
ordmn mT/o rdrr K, [ - ] 0 [ - ] , (1.3)

where K, (I,,) is Bessel function of the second (first) kind and « is transverse rapid-
ity. Comparing this model with the measured spectra of the various particles, many
detailed information about the thermalization mechanism, the freeze-out temperature 7'
and radial velocity v, of the nucleus-nucleus collisions are obtained. In particular, the
radial velocity information will help us have a profound understanding of the origin of
hydrodynamic mechanics. Fig. 1.6 shows the my spectra for light hadrons (7, K, p),
A, = and multi-strange hadrons (@, §2) in 200 GeV central Au + Au collisions [47-50],
and charmed hadron (D°) [51] in 200 GeV minimum bias Au + Aw collisions.

The high p hadron yields will be suppressed due to energy loss through interac-
tions with the QCD medium created in HIC. So the measurements of the suppression
of high pr hadron yields can provide the properties of the medium. Experimentally,
the nuclear modification factor R4p is widely used to quantify the suppression. It is
obtained by taking the ratio of the hadron yield in A + B collisions to that in p + p
collisions normalized by N,.; [52, 53]:

1 dQNAB/de/dy

Rap = .
AP Nogut N,y /dpr/dy

(1.4)

The left panel of Fig. 1.7 shows the RHIC-STAR measured R 45 (pr) as a function of pr

-e-d+Au FTPC-Au 0-20%
—&—d+Au Minimum Bias

TTTTTT T T T T T T i
o d+Au FTPC-Au 0-20% §
—p+p min. bias {sj:lk 1

* Au+Au Central

VN0 g0r AN/A(AD)

] S S TSN S S S TS ST N S N T O S | P BRI EFEFEErE ErETEErE B ErETETE SN A A SR
0 2 2 3 8 10 ] 0 1 2 3 1

A ¢ (radians)

Fig. 1.7 Left panel: Rsp (pr) as a function of py for minimum bias and central d + Au
collisions and central Au + Au collisions. The bands show the normalization uncer-
tainties. Right panel: Two particle azimuthal angle correlation distributions in p+p,

central d + Au and central Au + Au collisions.
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for minimum bias and central d + Awu collisions and central Au+ Au collisions [54]. As
we can see, the suppression of high p; hadron yields and enhancement of intermediate
pr hadron yields are observed in Au+ Aw collisions and d+ Awu collisions, respectively.
The production of particles depends on the hard processes at high p; region. They are
expected to scale with N,,;, and thus the R 44 should be equal to 1 as the py increases
if there is the absence of nuclear effects such as shadowing [55-58], the Cronin effect
[59-62] etc. For d + Au collisions, the random walk of the intermediate p; partons
enhances the production of intermediate pr hadrons due to the multiple initial elastic
collisions compared in p+ p collisions. This effect is called Cronin effect. For Au-+ Au
collisions, the suppression of high p hadron yields is as an evidence for the energy loss
of the energetic partons through their interactions with the medium.

On the other hand, energy loss in the medium also can be studied by using the
di-hadron azimuthal angle correlations. Partons fragment into the cone shaped hadron-
jet along the initial direction of motion. For hadrons in the jet, the hadrons with the
highest p; maybe follow the original parton motion direction. Assuming that the high
pr hadrons represents the hard-scattered partons, an angular correlation of hadrons with
parton direction can be defined. The right panel of Fig. 1.7 shows the two particle
azimuthal angle correlation distribution in central Au + Aw collisions comparing those
in p+p and d+ Au collisions [54]. In addition, the angle correlation have subtracted the
contribution from anisotropic flow. The enhanced correlations at near-side (A¢ ~ 0)
are observed in d + Au and Au + Awu collisions and show the similar distribution in
p—+p collisions. However, the correlation on away-side (A¢ ~ 7) in Au+ Awu collisions
shows the complete disappearance and the typical two jets are formed in p+p and p+ Au
collisions. These results indicate that the disappearance of back-to-back jet is caused by
its energy loss through the interactions with hot-dense matter created in central Au+ Au
collision. Because the same phenomenon should be observed in p + Au collisions, if it

does not depend on the matter produced in Au + Awu collision but the initial state effect.

1.2.2. Anisotropic flow

The anisotropy of the spatial azimuth of the final state momentum is sensitive to the early
evolution of the system. In non-central heavy-ion collisions, the shape of the overlap-
ping regions of collision nuclei is amygdaloid (shown in Fig. 1.8), and the particles
are mainly produced and emitted in this region, which corresponds to the anisotropy
of spatial coordinates. Through the re-scattering of each component, the anisotropy of

coordinate space is transformed into the one of momentum space. The system expands
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rapidly after the initial interactions, and the anisotropy of the coordinate space is greatest
in the initial stage of the collision. But as the system expands, the anisotropy gradually
disappears. Therefore, this anisotropy can reflect the information of the early stage of
collisions.

The initial space anisotropy can be roughly characterized by the initial almond-like

geometric eccentricity:
(y* — %)
(y? +2)’

where (x, y) is the coordinate in the plane orthogonal to the beam axis z, and (x, z) is

(1.5)

€ =

reaction plane.
Experimentally, the final particle azimuth angle distribution in momentum space
can be described by the Fourier expansion of the reaction plane:

BN &N
Bp  2mprdprdy

(1+ Z 2u,c08[n(p — 0,.)]), (1.6)

n=1

where ¢ is the azimuth angle of particle, and W, is the azimuth angle of reaction plane.

The Fourier coefficients, which represent anisotropy parameters, can be extracted

as:

U = (cos[n(¢ — ¥, )]), (1.7)
where the first two coefficients are the directed flow v; = (cos¢) and elliptic flow
Vg = (c052¢).

Reaction Z/

plan
e 2
1\ il

Fig. 1.8 Diagrammatic sketch of the geometry of a heavy-ion collisions. The interaction re-
gion (almond-shape region) is horizontally cut by the reaction plane (x, z). Figure

was taken from [7]
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The left panel of Fig. 1.9 shows the measured v, for various hadrons in 10-40%
Au + Auw collisions. In low pr region, the elliptic flow v, increases with the p; and
the obvious particle mass ordering is observed, which shows hydrodynamical behavior
[44, 45]. The lighter particles have the larger elliptic flow. In high p; region, the elliptic
flow shows the saturation effect, which suggests that presence of hard scattering region.
The right panel of Fig. 1.9 shows v /n, as a function of scaled transverse kinetic energy
(mz —myg)/ng (n, is the number of constituent quarks in the hadron). The elliptic flow
of hardons scaled the number of constituent quarks falls to the same curve, which may
reflect the elliptic flow of the partons. This feature is called the Number-of-quark (NQ)
scaling and the natural result of the quark coalescence/combination model [63, 64],
in which mesons and baryons are hadronized by coalescing two and three co-moving

quarks, respectively.
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Fig. 1.9 Left panel: The vy of various hadrons as a function of pr in 10-40% central 200
GeV Au+ Au collisions. Right panel: The v, /n, of various hadrons as a function of
(mp — mg)/ng in 10-40% central 200 GeV Au + Au collisions. Figures were taken

from [8]

From the above elliptical flow experimental result, we have realized that the matter
created in RHIC HIC is the collective flow which is very close to the ideal fluid. This
collective flow is on the parton-level. Furthermore, the phenomenon of jet quenching
predicates that the corresponding matter is very hot-dense. A series of experimental
results can’t be explained by the model of hadrons. It signifies that RHIC has created a
strongly coupled quark-gluon plasma (sQGP), or which is vividly referred to as “quark
soup”.
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1.3 Open heavy flavor production in HIC

1.3.1. Heavy quarks as probes of sQGP

Heavy quarks, that are, charm and bottom. Their masses, m. ~ 1.3 GeV/c? and m; ~
4.2 GeV/c? [1], are larger than Agcp ~ 200 MeV and Tpgp > 27, (~ 170 MeV).
Due to m., >> Agep, a large amount of energy and momentum transfer are needed
to produce heavy quarks [65]. Such high energy densities are primarily found in hard
scatterings of partons in the nucleons of the heavy ions or during the early phase of the
QGP at the early stage of HIC. Meanwhile because of m.;, >> Tpap, heavy quarks
are produced before the creation of QGP and their production during the QGP phase
is turned out to be insignificant at RHIC energies [66, 67]. Therefore, heavy quarks
are dominantly produced in hard scatterings before the creation of QGP at early stages
of high-energy HIC due to their large masses. These heavy quarks experience all the
stages of QGP evolution and their kinematics carry information about their interaction
with the medium. So heavy quarks are an excellent probe for studying the properties
of the QGP. Furthermore, heavy quark masses are external to QCD, which implies that
their masses are not modified by the QGP created at RHIC and the LHC [68]. So heavy
quarks are also a clean probe to study properties of the QGP. Fig. 1.10 shows the leading
order diagrams of heavy quark production. Besides, the running coupling of the strong
interaction a is small and nearly constant due to high momentum transfer of heavy
quark production. Thus, heavy quark production can be described by pQCD (pr >
me) (shown in Fig. 1.12 and 1.13). And because of the heavy quarks are from hard
scatterings of partons [69], they should be scaled with N,,; shown in the bottom-right
panel of Fig. 1.12.

'S
o

Fig. 1.10 Leading Order diagrams of heavy quark production.

1.3.2. Experimental results

Measurements of heavy quarks can improve our understanding of parton interactions
with the QGP and its properties. The heavy quark production in p+p collisions provides

a baseline to similar measurements in heavy-ion collisions and is expected to be well
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described by pQCD calculations. Thus measurements of heavy quark production in
both p + p and Au + Au collisions are crucial. In experiments, heavy quark production
can be studied via two method: direct reconstruction through hadronic decay channels
and indirect measurement through semi-leptonic decay channels. Fig. 1.11 shows one
sample of heavy quark fragmentation to hadrons and two main decay channels of heavy

quark hadrons.

T K

Fig. 1.11 Heavy quark fragmentation to D" and two main D° decay channels.

For charm hadron production, they can be fully reconstructed via the hadronic
decay channel using topological cuts. But there is a large combinatorial background
when all particles from the collision vertex are included, which is caused by the sec-
ondary weak-decay vertices (where the heavy flavor hadron decays) and the collision
vertex couldn’t be distinguished due to the very short decay length of open heavy flavor
hadrons and limited track pointing resolution of detector. This background is particu-
larly large in HIC. As the installation of STAR secondary vertex tracker, Heavy Flavor
Tracker (HFT), the combinatorial background is rejected using the topological cuts en-
abled by the HFT. So the charm hadrons signal significance is largely improved. The
STAR D" invariant yields with HFT at mid-rapidity (Jy| < 1) as a function of pr in dif-
ferent centralities in 200 GeV Au+ Aw collisions are shown in the top-right panel of Fig.
1.12. Meanwhile the top-left panel shows the STAR cc production cross-section in 200
GeV p+p collisions [9]. As seen, the result agrees with fixed-order next-to-leading log-
arithm (FONLL) pQCD calculations [70, 71] and measurements of charm cross-section

from different channels are consistent in a wide pr range. The bottom-left panel of
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Fig. 1.12 shows the extracted D° R 44 in 0-10% central 200 GeV Au + Auw collisions.
The strong suppression of D° R4, at high pr is observed, while in the intermediate
range, D meson seems to have less suppression. For bottom hadron production, they
are only indirectly measured through electrons, /¥, and D° decay channels due to low
production rate and reconstruction efficiency.

Non-photonic Electrons (NPE) are “single” electrons/positrons from open heavy
flavor semi-leptonic decay channels (produced with (anti)neutrinos in weak decays).
NPE can be used as proxies for studying heavy quarks. Although, one does not have
direct access to heavy quark hadron kinematics through NPE, the higher branching ratios
and ability to trigger on high pr electrons make NPE a very good tool to study heavy
quark production in different collision systems and at different centralities. The left
panel of Fig. 1.13 shows the STAR published NPE invariant yields as a function of pp
at different centralities in 200 GeV Au + Awu collisions, along with that in 200 GeV
p+ p collisions and FONLL calculations. And the right panel shows NPE R 44 in 0-5%
central 200 GeV Au+ Aw collisions, comparing with STAR charged hadrons result and
that in d + Au collisions. And the measurement of high pr NPE production shows a
strong suppression in the R4 4.

For the NPE R 44, the previous STAR results at high pr have very large uncer-
tainties and there is no measurement at low pr. Recently, a large sample of data are
produced in p + p and Au + Auw collisions at STAR, the motivation of this dissertation
is to present the first measurement of low pr NPE in 200 GeV p + p collisions and
make precise NPE measurement in Au + Auw collisions, and thereby a comprehensive
set of studies with heavy quark hadrons decayed electrons will be initiated. As seen
from Fig. 1.12, the missing of the first two and last two data points for the D° R4, is
due to a lack of the measurement in p + p collisions. Comparing with the open heavy
flavor hadron production (D result), the measurement of NPE cannot fully reveal the
parent hadron kinematics, but it can enrich the measurement of the p; integrated spectra
and R 44 to very low and high py for heavy quark production due to its higher branch
ratio. This is very important to quantitatively understand the QGP created at RHIC and
provide the constraints to theoretical models thereby comprehend the heavy quark pro-
duction mechanism and how the behavior of heavy quark hadrons decayed electrons re-
flects heavy quarks. Furthermore, the theory predicts the heavy quarks lose less energy
than light quarks through soft gluon radiation (caused by propagation of a fast parton
(quark) through QCD medium) due to the “dead cone” effect [72]: gluon radiation is

mass suppressed at angles smaller than the ratio of the quark mass M to its energy F
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Fig. 1.12  Top-left panel: c¢ production cross section as inferred from D and D production in

200 GeV p+p collisions compared with FONLL calculations. Figure was taken from
[9]. Top-right panel: D° invariant yields at mid-rapidity (|y| < 1) vs. transverse
momentum for different centralities in 200 GeV Au + Au collisions [10]. Bottom-
left panel: D° R4, in 0-10% central 200 GeV Au + Au collisions, comparison
to ALICE D meson result, and hadron from ALICE and 7° from PHENIX [10].
Bottom-right panel: Charm production cross sections at mid-rapidity per nucleon

nucleon collisions as a function of N.,; [11].
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Fig. 1.13 Left panel: NPE invariant yields at mid-rapidity (|y| < 0.7) vs. transverse momen-
tum for different centralities in 200 GeV Au + Au collisions, along with NPE result
in p + p collisions and FONLL calculation. Right panel: NPE R 4 4 in 0-5% central
200 GeV Au+ Au collisions, comparison to NPE result in d + Au collisions. Figures

were taken from [12].
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of the parton energy loss for radiative energy loss (AE, > AE, 5, > AEc > AE).

). This means that there is a mass hierarchy

However, the suppression of the D° and NPE R 44 show similar suppression comparing
that of light hadrons at high py (pr > 6 GeV/c) reaftirming significant energy loss for
charm quarks inside the sSQGP medium. So how about bottom quark production? From
CUIJET calculations for central 200 GeV Au + Au collisions [13] shown in the left
panel of Fig. 1.14, the charm and bottom quarks can be well separated at RHIC. But as
mentioned above, the bottom quark hadron can only be indirectly studied via electrons,
J/ W, and D° decay channels at RHIC due to very small branching ratios of its hadronic
decay channels. For electron channel, the bottom quark contribution to NPE produc-
tion in 200 GeV p+p collisions has been obtained using azimuthal correlations between
non-photonic electrons and hadrons (h, D) [14], which is shown in the right panel of
Fig. 1.14. Combining with the measurement in 200 GeV Au + Au collisions making
use of the precise measurement of displaced vertices from HFT, the R4 4 of electrons
from bottom and charm quark hadron decays will be obtained. The R 44 measurements
of J/¥ and D from bottom quark hadron decays have model dependence due to in
absence of their yield measurements in p + p collisions [73]. The measured R44 in
this dissertation will provide the inclusive ones for the separate 44 measurements of
charm and bottom quark hadron decayed electrons. This will be discussed in Chapter
5.
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hadron decayed electrons in 200 GeV p + p collisions. Figure was taken from [14].
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Chapter 2 Experimental Setup

2.1 The Relativistic Heavy lon Collider

RHIC has been operated since year 2000 and is made up of two concentric storage
rings with 3.8 km circumference, blue ring with clockwise direction and yellow ring
with counter-clockwise one. RHIC is the world’s only machine which can collide spin-
polarized proton beams to investigate spin physics. For the heavy-ion beams, the center-
of-mass collision energy can reach 100 GeV per nucleon and the top energy is up to
250 GeV for the polarized proton beams. The initial designed average luminosity is
2 % 10% em 257! for Au + Au collisions and 1.4 x 103 em=2s~! for p + p collisions
[74]. After updating on the facilities, there is 50 x 102 em=2s~! for Au+ Au collisions
(Run 2014) and 3.3 x 10%' em™2s7! for p + p collisions (Run 2012). The detailed

information can be found at [75].

b

\ R
PHENIX

. NI

BO‘OS‘T’ER
g $200A

Fig. 2.1 Relativistic Heavy Ion Collider Facility.

Fig. 2.1 shows the RHIC facility with two ring tunnels and the accessorial acceler-
ators including the Electron Beam Ion Source (EBIS), the Booster Synchrotron and the
Alternating Gradient Synchrotron (AGS), which can initially accelerate particles and
strip electrons from them. Au ions with the charge state of +32 and the energy of 2
MeV/u produced by EBIS [76] are carried to the Booster, and then accelerated to 95
MeV/u and stripped electrons to the charge state of +77 at the exit. Then the ions are

delivered to the AGS, where they are re-bunched to four bunches, accelerated to 10.8
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GeV/u and stripped to the charge state of +79. The beams from AGS are transferred to
RHIC, in which they are accelerated to the maximal energy 100 GeV/u and collide at
six intersection points. For proton beams, they are injected from the 200 MeV Linac
into the Booster, further followed by the AGS and finally transferred to RHIC.

Right now, one of the six intersection points are in operation. They is STAR [77]
located at 6 o’clock on the tunnel (PHENIX [78] at 8 o’clock has been stopped operation
in 2016). In the following sections, there is the detailed description of STAR.

2.2 The Solenoidal Tracker at RHIC

The Solenoidal Tracker at RHIC (STAR) detector specializes in tracking the thousands
of particles produced by each ion collision at RHIC. Weighing 1,200 tons and as large
as a house, STAR is a massive detector. The STAR is one of two large experiments
at RHIC. It is used to research the strongly interacting matter behavior at high energy
density and to search for the signatures of the formation of QGP produced by heavy-
ion collisions at RHIC. In order to achieve these goals, STAR was designed to mainly
measure the production of hadrons at a large solid angle. The detector systems are
characterized by high accuracy tracking, momentum analysis and good Particle IDen-
tification (PID) [79]. It has a large azimuthal symmetric acceptance (0 < ¢ < 2m)
and pseudorapidity range || < 1.8. Fig. 2.2 illustrates the STAR complex with the
subsystems.

The HFT [80], which is close to the beam pipe, was installed at STAR and par-
ticipated in data taking from 2014 to 2016. It is composed of three sub-detectors: the
silicon PiXeL detector (PXL), the Intermediate Silicon Tracker (IST) and the Silicon
Strip Detector (SSD). It provides an excellent track pointing resolution for precise mea-
surements of displaced vertices. Its resolution is less than 30 pm for charged particles
with pr > 1.5 GeV/c. Therefore, the HFT is used to identify particles from charm and
bottom hadron decays by taking advantage of their different decay lengths. From inside
to outside, surrounding the HFT, there are the Time Projection Chamber (TPC) [81], the
Time Of Flight (TOF) detector [82], the Barrel Electromagnetic Calorimeter (BEMC)
[83], the STAR magnet [84], and the Muon Telescope Detector (MTD) [85]. The STAR
magnet system, which is a cylindrical in geometry with a length of 6.85 m and inner and
outer diameter of 5.27 m and 7.32 m respectively, was designed as a room temperature
solenoidal magnet. It can provide a near uniform field paralleling the beam direction

and having the operating range from 0.25 T to 0.5 T for the measurement of charged
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Fig. 2.2 Overview of STAR detector.

particle momentum. The MTD, covering || < 0.5 in pseudorapidity and ~45% in
azimuth, was installed in 2014. It was designed to measure the transverse momentum
distributions of quarkonia via detecting high p; muon.

Due to the RHIC crossing rate is ~ 10 MHz [86] and the slow detectors, which
provide PID and the momentum based on our physics conclusions, can only operate
at rates of ~ 2100-2200 Hz. The STAR trigger was designed to be a pipeline system
on the strength of information collected by faster detectors in order to provide case
selection information for these slower detectors. The fast detectors include the Vertex
Position Detector (VPD) [87], the Beam-Beam Counter (BBC) [88] and the Zero Degree
Calorimeter (ZDC) [89]. All of these three detectors were installed at the East and West
of the collision area. The VPD is used to select minimum bias collisions, to measure the
position of primary vertex along the beam pipe and to provide “start time” measurement
for other fast detectors such as TOF and MTD due to its precise timing information.
Each VPD detector wrapping the beam pipe is set at 5.7 m away from the center of the
STAR and covers a pseudo-rapidity range of 4.24 < |n| < 5.1. The BBC covering 3.4
< |n| < 5.0 is located in a distance of 3.75 m from the center of STAR. Each BBC is
made up of 18 hexagonal scintillator tiles, at least one of which firing in both East BBC
and West BBC form a prompt coincidence corresponding to a BBC trigger. It provides
a minimum bias trigger for p + p collisions. With the information of BBC, the relative

luminosity is also measured. The ZDC located in the forward < 4 mrad is 18 m away
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from the collision points, outside of the STAR magnet along the beam line. So the ZDC
can only detect the outgoing neutrons as a hadronic calorimeter. It is mainly used to as
a minimal bias selection and monitor beam luminosity for heavy-ion collisions.

In our analysis, the mainly utilized detectors are TPC, TOF and BEMC. These

sub-detectors are described in the following sections.

2.2.1. The Time Projection Chamber

The TPC [81] as the primary tracking device is the “heart” of the STAR detector. It,
covering full azimuth within pseudorapidity range of |n| < 1.8, provides tracking, mo-
mentum determination and PID via measuring ionization energy loss (dF/dx). The
TPC can measure and identify the charged particles over a momentum range of 100

MeV/c ~ 30 GeV/c and 100 MeV/c ~ 1 GeV/e, respectively.

Sectors

Outer Field Cage
& Support Tube
Inner
Field
Cage

Sector
Support—Wheel

Fig. 2.3 Schematic of the TPC.

The schematic of TPC structure is shown in Fig. 2.3. The TPC, sited in the STAR
solenoid magnet, has the length of 4.2 m along the beam line, the inner and outer diam-
eter of 1 m and 4 m. It is an empty volume, filled with P10 gas (10% CH4 + 90% Ar),
divided into two working parts by the central high-voltage (28 kV) membrane electrode.
An axial drift field is formed by two internal and external uniform field electrodes be-

tween the membrane electrode and the entrance window (ground potential) located at
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readout area at the both ends of TPC. The electron has a fast drift velocity ~5.45 cm/pus
in the P10 gas at the 130 V/cm drift field and 0.5 T magnetic field. The readout system
[90] of the TPC is based on the Multi-Wire Proportional Chamber (MWPC) with read-
out pads. The readout planes around the circle at each end of TPC have 12 sub-sectors
with total 136608 readout pads. Each sector is also divided into inner (2.85 mm x 11.5
mm) and outer (6.02 mm x 19.5 mm) sub-sectors. The anode voltage and gas gain are
1170 V and 3773 for inner sub-sectors, 1390 V and 1230 for outer sub-sectors. Fig. 2.4

shows the anode pad plane of one full TPC sector.

Outer Pads Inner Pads
6.2 mm x 19.5 mm 2.85 mm x 11.5 mm
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Fig. 2.4 Anode pad plane of one full TPC sector.

The primary charged particles release electrons from the TPC gas due to energy
loss, when they pass through the TPC. These secondary electrons are drifted towards
the end cap of the TPC and then amplified by the avalanching in MWPC. The signal
is sensed on several readout pads. Then it is amplified and shaped by the front-end
electronic circuit. Finally it is digitized and transmitted to STAR Data AcQuisition
(DAQ) system via a set of optical fibers. At the DAQ stage, the track of the primary
particle through the TPC is determined by looking for the spatial coordinates of the
secondary electrons ionization cluster along the track. The x-y coordinate position of
each ionization cluster can be reconstructed with the gravity method of charge using
three readout pads, while the z coordinate is measured by the average drift velocity and
the time of secondary electron clusters from the original position to anode wire in the end
cap. After associating the clusters along the track, it is fitted by helical trajectory. Then

the track is extrapolated to the other detectors, maybe combined with any other available
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points from other detectors and refitted by application of a Kalman filter routine [91].
The resulted track from there on is called a global track. Using the all global tracks
belong to the same event, the primary vertex is then reconstructed. Using the primary
vertex as additional point, a refit on a global track, whose distance of closest approach
(dca) is less the 3 cm, is preformed by a constrained Kalman fit then the track is named as
a primary track. As expected, the resolution decreases as the square root of the number
of tracks used in the calculation and can reach 350 ym with more than 1000 tracks. In
p+p collisions, the momentum resolution of primary track is approximately Apr/pr ~
1% + 0.5%pr.
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Fig. 2.5 dFE/dz distribution as a function of momentum for different particles. The theoret-

ical curves are calculated from Bichsel functions.

The TPC can not only provide the tracking and momentum, but also distinguish the
charged particles via dE /dx, which is determined from the deposit charge collected on
up to 45 pad rows. It is impossible for accurately measuring the average dE /dz because
of the length used to measure the energy loss of particles is too short to average out ion-
izations. Thus, the most probable dE'/dz is applied by removing the highest 30% of the
measured clusters. Fig. 2.5 shows the dE/dx as a function of momentum for different
charged particles. The theoretical curves of dF/dx for charged particles described by
the Bichsel functions [92, 93] are also shown. TPC can make 7t/K separation up to ~

0.7 GeV/c and identify proton/meson up to ~ 1.1 GeV/c. In actual analysis, the nox
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(X = m, K, p,e,etc.) instead of dE/dx is used and defined as the measured dE/dx

with respect to the expected dE'/dx value:
oy = I o
RaE/dx
where the superscripts “mea” and “th” are measured and theoretical values, respectively,
and Ryg /4y is the dE /dx resolution.

The capability of the particle identification can be greatly improved and extended
to the higher pr area by combining TPC with other detectors. From dE /dx distribution,
we can see that it is difficult for low-py electron identification if only used TPC because
the electron band crosses several hadron bands. Thus the TOF need to be applied to
reject the hadrons at low pr. For high-p7 electron identification, the TPC can provide
powerful hadron rejection for electron candidates due to the electron dF/dx band is
above all of the three hadron bands. But the electron yield is very poor. Therefore, the
high-tower trigger (HT) from BEMC is used to enhance the high p electrons, and the
ratio of momentum to energy measurements (p/E) and shower shape from BEMC are
utilized to identify the electrons. The information of TOF and BEMC will be shown in

next section 2.2.2 and 2.2.3.

2.2.2. The Time Of Flight detector

The TOF covers |n| < 1 within full azimuth and provides PID capability through mea-
sured time-of-flight. Its intrinsic resolution is < 80 ps and detecting efficiency is more
than 95%. It is based on Multi-Resistive Gap Chamber (MRPC) [94] technique. The
TOF is made up with 120 trays (60 trays at n > 0 and n < 0, respectively), and each
tray consists of 32 MRPC modules and covers 6 degrees in azimuthal direction and 1
unit in pseudorapidity direction. Fig. 2.6 shows the two side views of a MRPC mod-
ule appropriate for STAR. Each MRPC module consists of 7 resistive plates including
5 inner glass (0.54 mm thickness) and 2 outer glass (1.1 mm thickness) with graphite
electrodes on the outer surface, and each plate has a gas gap of 220 ym. And there are 6
readout pads with the size of 6.1x3.4 cm? on each MRPC module. The entire module
has an effective area of 20.0x6.2 cm?. A strong electric field is generated in each gas
gap after high voltages are applied to these electrodes. When charged particles pass
through these layers of glass, they produce a primary ionization along their track in the
gas. The strong electric field will cause them to produce the Townsend amplification
avalanche. Because the electrodes and glass plates are both resistive, they are transpar-

ent to the charge induction from avalanches in the gaps. Therefore, the sensing signal
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Fig. 2.6 Two side views of a MRPC module.

on the readout pad outside the electrode is the superposition of the avalanche signal in
all gas gaps.

The TOF can give the flight time (At = t2 — t1) of a particle by measuring the
“stop time” (¢2) combining with the “start time” (¢1) measured by VPD. Then using the
the information from TPC (momentum (p) and path length (L)), the inverse velocity
(1/B) can be calculated:

5 L p ’

The mass (m) of the particle can be subsequently calculated:

m:l—;,/%—L 2.3)

The left panel of Fig. 2.7 shows the 1/ distribution as a function of momentum. As

1 At /pPP+mPe 22)

we can see, the TOF can provide extra information for PID. It not only extend /K
separation from 0.7 GeV/c to 1.6 GeV/c and proton/(7t,K) separation from 1.1 GeV/c to
3 GeVl/e, but also is significantly useful for electron identification at low momentum.
Due to the small mass of electron, via applying a 1/ closed to 1 cut, the electrons can

be identified with TPC no, distribution, which is shown in the right panel of Fig. 2.7.
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Fig. 2.7 Leftpanel: 1/ distribution as a function of momentum for different particles. Right

panel: no. distribution as a function of momentum after 1/ cut.

2.2.3. The Barrel Electromagnetic Calorimeter

The BEMC, covering || < 1 and full azimuth, can trigger on and identify high-pr
electrons via p/E. Its front surface is at a radius of 220 cm and parallel to the beam
direction. There are a total of 120 calorimeter modules (60 in ¢ direction and 2 in the 1),
each covering 6 degrees in the ¢ direction and 1 unit in 7. Each module is approximately
26 cm wide, 293 cm long, and effective thickness 23.5 cm. The supporting structure
is approximately 6.6 cm thick (including 1.9 cm in front of the detector). Furthermore,
each module is divided into 40 towers (2 in the ¢ direction by 20 in 1) with each tower
subtending 0.05 in A¢ by 0.05 in An. The entire BEMC is divided into 4800 towers,
each of which is projected and points back to the center of the TPC. The left panel
of Fig. 2.8 shows a side view of a module demonstrating the projective nature of the
towers along the n direction and the right one shows a side view of a module showing
the mechanical assembly including the compression components and the rail mounting
system.

The BEMC is a sampling calorimeter using lead and plastic scintillator. The core
of each module is made up of the lead scintillator stack and shower maximum detector
located at about 5 radiation lengths from the front of the stack. There are 20 lead layers
with 5 mm thickness, 19 scintillator layers with 5 mm and 2 scintillator layers with 6 mm
used for the preshower detector. The total depth of BEMC has approximate 20 radiation
lengths (20 X,) at = 0. Its intrinsic energy resolution is o5 /E ~ 1.5% @ 14%/vVE
[GeV]. For electrons, they will deposit 95% energy due to the electromagnetic shower
when pass the BEMC. However there is a little energy deposition for hadrons. So the
p/ E ratio should be peak at unity for electrons while that of hadrons should have a broad
distribution and it has some possibility to be very large for that of the non-showering

hadrons. The electrons can be identified with hadrons via p/ E cut selection.
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~—— REGION OF INTERACTIONS

Fig. 2.8 Schematic view of BEMC module. Left panel: Side view of a calorimeter module
showing the projective nature of the towers along the 7, direction. Right panel: Side
view of a module showing the mechanical assembly including the compression com-

ponents and the rail mounting system.

Despite the BEMC provides precise energy measurement for isolated electromag-
netic showers, it has not enough good spatial resolution. The Shower Maximum Detec-
tor (SMD) is embedded in = 5.6 X depth of BEMC at n = 0 and used to provide the
high spatial resolution for 7 reconstruction, direct gamma and electron identification
via giving the information on shower position and shape. The SMD was designed as
a double-layer detector. Fig. 2.9 shows the schematic illustration of the double layer
SMD. The double sided aluminum extrusion provides the ground channels for two in-
dependent plane of proportional wires. Two dimensional image of the shower shown in
Fig. 2.9 is allowed to be reconstructed due to the independent PC board cathode plane
with the strip etched in the ¢ direction and 7 direction, respectively.

The SMD has an approximately linear response versus energy in the energy range
from 0.5 to 5 GeV. And comparing the ionization at the front plane of the SMD, there
is about 10% lower about that in the back plane. The energy resolution on the front
plane is about o/E ~ 12% @ 86%/vE [GeV], and that on the back plane is re-
duced by 3-4%. The position resolutions in the front and back planes of SMD are given
approximately by o f.ont (mm) = 2.4mm + 5.6 mm/ VE [GeV] and opqe (mm) =
3.2mm + 5.8 mm/+/E [GeV]. The electromagnetic showers have the maximum spa-
tial extent at the depth of ~ 5.6 X, for electrons but hadron showers are usually not
fully developed at this depth due to the nuclear interaction length of hadrons is large

more than radiation length of electrons. Therefore, the number of SMD hits produced
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by hadrons is usually less than those produced by electrons. Applying SMD hits cut can
be used for further hadron projection. In addition, the distance between the position of
shower center provided by SMD and the track projection position on SMD from TPC
can also be used to reject hadrons on account of the wider distribution for hadrons than

for electrons.

____________________________
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Fig. 2.9 Schematic illustration of the double layer SMD.
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Chapter 3 Non-photonic Electron Analysis

Heavy quark production can be studied via measuring the electrons from semi-
leptonic decays of heavy flavor hadrons, also known as NPE. Although, one does not
have direct access to heavy quark kinematics through NPE, the higher branching ratios
make NPE a very good tool to study heavy quark production. In this chapter, the details
of NPE analysis techniques from 200 GeV Run 2012 p + p and Run 2014 Au + Au

collisions will be presented.

3.1 Run 2012 200 GeV p + p Collision Analysis

3.1.1. Analysis principle

All identified electrons in one event are called inclusive electrons, and they consist

primarily of three components:
* “non-photonic” electrons from open heavy-flavor decays.

* “photonic” background from Dalitz decays of light neutral mesons and gamma

conversion. Mainly:

gamma conversion: ¥ — e e~ in the material of STAR detector.

7° Dalitz decay: 7° — ete ™y (1.174 £ 0.035)%.

n Dalitz decay: n — ete ™ (0.69 £ 0.04)%.

Direct gamma.
* “non-photonic” background:

— Heavy quarkonia contribution (.J/ V).

— Di-electron decays of vector mesons (w, ¢, ...), dominant contribution to low
pr.

— Single electrons background sources, K — emv (K.3).

In this analysis, we are particularly interested in NPE. The NPE raw yield is extracted
using the equation Nypr = Nincg * purity — Npyg/epur, where Nyycop is the raw

yield of INClusive Electron (INCE) candidates, purity the fraction of real electrons in
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the inclusive electron candidates, Npy g the raw yield of Photonic Electron (PHE) can-
didates obtained via selecting the invariant mass of ete™ pairs, and ep 5 the photonic
electron reconstruction efficiency. Then the final yield of NPE is obtained after that the

NPE raw yield is corrected by the detector acceptance and efficiency.

3.1.2. Dataset and Event selection

The analysis was based on the Run12 p + p Minimum Bias (MB) triggered sample at
low pr collected in RHIC. The MB trigger was defined as a coincidence in both sides of
VPD and an online vertex cut was applied to select the collisions happening in the center
of the detector. There was total of ~700M VpdMB events, which were the statistics for
number of events satisfying the VpdMB trigger ID 370001 and 370011, in year 2012
200 GeV p + p collisions. The data production library version was P12id.

,--.1500 T I [ [ | I
= i p+p @ 200GeV A
S .
n total
r [ 1216M i
2 1000} B
L | ]
h - -
o VpdMB
et i ]
[+7] B 693M |15t pvix i
2 500 | | Ranking>0 ]
~Shaadl 473M  |Vz|<30cm [Vz-vpdVz| ]
2 | 368M <6cm i
N 292M
%% 1 2 3 4 5

Fig. 3.1 Number of events with a series of selections.

Events used in this analysis were selected by the event selection criteria shown in
Fig. 3.1. To insure the TPC performance, events were required to have a valid recon-
structed collision vertex within 30 cm of the TPC center along the beam pipe (z direc-
tion). Due to high luminosity, a large fraction of pile-up events, which is caused by
collisions originating from non-triggered bunch crossings, was collected. These pile-
up events will result in additional tracks recorded in the TPC, except those from the
triggered events. Thus the strict cuts were applied to suppress pile-up events. The V,
position of the reconstructed primary vertex from TPC tracks, which combined with the

one from offline VPD data with good time, can provide a useful constraint to select the
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VIPC should be close

real events that fired the trigger. Because of a good reconstructed
to the V.V7'P. By applying a vertex difference cut (6 cm), most of those pile-up vertices
far away from the real vertex can be removed. The strong correlation and difference

distribution between the V., position from the TPC and the VPD are shown in Fig. 3.2.
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Fig. 3.2 Left panel: Correlations between V.77 and V.""? from MB triggered events.

Right panel: Difference of V.VPP and V,TFC,

3.1.3. Track selection and Electron identification

In this analysis, three main detectors of STAR, the TPC, the TOF detector and the BEMC
were used to reconstruct charged tracks and perform PID. All of these three detectors
cover the full azimuth within pseudo-rapidity range of || < 1. The TPC provides
tracking, momentum determination and PID via measuring dF /dx. The TOF provides
PID capability through measured time-of-flight. The BEMC can trigger on and identify
high-pr electrons using p/E. As mentioned electron identification method in Chapter
2, electrons were identified using the TPC combined with the TOF at low py (pr < 1.5
GeV/c) and with the BEMC at high pr (pr > 1.5 GeV/c) in this analysis. The detailed

track selection and electron identification cuts will be presented in next section.

3.1.4. NPE raw yield extraction

1. Inclusive electrons and purity

For our inclusive electrons, identification was carried with TPC combined with TOF

and BEMC. The main cuts for the track candidates and electron selections are listed
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below:

Track quality cuts from TPC:
* Primary track.

* nHitsFit > 20: require TPC track fit points at least 20 out of 45 to ensure good

tracking quality and momentum resolution.
* 0.52 < nHitsFit/nMax < 1.2: reject splitting tracks.
» nHitsDedx > 15: ensure dE /dx resolution is good.

* DCA < 1.0 cm: the distance-of-closest-approach of the track to the primary

vertex, make sure primary track for electron selection.

* pr > 0.2 GeV/e, |n| < 0.7: ensure track reconstructed with good detector re-

sponse within TPC acceptance.

Electron identification using TOF (pr < 1.5 GeV/c) and BEMC (pr > 1.5 GeV/c)
information:

pr < 1.5GeV/c
* TofMatchFlag > 0 && ( > 0: require TOF matching.
* |Ylocal| < 1.8 cm: TOF local pad position cut to remove edge effect.

* |1/8 — 1] < 0.03: reject soft hadrons and ensure electron statistics within 2.50

(1/5 distribution width for electron is 0.012 in Run12 p + p collisions).
* —1.0 < no, < 3.0: electron identification using dF /dzx.
pr > 1.5 GeV/e
» Tower energy £ > 0: require BEMC matching.
* 0.3 < p/E < 1.5: reject hadrons and ensure electron statistics [95].
e —1.0 < no, < 3.0.

After applying the above cuts except -1.0 < no. < 3.0, the no, distributions of
identified particles in different p; bins were obtained. The purity of inclusive electrons
was got by using parameter functions to fit these no. distributions, including three steps.

Firstly we need to obtain the mean and sigma of the no, distribution in each p bin

for pure electrons, which can be got through photonic electrons. Due to talking about

34



CHAPTER 3 NON-PHOTONIC ELECTRON ANALYSIS

photonic electrons, the detailed information about how to get them will be explained
in the next section. The Gaussian function was used to fit the no. distribution of pure
electrons in each pr bin and get the required parameters. The no. distribution and
Gaussian fit of pure electrons in 1.10 < pr < 1.20 GeV/c bin, mean and sigma from

fitting results as a function of py are exhibited in Fig. 3.3.
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Fig. 3.3 Left panel: no. distribution in 1.10 < pr < 1.20 GeV/c bin of pure electrons. The
Gaussian function was used to fit this distribution. The pink lines show the no,
cuts of inclusive electrons. Right panel: Mean and sigma from the fitting of no.
distribution for pure electrons as a function of py. The polynomial3/polynomial2 +

polynomial() were performed to fit them.

Secondly the mean and sigma of the no, distributions for pure hadrons (7, K, p)
need to be obtained. From the right panel of Fig. 2.7, we can still see the slow hadron
bands in no, vs. momentum distribution after the TOF cut. So pure hadron samples
can be selected via applying a very tight m? (m? = p*(1/8% — 1)) cut provided by
TOF and |no,| < 4 (h = 7, K, p). The 2-D scattering plot of m? vs. pr for hadrons is
shown in the left panel of Fig. 3.4 while the right panel shows the m? distribution of
hadrons, in which the red lines indicate m? cuts used to select pure hadron samples. The
fittings were made to the no, distributions of pure hadron sample in each p7 bin. From
the distribution of dE /dx vs. momentum, we can see hadrons have the steep shape at
low pr. After projected to dE/dx axis, the hadron no, distributions are not Gaussian.
There will be a tail into the electron region. To describe the tail better, we used the new

function

xr —

5)? — eap(———Fw )} G.1)

f(x) =C*xexp{—0.5x(

instead, where 7 is a parameter, which can control the hadron tail. The initialization pa-

rameters of the mean were obtained from the B70M version of Bichsel function, which

35



CHAPTER 3 NON-PHOTONIC ELECTRON ANALYSIS

was shown in dE /dx distribution of Fig. 2.5. The no. distributions and fitting results
of pure 7t, K and p in 1.10 < pr < 1.20 GeV/c bin are displayed in Fig. 3.5.
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Fig. 3.4 Left panel: m? distribution as a function of p for hadrons. Right panel: m? distri-

bution of hadrons. The red lines show m? cuts used to select pure hadron samples.
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Fig. 3.5 no,. distributions of pure 7t, K and p in 1.10 < pr < 1.20 GeV/c bin. The function

3.1 was used to fit these distributions.

Thirdly, using the mean, sigma, eta and their standard deviations from the fittings
of no. distributions of pure particles, function 3.1 for hadrons and Gaussian function for
electrons were used to parameterize the no. distributions of identified particles. From
the fitting results, we found they were not reliable in overlap pr bins, where the electron
band crosses with the hadron bands. Exponential functions were used to extrapolate
the hadron yields into the overlap region. With fixing hadron yields from extrapolated
value, we refitted the no. distributions at overlapped p bins. The final fitting of the
no,. distribution in each pr bin was obtained and that in 1.50 < py < 1.60 GeV/c bin is
shown in Fig. 3.6.

From the integral calculation of identified particle no,. distribution at the no. cut
range of inclusive electrons in each pr bin, the raw yield of inclusive electrons was
obtained. The left panel of Fig. 3.7 shows the raw d/N/dpy distribution of inclusive
electrons. Using the fitting function of no, distribution of identified particles in each

pr bin, the purity was obtained by taking the ratio of the raw yield of real electrons (red

36



CHAPTER 3 NON-PHOTONIC ELECTRON ANALYSIS

m 1 Iil T 1 rrrrrirriri rrrri1rrnriori I T rrrrirrrrrrjpririri
w4 7 L[ 2/ naf 6886.94 / 64 + 200 Ge
c 10 E C, 4.854e+02 + 6.80e+00 p p @
= = ~0.472 £ 0.000 1.50 < p_< 1.60 GeV/c
O 10°k] o 0.908 + 0.001 T
QO = | C. 6.652e+04 + 1.61e+02 3
5L *H -5.511 + 0.000 total |
10 E| o- 1.015 + 0.000 E
E [ n, 0.786 = 0.000 =T =
10% & C« 2.060e+04 + 1.09e402 s — K =
F| M -6.709 +0.000 : 3
3[]° 1.067 +0.000 :—P ]
10 E| e 0.649 + 0.000 f—g E
Cl c, 1. - 0, . 3
2 C, 1.5190+04 +0.00e+00 :
101 ~5.032 + 0.000 L cuts
E| o 1.056 +0.000 : 3
10 % 0.385 + 0.000 -
i 3
E_l 11 1 I 1 1 1 1 1 1 11 | X 11 1 | I 11 1 I_a
20 30 0 10
no,

Fig. 3.6 no. distribution distribution and its fitting in 1.50 < pr < 1.60 GeV/c bin for iden-

tified particles. The black dotted lines show the no. cut of inclusive electron.

curve) to that of inclusive electrons (yellow curve) at the same no. cut range. The right
panel of Fig. 3.7 shows the purity of inclusive electrons as a function of pr. The purity

was worse at the overlap region due to hadron contamination.
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Fig. 3.7 Raw dN/dpr and purity distributions as a function of p for inclusive electrons.

2. Photonic electron cocktail

From the previous measurement [96] and the estimation from the STAR environment,

electrons from gamma conversion, 71’ and 7 Dalitz decays are dominate in the pho-
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tonic electrons. Due to a lot of materials in STAR detector, the photonic background
electrons mainly come from gamma conversion, especially at low pr (< 1 GeV/c). In
STAR, due to the large acceptance of TPC, photonic background electrons from gamma
conversion etc. were experimentally reconstructed making use of topological method
according to the previous STAR measurements [97]. That is the photonic electrons were
obtained via selecting the invariant mass of ete™ pairs. The e*e™ invariant mass was
reconstructed from a tagged electron (positron) from “TPC + TOF/BEMC” combined
with other partner positron (electron) reconstructed in the TPC in the same event. The
tagged and partner electrons (positrons) need to be requested from global tracks when
we searched for eTe™ pairs. There is the characteristic feature of low invariant mass for
the e™ e~ invariant mass from photonic background. So the small value of the invariant
mass of ete™ pairs was chosen. The cuts of identification for photonic electrons are as
follow:

Tagged electron:
» same cuts with inclusive electrons.

Partner electron:

Global track.
* Gpr > 0.3 GeVl/e.

s nHitsFit > 20.

0.52 < nHitsFit/nMax < 1.2.
* —0.5 < no. < 3.0.

ete” pair cuts:
o M.+, < 0.15 GeV/c2.

* pairDca < 1.0 cm: the distance of closest approach between tagged and partner

electron helices, to ensure partner track is attached to tagged one.

After these cuts, the distribution of the photonic electron invariant mass in each
pr bin was obtained. But there is the randomly combinatorial background in photonic
electron signal. The like-sign method (ete™, e~ e™) [98] was used to subtract randomly

combinatorial background in this analysis. The left panel of Fig. 3.8 shows the M +.-
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distribution in 1.50 < pr < 1.60 GeV/c bin of photonic electrons. The integral cal-
culation to the distribution of the photonic electron invariant mass with the subtracted
combinatorial background in each pr bin at the range of M,+.- cut was used to get the
photonic electron raw yield. The raw dN/dpr of photonic electrons is shown in the

right panel of Fig. 3.8.
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Fig. 3.8 Left panel: Invariant M+ .- distribution in 1.50 < pr < 1.60 GeV/cbin for photonic
electrons. Right panel: Raw dN/dpr distribution of photonic electrons.

3.1.5. Efficiency and Acceptance

The final yield of NPE need to be corrected for the detector acceptance and efficiency.
Because of during the extraction of raw yields for the inclusive electrons and photonic
electrons, a part of them were lost attributed to tracking reconstruction, detector accep-

tance and cut efficiency etc:
* no, cut efficiency.

* TOF matching efficiency: track from TPC with good TOF hits matched, TOF

acceptance.
» TOF EPID efficiency.

* BEMC matching efficiency: track from TPC with good BEMC hits matched,
BEMC acceptance.

* BEMC EPID efficiency.
* Photonic electron reconstruction efficiency.

* TPC tracking efficiency: TPC tracking reconstruction efficiency, TPC accep-

tance.

39



CHAPTER 3 NON-PHOTONIC ELECTRON ANALYSIS

The efficiencies must be calculated using the pure electron sample. The no. cut ef-
ficiency, TOF matching efficiency, TOF EPID efficiency, BEMC matching efficiency
and BEMC EPID efficiency were determined from real data. In data, pure electron
sample was obtained by photonic electrons with the very small M +.- value: M +.- <
0.05 GeV/c?. Certainly, for the efficiency calculation of a cut, a pure electron sample
without using this cut in question must be needed. The photonic electron reconstruction
efficiency and TPC tracking efficiency were from embedding simulation. It is based on
GEANTS3 simulation to rebuild full STAR geometry with correct material budget and
detectors response. Then the Monte-Carlo (MC) data is embedded in a representative
sample of real data and their tracks pass through the full STAR geometry and are recon-
structed and calibrated as the ones used in the real data. The embedding was performed
using production P12id and library SL12d embed. Flat p; spectra, n and ¢ distribu-
tions for the Monte-Carlo gamma, 7i¥, 1 and e* /e~ embedding were used to increase

statistics of higher pr electrons and reduce CPU time.

Table 3.1 Cuts of selecting pure electron sample for tagged electron no. cut efficiency calcu-

lation.

Tagged electron cuts Partner electron cuts Pair cuts

pr > 0.2 GeV/c
In| < 0.7
nHitsFit > 20
0.52 < nHitsFit/nMax < 1.2 Gpr > 0.3 GeV/e
nHitsDedr > 15 nHitsFit > 20 M. +.- < 0.05 GeV/c?
Gdeca < 1.0em 0.52 < nHitsFit/nMax < 1.2 pairDca < 1.0 cm
TofMatchFlag > 0 —0.5 < no, < 3.0
8>0
|Ylocal| < 1.8 cm
|1/8 —1| < 0.03
—4.0 < no, < 3.5

1. no, cut efficiency

Due to embedding can not reproduce the dE /dx very well. We got the no. cut efficiency

from data. The obtained no,. distribution of pure electrons in each pr bin from data,
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whichin 1.10 < py < 1.20 GeV/c bin is shown in the left panel of Fig. 3.3, can be used

to calculate no, cut efficiency:

€ =

Counts

N with no, cut

N without no. cut

(3.2)
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Fig. 3.9 Two-dimensional Gaussian distribution whose parameters from the covariance ma-

trix of Gaussian fitting of pure electron no. distribution and no. cut efficiency dis-

tribution in 1.10 < pr < 1.20 GeV/c bin.
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Fig. 3.10 no. cut efficiency as a function of pr.
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(1) Tagged electron no. cut efficiency The cuts of selecting pure electron
sample used to calculate tagged electron no. cut efficiency are shown in Table 3.1. The
Gaussian function was made to fit no, distribution in each pr bin in order to calculate
covariance matrix, which includes five parameters: mean and its deviation, sigma and
its deviation, and their correlation coefficient. Then we sampled the two-dimensional
Gaussian distribution with five parameters just mentioned 10000 times, calculated no,
cut efficiency according to formula 3.2 and thereby obtained no. cut efficiency dis-
tributions in different pr bins. The cut efficiency distribution was fitted by Gaussian
function and then the mean was treated as no. cut efficiency and the sigma as system-
atic uncertainty. Fig. 3.9 shows the the two-dimensional Gaussian distribution and no,
cut efficiency distribution in 1.10 < py < 1.20 GeV/c bin. The no. cut efficiency as a

function of pr is shown in Fig. 3.10.
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Fig. 3.11 no, cut efficiency as a function of Gpr and tagged electron pr for partner electron.
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Fig. 3.12 Tagged electron distribution without and with weight, which is from partner elec-

tron no. cut efficiency as a function of Gpr,.

(2) Partner electron no. cut efficiency As mentioned in the section of

photonic electron cocktail, we used the global tracks when reconstructed the invari-
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ant mass of e™ e~ pairs. So the cuts of partner electrons are relative to global tracks. We
used the same method as calculating tagged electron no. cut efficiency to get partner
electron no, cut efficiency. The left panel of Fig. 3.11 shows no. cut efficiency as a
function of partner electron Gpr. However, when subtracting the photonic electrons
(tagged electrons) from inclusive electrons, the tagged electron cuts are relative to pri-
mary tracks. So in order to apple-to-apple efficiency correction of photonic electrons,
we must use the partner electron no, cut efficiency as a function of tagged electron pr.
The no. cut efficiency of partner electrons as a function of tagged electron pr can be

calculated as:

Ntagged electron with wt.

€ =

- . 33
Ntagged electron Without wt. ( )

where wt. is from the fitting function of no, cut efficiency as a function of Gpr of
partner electrons paired with tagged electrons. The tagged electron distribution with
and without weight, and partner electron no. cut efficiency as a function of tagged
electron pr are shown in Fig. 3.12 and the right panel of Fig. 3.11, respectively. The
weight difference from the counts and fitting of no, cut efficiency as a function of Gpr

was as the systematic uncertainty of partner electron no, cut efficiency.
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Fig. 3.13 Number of electron tracks matched to TOF and number of electron tracks in TPC

passed the track quality and acceptance cuts.

2. TOF Matching and EPID efficiencies

The TOF matching efficiency was obtained by taking the ratio of the number of tracks
matched to TOF and the number of tracks in TPC passed the track quality and acceptance

cuts using pure electron sample. A track matched to a TOF hit requires:

* The track projected to TOF has a hit in corresponding TOF cell.
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* The distance of track hit position in TOF and TOF cell center in local Y direction

is less than 1.8 em.

The TOF matching efficiency was defined as:

C Noatehea(Tof MatchFlag > 0&&5 > 0&&|Ylocal| < 1.8 cm) (3.4)
B Nrpc ' '

Fig. 3.13 shows the number of electron tracks matched to TOF and number of electron
tracks in TPC passed the track quality and acceptance cuts used to calculate TOF match-
ing efficiency. Meanwhile the TOF matching efficiency as a function of p is shown in

Fig. 3.14.
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Fig. 3.14 TOF matching efficiency as a function of pr.

The TOF EPID efficiency was calculated using 1//5 distribution of pure electrons

in each py bin:

N with 1/ cut
€= :
N without 1/ cut

(3.5)

The 1/ distribution of electrons in 1.10 < pr < 1.20 GeV/c bin is shown in the left
panel of Fig. 3.15. The Gaussian function was made to fit this distribution in order to
get mean and sigma. Then the parameterized mean and sigma were used to calculate
the TOF EPID efficiency. The right panel of Fig. 3.15 shows the TOF EPID efficiency

as a function of py.
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Fig. 3.15 Left panel: 1/ distribution in 1.10 < p; < 1.20 GeV/c bin. The Gaussian function
was used to fit this distribution. The pink lines show the 1/ cuts. Right panel:
TOF EPID efficiency as a function of pr.

3. BEMC Matching and EPID efficiencies

The BEMC matching efficiency was obtained by taking the ratio of the number of tracks
matched to BEMC and the number of tracks in TPC passed the track quality and accep-

tance cuts using pure electron sample. A track matched to a BEMC hit requires:
* The track passing BEMC has energy deposition in BEMC tower.

The BEMC matching efficiency was defined as:

€ — Nmatched(E > O) ' (36)
Nrpc

Electron candidates in the TPC are projected to the BEMC and matched to an
energy cluster to determine their momentum-to-energy ratio p/E. The BEMC EPID
efficiency was obtained by taking the ratio of the number of tracks with BEMC EPID
cut and the number of tracks matched to BEMC passed the track quality and acceptance
cuts using pure electron sample. The BEMC EPID efficiency was defined as:

 _ N(0.3<p/E < 1.5). 37)
Nmatched(E > 0)

Fig. 3.16 shows the number of electron tracks with BEMC EPID cut, number of electron
tracks matched to BEMC, number of electron tracks in TPC. And the BEMC matching

and EPID efficiencies as function of p; are shown in Fig. 3.17.

4. Photonic electron reconstruction efficiency

The photonic electrons are from v conversion, 7t and 7 Dalitz decays. So the photonic

electron reconstruction efficiency is a combined one of individual efficiency from ~
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Fig. 3.16 Number of electron tracks with BEMC EPID cut (0.3 < p/FE < 1.5), number of

electron tracks matched to BEMC, number of electron tracks in TPC passed the

track quality and acceptance cuts.
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Fig. 3.17 BEMC matching and EPID efficiency as a function of pr.

conversion, 7 and 1 Dalitz decays. The photonic electron reconstruction efficiency

can be calculated as:

€combined = Z €;. * RCZ(Z =7, 7-(07 77)7 (38)

i
where RC; is their individual relative contribution from + conversion, 7t and 1 Dalitz
decays to photonic electrons, ¢; is their individual photonic electron reconstruction ef-

ficiency. In the next two subsections, the detailed information about RC’; and ¢; calcu-

lations will be introduced, respectively.

(1) Efficiency Using the v conversion, ° and 7 Dalitz decay embedding
data, the photonic electron reconstruction efficiency can be calculated as:

N,c(tagged electron cuts + partner electron cuts + pair cuts)

3.9
N,.(tagged electron cuts) (3.9)

€, =

But the input p; shapes for MC photonic sources in embedding are flat. So the
original v, i and 7 meson p; spectra need be used to weight input pr in embedding
when calculating the reconstruction efficiency. The published invariant yields of 7t°

((mrt 4+ 1) /2) [99—-101] and 1 mesons [102] along with the fitting of Tsallis function
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are shown in the top-left panel of Fig. 3.18. They were used to weight the embedded

parents 7 and 7 mesons. For inclusive 7y p spectrum, it was extracted via decaying

7 and 7 mesons into 7 through PYTHIA. The following algorithm was used in the

PYTHIA decaying process:
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Fig. 3.18 Top-left panel: Invariant yield distributions of 7° and 1 mesons. The Tsallis func-

L]

tions were used to fit those distributions. Top-right panel: dN/dy as a function of
y for ™ and 1 mesons. Bottom-left panel: Direct  invariant yield distribution.
The power-law was used to fit this distribution. Bottom-right panel: Inclusive v pr

spectrum along with those from different sources.

Generate Monte-Carlo 7t° / meson with ¢ sampled from uniform distribution in
0 ~ 6.28 range and with (pr, rapidity(y)) sampled from measured or calculated
7°/n dN/dpy and dN/dy vs. y of 7°/n (shown in the top-right panel of Fig.
3.18).

Simulate 7i° /n—se e~y /7 for generated mesons using PYTHIA decay routine.
Fill n of generated ~y in histogram hGammaFEta.
Fill pr of generated v within the desired An acceptance in histogram hGammaPt.

Integral of 71°/n dN/dy gives N.
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* Normalize integral of histogram hGammaFEtato N/2N (Dalitz decay/Two gamma
decay).

Integral of hGammaFEta in the desired An gives AN.
* Normalize integral of hGammaPt to AN.
« Divide hGammaPt by An to get dN/dprdn of  from 7i¥ /1.

Following the above process, the ~ spectra from 7 and 1 meson decays were
obtained. In addition, the direct « contribution to inclusive + need to be considered,
which is from PHENIX p + p results fitted by the power-law function [103—105]. The
invariant yield of direct y is shown in the bottom-left panel of Fig. 3.18. The inclusive
~ pr spectrum was obtained by summing 7 and 1 mesons decayed and direct ones,
which are shown in the bottom-right panel of Fig. 3.18. The obtained d>N/dpz/dy
distribution of ~ was directly used to weight the embedded parents . The obtained
reconstruction efficiencies as a function of py for y conversion, 7 and n Dalitz decays

are shown in the right panel of Fig. 3.19.

(2) Relative contribution Now we need to consider relative contributions
from ~y conversion, 7t° and 7 Dalitz decays to photonic electrons. The electron tracks
passed the tagged electron cuts from ~ conversion, 71’ and 1 Dalitz decay embedding
sample were recorded and normalized by the dN/dy of inclusive 7, dN/dy and branch
ratio of 7 and 7 mesons, respectively. The relative contributions were obtained by
taking the ratio of these electrons from different sources to their summing one. The left
panel of Fig. 3.19 shows the relative contributions as a function of p from different
sources.

The combined reconstruction efficiency was obtained using formula 3.8. The right

panel of Fig. 3.19 shows the combined reconstruction efficiency as a function of py.

5. TPC tracking efficiency

Using the electron/positron embedding data, the TPC tracking efficiency can be calcu-

lated as:

Nre(nHitsFit>20,0.52<nHitsFit/nMax<1.2,nHitsDedx>15,Gdca<1.0 cm)
ch ’

€ =
(3.10)

But due to the momentum resolution and energy loss are different in embedding and
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Right panel: All efficiencies as a function of pr.
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data. We need consider the real momentum resolution to embedding. The o, /pr dis-
tribution, which was obtained from the embedding sample, was used to measure mo-

mentum resolution. It was assumed to follow:

b
(O 1) = (@ xpr) 4 (5)* (8= —es). (3.11)

Then we tuned the parameters (a, b) to get the best matching to the J/W¥ mass distribu-
tion of data [106]. The final 0, /pr distribution was used to get the real reconstructed
pr in embedding. Similarly, the momentum resolution also have been considered when
we calculated the reconstruction efficiency of photonic electron and K5 (section 3.1.6).

Furthermore, to correct TPC tracking efficiency for pr smearing effect, we used the
iteration method to get the TPC tracking efficiency. Firstly, the TPC tracking efficiency
without pr smearing effect was obtained and is shown in the left panel of Fig. 3.20.
Then after all efficiency correction, the pr spectrum of NPE was obtained and fitted by
function pg * = * (eP'** + x/py)P3, which was used for next iteration and is shown in
the right panel of Fig. 3.20. With sufficient iteration, the parameters of this fit function
was invariant and the final TPC track efficiency was obtained, which is shown in the
left panel of Fig. 3.21. All efficiencies as a function of py used to correct the NPE raw

yield are shown in the right panel of Fig. 3.21.
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Fig. 3.22 Invariant yield distributions of inclusive and photonic electrons.
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3.1.6. Background subtraction

After all efficiency correction, the invariant yields of inclusive and photonic electrons
were obtained and are shown in the Fig. 3.22. As mentioned in section 3.1.1, in order
to obtain the signal of “non-photonic” electrons from heavy-flavor decays, the “non-

photonic” background must be subtracted.
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Fig. 3.23 Invariant yield distributions of w — ¢, » — e and ¢ — e. Right panel: Ratios of

w — e and ¢ — e than ¢ — ¢ as a function of pr.

1. Di-electron decays of vector mesons

In this section, we will discuss the di-electron decays of vector mesons and mainly
consider w and ¢ contribution. The same method as di-electron cocktail studying [107]

was used. The algorithm is at the below:

 Get M,+,.- spectraand invariantyields of w — ete™ /m’eTe” and ¢ — eTe™ /nete

from simulation:

— Use the Tsallis function fittings from measured invariant yields of w and ¢

as input to a detector simulation.

— The particles are decayed into di-electrons with the appropriate branch ratio
by using the formula:

dN L 4me? (14 2me? L Moso-2

3 242
- F(Mg+.- . (3.12
dM o & M., 2 Me+e—2)Me+e— ( M, 2 )| F( Mo+ )| ( )

* Get M_.+.- spectrum and invariant yield of c¢¢ (charm and anti-charm quark) —

ete” using PYTHIAG6.416.
* Require |yo+.-| < 1, [n| < 0.7, pr(e) > 0.2 GeV/c and M +.- > 0.15 GeV/e.

* Normalize M.+.- spectra (only checked our result with the published one [107])
and invariant yields using the d/N/dy and branch ratio of w, ¢ and c.
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The invariant yields of w — e,  — e and ¢ — e from simulation are shown in the left
panel of Fig. 3.23. According to the invariant yields, the ratios of electrons from w and
¢ decays than charm quark hadrons decay to electrons were obtained, which are shown

in the right panel of Fig. 3.23.

2. K.z contribution
The K3 is from K+ and K9 decays:
e K* (¢, = 3711 m) — e, (5.07 £ 0.04)%
s K? (¢, =15.34 m) — eFnFu, (40.55 £ 0.11)%

The K .3 was studied based on MB 200 GeV p + p collisions PYTHIA simulation.
Meanwhile the electron/positron tracks were selected within STAR acceptance. The
tune preset in PYTHIA is “320” [108]. The ¢, of K¢ is 2.6844 cm, but its branch ratio
is only (7.04 & 0.08) x10~%. So its contribution is neglected in PYTHIA.
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Fig. 3.24 Left panel: Invariant yields of K, K~ and K" from MB 200 GeV p + p collisions
based on PYTHIA simulation, along with STAR published results of K™ and K .
Right panel: Invariant yields for K ;@) and K_; from PYTHIA simulation after K+

and K~ yield correction, along with combined one.

The left panel of Fig. 3.24 shows the invariant yields of K+, K~ and K9 from
MB 200 GeV p + p collisions based on PYTHIA simulation, comparing with STAR
published results [109]. As we can see there is some difference between them. So we
took their ratios as a weight to correct the invariant yields of K}, K; and K, from
PYTHIA simulation. The right panel of Fig. 3.24 shows the invariant yields of K% and
K, from PYTHIA simulation after K+ and K~ yield correction, along with the K2
one. The TPC tracking efficiency is different between NPE and K .3 because of their
different decay length. For K3, the TPC tracking efficiency is called the reconstruction
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efficiency, which was obtained from K, and K_; embedding using the same method
as NPE TPC tracking efficiency calculation. The left panel of Fig. 3.25 shows the
reconstruction efficiency of K= fitted by a function py/ (e~ Pr=P1)/P2 1-1) 4 ps. Utilizing
the invariant yields of K% and its reconstruction efficiency, we can get the yield of K3,
which is shown in the right panel of Fig. 3.25, was used to subtract K= contribution
from the NPE invariant yield before TPC tracking efficiency correction. This method

is called the direct one.
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Fig. 3.25 Left panel: Reconstruction efficiency of K gj% as a function of pr, along with that of
K, and K_;. Right panel: Invariant yield for K :?,) from PYTHIA simulation with

the K 833 reconstruction efficiency applied.
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panel: Reconstruction efficiency of K ;E as a function of pr and R,

For the K?; contribution, we used the indirect method to get it due to there is not
K embedding. The reconstruction efficiencies of K in different TPC radius R,, were
obtained from embedding, one of which is shown in the left panel of Fig. 3.26. The
reconstruction efficiency of K% as a function of pp and R,,, shown in the right panel

of Fig. 3.26, was taken as the weight to correct the K?; from PYTHIA simulation. To
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validate the method, the same procedure was used to K5 and K ;. Then we found the
result from these two methods is consistent with each other. The final invariant yield
of K3 as a function of pp, along with that of K j;, and K 33, is shown in the left panel of
Fig. 3.27. And the ratio of K3 yield to NPE is shown in the right of Fig. 3.27. As we

can see, the contribution is very small.
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Fig. 3.27 Left panel: Invariant yield of K .3 as a function of pr, along with that of K eig and
K 83. Right panel: Ratio of K3 yield to NPE as a function of pr.

3.1.7. Trigger/Vertex bias correction

In our analysis, the event selections required a VPD coincidence and a valid primary

vertex finding. So the measured NPE cross-section should be calculated as:

o 1 1 NNPE
3 T track_level VPD coincidence GoodVeteX
d'p L2mprdprdy e5= " ey pp ENPE
. OSND 1 N ]Qa}gUE
== NX{;D coincidence&&GoodV etex QWPpoTdy 7;\7}(;52 level x}ig coincidence %(;g%vetez
EVPD coincidence GoodVetez
MEB (3.13)
1 NTaw VPD _coincidence GoodVetex
- OSND NPE _€MB
- VPD_coincidence&&GoodV etex track _level V PD_coincidence GoodVetex
Ny 2rprdprdy €5y ENPE ENPE
raw
o OSND 1 NNPE f ) .
= NJ\\;['];D_coincidence&&GOOdVGtex QﬂppoTdy GZL;JCEJEUGI trigger /vetex_bias,

where L is the luminosity and oygsp is the non-singly diffractive (NSD) cross section,
which is obtained by ¢” , / R,. The pp inelastic cross section o>, = 42mb [110] and
the factor R, = 1.4. Due to the VPD coincidence and valid primary vertex finding are
both different between NPE event and MB event. This causes the trigger/vertex bias
(last fraction of the above formula) of NPE event because we used MB data to study
NPE cross-section. Because of the VPD limited acceptance, NPE event has more tracks

at the mid-rapidity than MB event. Thus the VPD coincidence efficiency of NPE event
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is lower than that of MB event caused by the corresponding forward tracks of NPE
event are less. Meanwhile because at least one electron track in NPE event is required
to reconstructed primary vertex track. The vertex finding efficiency of NPE event is
higher than that of MB event. In this analysis, trigger bias correction factor was taken

from [107], the number is 64% with 8% systematic uncertainty.
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Fig. 3.28 Left panel: NPE p7 spectrum without bin shift correction, along with two different
function fittings. Right panel: Bin shift correction factors as a function of pr from

two different function fittings.

3.1.8. Bin shift correction

Due to poor statistics at the higher pr, the wide bins were used to measure the p spec-
trum. Because of the py spectrum is not flat instead of having a variation in rate, the
bin center value is not the real data point which is in barycentre position. So we need
consider the bin shift correction. Instead of bin center value shift, the bin content shift

was used to correct pr spectrum. The specific process is at the below:
* Use function to fit NPE pr spectrum (shown in the left panel of Fig. 3.28).

* Randomly sample this function and then fill in histogram with the same bin width

as in data.

* Normalize the function into 1.0.

Scale the histogram by 1/nsqmpie/bin_width.

The correction factor was calculated as:

corr = Nhistogram /Nfunction7 (3 14)
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which is shown in the right panel of Fig. 3.28. The systematic uncertainty was estimated
using two different function fittings. Then NPE cross-section need to be divided by this

correction factor.

3.1.9. Systematic uncertainties

The systematic uncertainties for NPE have four primary sources: cuts, electron purity

extraction, efficiency and non-phonotic background subtraction.

1. Cuts

If cuts are changed, it effects not only on the raw yield of NPE but also on the TPC track-
ing and photonic electron reconstruction efficiency. Fig. 3.29 shows the nHitsF'it,
nHitsDedx and Gdca distributions for NPE, Gpr and n HitsF'it distributions for part-
ner electrons of photonic electrons, and M, +.- distribution for photonic electrons in
0.20 < pr < 0.25 GeV/c bin from embedding and data. As we can see, there is some
discrepancy about these distributions in embedding and data. So the lost (gain) fraction
from cutl to cut2 in embedding is different from data. Then the difference between em-
bedding and data was taken as the systematic uncertainty. We studied these distributions
in pr volume.

The d A was defined the unit area under these distributions and the total integrated
area of these distributions was A. Then taking the nHitsF'it cut as example, the TPC

tracking efficiency under the different nHitsF'it cuts can be calculated as:

anitsFitimaz anitsFitimaz
emb. _ JnHitsFit_cutl . emb. _ JnHitsFit_cut2
E-f nHitsFit_cutl — A ) E-f nHitsFit_cut2 — A : (3 1 5)

Thus the relative uncertainty was:

nHitsFit_max emb
o f nHitsFit_cutl dAdata/ Eff nHitsFit_cutl
OnHitsFit = nHitsFit_max dA E f femb :
anitsFit_cut? data/ f nHitsFit_cut2

(3.16)

The relative uncertainty was applied to the NPE spectrum to extract the systematic
uncertainty of n Hits Fit cut. The relative uncertainties of other distributions mentioned
at the beginning of this section were estimated in the same way. Fig. 3.30 shows their
respective relative uncertainties as a function of py. For the n HitsF'it, nHits Dedx and
Gdca distributions of NPE, they couldn’t be obtained in data. The distributions were
obtained from pure electron sample via selecting photonic electrons. But the n HitsF'it,

nHitsDedxr and Gdca distributions strongly depend on where the conversion point is.
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Fig. 3.29 nHitsFit,nHitsDedx and Gdca for NPE, Gpr and n HitsF'it for partner electron

of photonic electrons, and M+ .- for photonic electron distributions in 0.2 < pr <
0.25 GeV/c bin.

So systematic uncertainties need include the difference of their relative uncertainties
from pure electron sample and pure pion sample, which was identified via track quality,

no. and nolOF cuts. The nol°F was defined as:
1
JTOF — (_

T B_Vmgr/pQ—{_l)/U

where o 1s a constant as a function of momentum. In addition, a thing worth noticing

(3.17)

is that the relative uncertainties in relation to photonic electrons need to be corrected
by the ratio of photonic electrons to NPE when they were considered as the systematic

uncertainties of NPE spectrum.

2. Electron purity extraction

When we extracted the purity of inclusive electrons, the mean, sigma, eta with one time
their standard deviations as constraint were used to fit no, distributions of identified
particles in different py bins. To estimate the systematic uncertainty of the purity, we
calculated the purity via fitting no. distributions under the constraint with two times
standard deviations. The difference between these two results was taken as the system-

atic uncertainty shown in the left panel of Fig. 3.31.

3. Efficiency

The primary sources of uncertainties from efficiency will be described in the following.
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Fig. 3.30 Relative uncertainties of nHitsF'it, nHitsDedr and Gdca for NPE, Gpr and
nHitsF'it for partner electron of photonic electrons, and M+ .- for photonic elec-

trons as a function of pr.
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Fig. 3.31 Systematic uncertainties of purity, tagged electron no. cut efficiency and partner

electron no, cut efficiency as a function of pr.

For the systematic uncertainties associated with tagged and partner electron no,
cut efficiency vs. pr, they have been explained in the calculation of no, cut efficiency.
The systematic uncertainties of them are shown in the middle and right of Fig. 3.31.

The fraction of electrons with |1/5 — 1| < 0.03 determined the TOF EPID effi-
ciency. This has been done by a Gaussian function to fit the pure electron 1/ distri-
bution in order to remove non-Gaussian component from hadron contamination contri-
bution to the tails of this distribution. The efficiency also can be estimated by counting
the entries at |1/5 — 1| < 0.03 in the 1/ distribution of pure electrons in each pz bin.
The difference between them was taken as the systematic uncertainty of TOF EPID
efficiency, which is shown in the left panel of Fig. 3.32.

The BEMC matching and EPID efficiencies were calculated using pure electron
sample from data. So the data uncertainty was taken as their systematic uncertainties,
which is shown in the right panel of Fig. 3.32.

When we got the inclusive gamma spectrum, the direct gamma was fitted by the
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Fig. 3.32 Systematic uncertainties of TOF EPID efficiency, BEMC matching and EPID effi-

ciencies as a function of pp.

power-law function. This fitting uncertainty was as a part of the systematic uncertain-

ties of photonic electron reconstruction efficiency. In addition, the final efficiency used

to correct NPE spectrum was also from the fitting of the combined photonic electron

reconstruction efficiency. This fitting uncertainty has a contribution to the systematic

uncertainties of photonic electron reconstruction efficiency. Fig. 3.33 shows the sys-

tematic uncertainties of photonic electron reconstruction efficiency as a function of pr.

£ 04f p+p @200 GeV
o L | L Reconstruction eff. (direct )]
£ L -
8 o2F 4l |
o C ]
] C \ 1 L"-L ]
L2 ol P
® L ! ! | ] T4 ]
E L 4
3—0.2_ | ]
7 L 0.035 +£0.024 1
P-0.4f ]
0 05 1 15 2 25 3 35 4
P, (GeV/c)

€ o.4f p+p @200 GeV-
S i Reconstruction eff. (fit) ]
£ - .

8 0.2
Q B ]
5 | ]
g 0 T ]
© L i
g—o.z_ 1
'] C 0.040 £ 0.010 1
0.4} .
0 05 1 15 2 25 3 35 4
pT(GeV/c)

Fig. 3.33 Systematic uncertainties of photonic electron reconstruction efficiency as a function

Opr.

4. Background from hadron decays

The fitting uncertainties of the ratio of K yield from STAR to that from PYTHIA and

K jg reconstruction efficiency were considered as the systematic uncertainty of K3,

which is shown in the left panel of Fig. 3.34.

The systematic uncertainties of w — e and ¢ — e background contribution were
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caused by the dN/dy uncertainties of w and ¢¢, and are shown in the middle and right

panel of Fig. 3.34.
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Fig. 3.34 Systematic uncertainties of K .3 and hadron decayed electron contribution as a

function of pr.

The error transfer formula

_ 2 2 2
Ototal = \/01 +o5+o05+ ...

(3.18)

was used to calculate the total systematic uncertainties, which are shown in Fig. 3.35.
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Fig. 3.35 Total systematic uncertainties as a function of pr.

3.2 Run 2014 200 GeV Au + Au Collision Analysis

3.2.1. Dataset and Event selection

The analysis was based on the Run14 Au + Au High-Tower (HT) triggered events

collected by requiring a certain threshold on the energy deposited in one BEMC tower
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in order to get a highly enriched high-p electrons. There were total of 51.7M HT1 and
60.8M HT2 events for lowmid-luminosity, and 33.7M HT1 and 75.2M HT2 events for
high-luminosity, which were the statistics for number of events satisfying the trigger
ID 450201 and 450211 for HT1, 450202 and 450212 for HT2, in run14 Au + Au 200
GeV collisions. The HT1 and HT2 are online triggers which require transverse energy
(E7) thresholds of ~ 3.4 GeV and ~ 4.3 GeV. The data production library version was
P15ic. Table 3.2 shows the event selection criteria and the number of events after event
selections is shown in Table 3.3. The correlation and difference distributions between
the V, position from the TPC and the VPD from HT1 events of lowmid-luminosity are
shown in Fig. 3.36. In addition, to reject the events from the beam hitting the beam

pipe, a radial length less than 2 cm for the vertex was required.

Table 3.2 Event selection criteria

Event Selections

([Va| == 0&&|V, [ == 0&&|V.| == 0)
Ve| <2em
|VIPCl < 30em

|‘/ZTPC’ . V;JVPD| < 3cm

Table 3.3 Number of events after event selections.

Event Trigger Nevents after event selection (M)
HT1*VPDMB (lowmid-lumilosity) 50.8
HT2*VPDMB (lowmid-lumilosity) 59.5

HT1*VPDMB (high-lumilosity) 32.9
HT2*VPDMB (high-lumilosity) 73.2

3.2.2. Centrality definition

In this analysis, the 0-80% MB centrality was determined by measured multiplicity

(grefmult) of charged particles at mid-rapidity (|n| < 0.5) with no less than 10 TPC hits
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Fig. 3.36 Left panel: Correlation between 1,77 and V.," 7" from HT1 events of lowmid-
luminosity. Right panel: Difference of V. ”? and V,”" © from HT1 events of

lowmid-luminosity.

and DCA less than 3 cm with some correction according to Vz and luminosity. Perform-
ing the Vz and luminosity correction are because of grefmult depends on the Vz cuts,
which is caused by the west and east halves of TPC do not necessarily have the same ef-
ficiency, and the luminosity, which is due to the associated TPC tracking efficiency has
luminosity dependence. The luminosity correction was done through the ZdcX (Zdc co-
incidence rate) correction. The sub-centralities were selected by applying the grefmult
cuts to 0-80% multiplicity distribution with a weight from the ratio function of data to
calculation of Glauber model [43]. This is due to the VPD trigger is less efficient in low
multiplicity collisions, which causes losses in peripheral Au + Aw collisions. In this
analysis, the centrality dependence study of the NPE has three centrality bins: 0-10%,
10-20% and 20-40%. The detailed information can be found at [111, 112]. Table 3.4
lists the definition of the MB centrality for Run14 200 GeV Au + Au collisions.

Table 3.4 Centrality defintion, N.,; and Npq,.¢.

Centrality grefmult cut Neoil Npart

0—10% > 373 959.42547 £ 27.80131  324.30271 £ 3.66202
10 — 20% > 263 606.93118 £+ 30.60806  235.21466 £ 8.53404
20 — 40% > 116 299.07347 £ 31.49844 141.18049 + 10.66581
0 —80% > 10 303.78965 £ 21.22558  127.49225 £ 7.52968
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3.2.3. Track selection and Electron identification

In this analysis, two main detectors of STAR, the TPC and the BEMC, were used to
reconstruct charged tracks and perform PID. The difference of the electron identification
in p+ p and Au + Au collisions is that the SMD were used to provide the shower shape

in order to identify high-pr electrons in Au + Aw collisions.

3.2.4. NPE raw yield extraction

1. Inclusive electrons and purity

For our inclusive electrons, identification was carried with TPC combined with BEMC

(SMD). Table 3.5 lists the main cuts for the track candidate selections. The cuts of

Table 3.5 Cuts of track candidate selections.

Track quality cuts

Primary track
nHitsFit > 20
0.52 < nHitsFit/nMax < 1.2
nHitsDedzxr > 15
Gdca < 1.5cm
pr > 2.5 GeV/e for HT 1;pr > 3.5 GeV/e for HT2: pr cut according trigger threshold.
In| < 0.7

electron selections are listed at the below:

« ADCO > 256 && dsmADC > 15 (corresponding to £ ~ 3.4 GeV) for
HT1; ADCO > 304 && dsmADC > 18 (corresponding to Fp ~ 4.3 GeV)
for HT2: required triggered electron; Data Storage and Manipulation (DSM)
recorded ADC (dsmADC) value provides the online firing HT trigger if higher
than thresholds (15 for HT1, 18 for HT2); ADCO (Analog Digital Converters)
is the offline ADC value of the most energetic tower in a BTOW cluster and is

responsible for firing HT triggers.
» Tower energy £ > 0:
* 03<p/E<15:

* nEta > 1 && nPhi > 1: the number of SMD hits in 7-¢ plane.
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Fig. 3.37 Left panel: no. distribution in 2.50 < pr < 3.00 GeV/c bin of pure electrons at

0-80% centrality for HT1 events of lowmid-luminosity. The Gaussian function

was used to fit this distribution. The pink lines show the no. cut of inclusive elec-

tron. Middle panel: Mean and sigma from the fittings of no. distributions for pure

electrons as a function of pr at 0-80% centrality in different triggers of lowmid-

luminosity. The polynomial0 were performed to fit them. Right panel: Means

from Bischel function as a function of py for pure hadrons at 0-80% centrality

of lowmid-luminosity.

* |Ag| < 0.08 && |AZ| < 3: the distance between the position of shower center

provided by SMD and the track projection position on SMD from TPC in ¢ and

Z direction, respectively.
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Fig. 3.38 no. distribution and its fitting result of multi-Gaussian function in 2.50 < pr <

3.00 GeV/c bin for identified particles for HT1 events of lowmid-luminosity. The

pink dotted lines show the no. cuts of inclusive electrons.

After applying the above cuts, the no. distributions of identified particles in dif-
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ferent py bins were obtained for different centralities, triggers and luminosities. Then
Gaussian functions were used to fit these distributions. The constraints of electrons were
also from the fitting results of no. distributions of pure electrons in different p bins,
which in 2.50 < pr < 3.00 GeV/c bin at 0-80% centrality for HT1 events of lowmid-
luminosity is exhibited in the left panel of Fig. 3.37. And the mean and sigma from
fitting results as a function of p7 in 0-80% centrality for lowmid-luminosity are shown

in the middle panel of Fig. 3.37. For the constraints of pure hadrons (7t, K + p), the
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Fig. 3.39 Raw dN/dpr distributions of inclusive electrons in different centralities, triggers

and luminosities.
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Fig. 3.40 Purity distributions of inclusive electrons in different centralities, triggers and lu-

minosities.

mean are from theoretical calculation of Bischel function with considering no. shift of
electrons. And the sigma was set as 1.2 + 0.1 for 7tand 1.25 4 0.1 for K + p according
to the Gaussian fitting results of no. distributions of pure hadron sample, which was
selected via applying a very tight m? cut provided by TOF and |noy| < 4 (h = 7, K, p)
[113]. The right panel of Fig. 3.37 show the mean as a function of p; of pure hadrons.
The final fitting of no, distribution in each p; bin was obtained and that in 1.50 < pT" <
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1.60 GeV/c bin is shown in Fig. 3.38. The obtained raw dN/dpy distributions of inclu-
sive electrons in different centralities, triggers and luminosities are shown in Fig. 3.39.
Fig. 3.40 shows the purity distributions of inclusive electrons in different centralities,

triggers and luminosities.

2. Photonic electron cocktail

The partner electron and e*e™ pair cuts for photonic electrons (same cuts with inclusive

electrons for tagged electrons) are listed in Table 3.6. Fig. 3.41 shows the obtained

Table 3.6 Cuts of the partner electrons and e e~ pairs for photonic electrons.

Partner electrons ete™ pairs

Global track
nHitsFit > 15
0.52 < nHitsFit/nMar < 1.2 M., < 0.24 GeV/c?

Gdca < 3.0cm pairDca < 1.0 cm
lpr| > 0.3GeV/c
In| < 1.0
" . . . .
b= Au+Au @ 200 GeV 1 Unlike Sign
310007 0-80%, HT1, Lowmid_lumi . LikeSign
(&) 2.50 < p_ < 3.00 GeV/c I Unlike - Like Sign
800¢ ]
600}
400}
200
% 0.05 0.1 0.15 0.2
Mass,, (GeV/c?)

Fig.3.41 M+ .- distribution at 2.50 < pr < 3.00 GeV/c bin in 0-80% centrality for HT1

events of lowmid-luminosity.

M+~ distribution at 2.50 < py < 3.00 GeV/c bin in 0-80% centrality for HT1 events

66



CHAPTER 3 NON-PHOTONIC ELECTRON ANALYSIS

of lowmid-luminosity. The raw dN/dp distributions of photonic electrons in different

centralities, triggers and luminosities are shown in Fig. 3.42.
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Fig. 3.42 Raw dN/dpr distributions of photonic electrons in different centralities, triggers

and luminosities.
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Fig. 3.43 no. cut efficiencies as a function of pr in different centralities, triggers and lumi-

nosities.

3.2.5. Efficiency and Acceptance
The efficiencies, used to correct raw yields of NPE in Au + Awu collisions, includes:

* no, cut efficiency.
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BEMC matching efficiency.

L]

BEMC (SMD) EPID efficiency.
* Trigger efficiency.
* Photonic electron reconstruction efficiency.

» TPC tracking efficiency.
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Fig. 3.44 BEMC matching efficiencies as a function of p in different centralities, triggers

and luminosities.

For no. cut, BEMC matching and TPC tracking efficiencies were obtained using the

same method in p + p collisions. They are shown in Fig. 3.43, 3.44 and 3.45.
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Fig. 3.45 TPC tracking efficiencies as a function of pr in different centralities, triggers and

luminosities.

Due to the SMD was used for electron identification in Au + Aw collisions, the
BEMC (SMD) EPID efficiency was obtained by taking the ratio of the number of tracks
with BEMC (SMD) EPID cut and the number of tracks in TPC passed the track quality
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and acceptance cuts using the pure electron sample with requiring the triggered electron.

The BEMC (SMD) EPID efficiency was defined as:

N(0.3<p/E<1.5&&nFEta>18&&nPhi>1&&|A$|<0.08&&|AZ|<3)
Nrpc

€= [trigger electron.(3.19)

The BEMC (SMD) EPID efficiencies as function of p7 in different centralities, triggers

and luminosities are shown in Fig. 3.46.
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Fig.3.46 BEMC (SMD) EPID efficiencies as a function of p in different centralities, triggers

and luminosities.
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Fig. 3.47 Trigger efficiencies as a function of pr in different centralities, triggers and lumi-

nosities.

When an event with electrons is marked as a HT trigger one, it does not mean
this trigger must be fired by the signal, e.g. electrons, in the events but may be fired
by the trigger circuit noise, e.g. a photon in the same events or a background event,
which goes beyond the trigger threshold. This electron from random trigger benefit
should be removed to avoid the uncontrollable condition, e.g. dirty beams, etc. Just like
mentioned in section of photonic electron cocktail, the triggered electrons were required
in this analysis by providing a ADCO cut for different HT trigger. Thus the trigger
efficiency was obtained by taking the ratio of the number of tracks with ADCO and
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dsmADC cuts and the number of tracks in TPC passed the track quality and acceptance
cuts using electron embedding. The trigger efficiency was defined as:

. N(ADCO && dsmADC cuts) ' (3.20)
Nrpe

The trigger efficiencies as function of pr in different centralities, triggers and luminosi-

ties are shown in Fig. 3.47.
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Fig. 3.48 Top-left panel: 7¥ invariant yield distributions in different centralities. The func-
tions of a power-law with an exponential were used to fit invariant yield distri-
butions. Top-right panel: dN/dy/ < 0.5Np.+ > as a function of N, for 70,
Bottom-left panel: 7 invariant yield distributions in different centralities from m
scaling of the 7° pr-shape, along with that in 0-92% Au + Au collisions from
PHENIX published one. Bottom-right panel: Direct v invariant yield distributions
in different centralities in Au 4+ Au collisions along with that in p -+ p collisions. The

power-law was used to fit invariant yield in p + p collisions.

For photonic electron reconstruction efficiency, the same method with that in p +
p collisions was used. Here, the detailed information about obtaining the 7°, n and
inclusive 7y spectra used to weight the embedded parents in different centralities only
will be discussed. The STAR published invariant yields of 7t° (" +7t7)/2) [114, 115]
along with fitting functions of a power-law with an exponential in different centralities

are shown in the top-left panel of Fig. 3.48. For 7 spectra in different centralities, STAR

70



CHAPTER 3 NON-PHOTONIC ELECTRON ANALYSIS

Table 3.7 dN/dy of i°, R, and dN/dy of 1) at mid-rapidity in different centralities.

Centrality  20-40% 10-20% 0-10% 0-80%

dN/dy, 111.44+89 1945+ 156 290.6+23.2 985+7.9
Ry 1.131 1.975 2.950 1.000
dN/dy, 889+267 15.524+4.66 23.194+6.96 7.86=+ 2.36

has not measured results. The method of m scaling of the t° py-shape (change pr of

7 to \/ P2+ m2 — m?,)) was utilized to obtain the invariant yields of 7. Certainly,
these obtained invariant yields need to be normalized by dN/dy of 7, which were got
by the following process:
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Fig. 3.49 Inclusive v pr spectra in different centralities, along with those from different

sources.

* Obtain dN/dy/ < 0.5N,4+ > as a function of N, using published dN/dy for

70,

« Fit this distribution using the Polynomial3 function to obtain the dN/dy of ¥ in
our analysis centrality bins.
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Fig. 3.50 Left panel: Relative contribution from ~ conversion, 7° and 71 Dalitz decays to
phonic electrons as a function of p at 0-80% centrality in HT1 events of lowmid-
luminosity. Right panel: Combined reconstruction efficiency as a function of pr
along with the individual efficiencies from ~ conversion, i and 7 Dalitz decays at

0-80% centrality in HT1 events of lowmid-luminosity.

dN/dy;

FLr T 1 means different

* Calculate I?, in different centrality bins: R, =

centralities bins.

* Calculate dN/dy of n in different centrality bins: dN/dy; = Ry, * dN/dyo_so%,
dN/dyo_go% of n is from PHENIX published result.

The dN/dy/ < 0.5N,4¢ > as a function of N, for 7t° is shown in the top-right panel
of Fig. 3.48. Table 3.7 shows the dN/dy of °, R, and dN/dy of n at mid-rapidity
in different centralities. The obtained invariant yields of 7 in different centralities are
shown in the bottom-left panel of Fig. 3.48, along with compared the PHENIX pub-
lished result in 0-92% centrality [116].
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Fig.3.51 Combined reconstruction efficiencies as a function of pr in different centralities,

triggers and luminosities.

The invariant yields of the direct  at different centralities in Au + Awu collisions

were obtained via the PHENIX p + p results fitted by the power-law function and then
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scaled by N, [103, 117, 118]. Despite the results from N.,; scaled p + p one in
different centralities are different with those in Au + Au collisions. The differences
are at the low pr and have no effects on our results at high py analysis. The invariant
yields of direct ~ in different centralities are shown in the bottom-right panel of Fig.
3.48. The obtained inclusive v pr spectra in different centralities are shown in Fig.
3.49. The relative contributions and reconstruction efficiencies at 0-80% centrality in
HT1 events of lowmid-luminosity for v conversion, 7t° and 7 Dalitz decays are shown
in Fig. 3.50. The combined reconstruction efficiencies in different centralities, triggers
and luminosities are shown in Fig. 3.51.

All efficiencies as a function of py in different centralities, triggers and luminosi-

ties, which will be used to correct the NPE raw yields, are shown in Fig. 3.52.

3.2.6. Equivalent number of MB events

Not all events which fire MB and HT triggers are recorded due to the finite bandwidth of
the DAQ system. The random sampling is implemented to select these triggers. So the
MB and HT trigger events are pre-scaled. Furthermore, when the HT trigger events were
recorded, a VPDMB coincidence requirement was applied to reduce the trigger rate in
order to improve the quality (Vz distribution for example) of the recorded events. Thus
the equivalent number of MB events were used to normalize the measured NPE yield.
It can be calculated as:

PSyp " Ngwe

cent __ VixCut cent
NMB _NMB X w X PS Nrecord’
HT HT

(3.21)

« NYCut: number of MB events after vertex cuts.

o w: event weights to take into account VPD trigger inefficiency for non-central

events.

* PS: pre-scaling factor of triggers, some of which are fixed and the others are

dynamic according to available bandwidth of DAQ during the data taking.
* N%: number of analyzed HT events.
* Nreeord: pumber of recorded HT events.

Fig. 3.53 shows the equivalent number of MB events in different centralities, triggers

and luminosities.
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Fig. 3.54 Invariant yields of inclusive and photonic electrons in different centralities, triggers

and luminosities.

75



CHAPTER 3 NON-PHOTONIC ELECTRON ANALYSIS

& 10° . T . . . . T 7 & 10° . . . . T . . :
) I Au+Au @ 200GeV A HT1® HT20-80% x 10° 7 © I Au+Au @ 200GeV A HT1® HT20-80% x 10° 7
E 1 [ Lowmid_lumi A HT1@ HT20-10% x 10" ] E 1 [ High_lumi A HT1@ HT20-10%x 10" ]
= L —a- A HT1®HT210-20% x10° ] = Lo ae A HT1® HT2 10-20% x 10° ]
=z %:_ L =é= g o A HT1® HT220-40% x 10" 4 = %"_ e S A HT1 ® HT220-40% x 10"
Rl %1 0*3 L —A—_‘_ —‘-_‘__‘_ 4 % %1 0*3 Fas -‘-_‘_\_‘_ 4
'_,%:_ [ -a- - —_— - c%"_ i 4 ~ - ———]
o=t E F =4 == == E
108 oas | e iy S ] 108 a | Peam s = ]
—A— ++ — — —é= —a—
L ~ " N L . =g — i
L e —— - ] L g —— ® ]
=—=_ g . =b=_g ——
9 L —— = -9 —a— ——]
10 ES o 1 10 —a—
L ——] L ———
10121 1 10mf ]
3 4 5 6 7 8 9 10 3 4 5 6 7 8 9
P, (GeV/c) p. (GeV/c)

Fig. 3.55 Invariant yields of NPE in different centralities, triggers and luminosities.

The NPE invariant yield is defined as:

d?>N 1 1 N
= cent NPE (3 22)
2ntprdprdy 8 2nprAprAy €

where Ny pg is the number of events in the relevant Au + Awu centrality selection, € is
the total efficiency, and Apr and Ay are the bin width in py and y, respectively. The
invariant yields of inclusive electrons, photonic electrons and NPE in different central-

ities, triggers and luminosities are shown in Fig. 3.54 and 3.55.

3.2.7. Combine NPE results

In this section, we combined the results from the different luminosities for each cen-
trality in Au + Au 200 GeV collisions. The data points and their statistic errors from

lowmid- and high-luminosities were combined by standard error propagate formula:

Y;:om = Whigh X Yhigh + Wiowmid X Yzowmid

_ 2 2 2 2
Acom - \/whigh(shigh + wlowmidélowmid

1/5f2bigh

igh = 3.23
g 1107 .

lowmid

1/52

w, = lowmid
owmia — 2 D)
1/5high + 1/5lowmid

where Y ~ yield, w ~ weight and  ~ relative statistic uncertainty.

The method used to combine the systematic uncertainties from the different lumi-

nosities are:

: 3 S — 2 2 2 2
* relative systematic uncertainties: 0., = \/ WhiohThigh + WiowmidCiowmid-
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Fig. 3.56 Combined invariant yields of NPE in different centralities.

* total systematic uncertainties: >.o;m = Teom X Yeom-

The combined systematic uncertainties will be presented in section 3.2.9. For data
points from the different triggers, the HT1 data points were used at pr < 4 GeV/c
while the HT2 data points were used at pr > 4 GeV/c. Fig. 3.56 shows the combined

invariant yields of NPE in different centralities.
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Fig. 3.57 Left panel: STAR preliminary J/V invariant yields as a function of pr in different
centralities. Right panel: dN/dy/ < 0.5N,q,+ > as a function of N, for J/U.
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Table 3.8 dN/dy of J/VU at mid-rapidity in different centralities

Centrality 20-40% 10-20% 0-10% 0-80%

dN/dy;/g 0.00258 £ 0.00039 0.00459 4 0.00069 0.00598 £ 0.00090  0.00224 £ 0.00034

3.2.8. Background from J/V¥ decay

Thanks to the DC' A cut we apply in analysis at STAR and kaon decay through the weak
interaction have large c,, the K .3 production is significantly rejected, especially at high
pr, which is confirmed by our studies in p + p collisions. Therefore K3 contribution
to the measured electron yield is negligible in this analysis. The non-photonic electron
background from .J/W¥ decay is a major background contribution to the calculated non-

photonic electrons. Decaying the J/¥ — ete™ through PYTHIA decay routine was

Au+Au @ 200 GeV 0-80% x 10° 7

J/v —20-40% x 107" ]
—10-20% x 10" ]

—0-10% x 10?

T

dzN/(21tppo dy) ((GeV/c)?)
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Fig. 3.58 Left panel: J/V invariant yields as a function of p7 in different centralities. Right
panel: J/U dN/dy as a function of y.
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Fig.3.59 Left panel: J/U — e¢Te™ invariant yields as a function of pr in different central-
ities. Right panel: Ratios of J/¥ — eTe™ to NPE as a function of pr in different

centralities.

used to estimate this contribution. The algorithm is same as obtaining inclusive y spec-
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trum. Firstly, the invariant yields of .J/ ¥ in our centrality bins need to be extrapolated.
The invariant yields of J/W in different centrality bins, which were used to extrapolate,
are from STAR preliminary results [119] and shown in the left panel of Fig. 3.57. The
dN/dy/ < 0.5Npe+ > as a function of N, for J/ VU is shown in the right panel of Fig.
3.57 and Table 3.8 shows the dN/dy of J/W¥ in our centrality bins from extrapolation.
The final extrapolated invariant yields of J/W in our centrality bins are shown in the left
panel of Fig. 3.58, which were used py input in the PYTHIA decaying process, while
input dN/dy vs. y distribution is shown in the right panel of Fig. 3.58. The left panel
of Fig. 3.59 shows the invariant yields of electrons from .J/V¥ decay in different cen-
tralities. The ratios of J/¥ — ete™ invariant yields to those of NPE subtracting J /¥
decayed electron contribution and correcting bin shift in different centralities are shown
in the right panel of Fig. 3.59. The bin shift correction factors in different centralities

are shown in Fig. 3.60.
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Fig. 3.60 Left panel: NPE pr spectra without bin shift correction in different centralities,
along with two different function fittings. Right panel: Bin shift correction factors

as a function of py from two different function fittings in different centralities.

3.2.9. Systematic uncertainties

The systematic uncertainties for NPE have four primary sources: cuts, electron purity
extraction, efficiency and background from J/W¥ decay. In Au + Auw collisions, the
systematic uncertainties except additional trigger efficiency and .J/ ¥ decayed electron
contribution uncertainties were obtained using the same method in p + p collisions.
For the systematic uncertainty from trigger efficiency was calculated by changing the
ADCO cutto 260 for HT1 and 308 for HT2, which as a function of p7 in 0-80% central-
ity is shown in the left panel of Fig 3.61. The systematic uncertainty of J/W¥ decayed

electron contribution, which as a function of p; in 0-80% centrality is shown in the right

79



CHAPTER 3 NON-PHOTONIC ELECTRON ANALYSIS

panel of Fig. 3.61, was caused by the d N/dy uncertainty of .J/W. The total systematic

Systematic uncertainty
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Fig. 3.61 Left panel: Systematic uncertainty of trigger efficiency as a function of pr in 0-80%

centrality. Right panel: Systematic uncertainty of .J/¥ decayed electron contribu-

tion as a function of p in 0-80% centrality.

uncertainties in different centralities were obtained through error transfer formula and

are shown in Fig. 3.62.
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Fig. 3.62 Total systematic uncertainties as a function of py in different centralities.
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Chapter 4 Results and Discussion

4.1 Cross-section of NPE at low p7 in 200 GeV p + p collisions

The measured NPE cross-section for p+p collisions at 1/s = 200 GeV from year 2012
data is shown in the top-right panel of Fig. 4.1, along with the FONLL pQCD calcula-
tion. The bottom panel of Fig. 4.1 shows the ratio of data to FONLL calculation. The
error bars depict the statistical uncertainties. The boxes represent the systematic uncer-
tainties. The uncertainty band of FONLL calculation was obtained through indepen-
dently varying the factorization and normalization scales with an additional uncertainty
from varying charm and bottom masses. The final uncertainty is the quadratic sum of
all uncertainties [120]. The new measurement extends to the lower p; region compared
to the previous STAR measurement [121] and is consistent with the FONLL prediction
upper limit. Furthermore this provides more precise reference for R 44 in heavy-ion
collisions. Due to the large uncertainties in the gluon density function and the dramatic
increase of strong coupling constant towards low p, pQCD calculations have little pre-
dictive power for the charm cross-section at low pp [70]. The top-left panel of Fig. 4.1

shows the ratio of signal (NPE) to background (photonic electrons) as a function of py.

4.2 Invariantyields and R 44 of NPE at high pr in 200 GeV Au+ Au

collisions

The measured NPE invariant yields for Aut+Au collisions at \/sxy = 200 GeV from year
2014 data are shown in Fig. 4.2 for different centralities, along with a comparison to
the FONLL pQCD calculation scaled by N,;. In central collisions, there are significant
differences between Au+Au measurements and the scaled FONLL calculation despite
of the large log-scale spanned in the figure, indicating the existence of hot medium
effects. From central to peripheral collisions, the difference is getting smaller, which is
consistent with the expectation of less QGP effects in peripheral collisions.

Fig. 4.3 shows the signal to background ratios as a function of pr in different
centralities. Due to the increased gamma conversions with the newly installed HFT and
the supporting structure in Runl14, the signal to background ratio decreased by about a

factor of 3-4 for central Au+Au collisions in Run14 compared to that in Run10 [16].
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Fig. 4.1 Top-left panel: Ratio of signal to background as a function of pr. Top-right panel:
Cross-section of NPE as a function of p7. Bottom panel: Ratio of data to the pQCD

calculation as a function of pp.
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Fig. 4.2 NPE invariant yields as a function of p in different centralities for Au+Au collisions
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errors, and boxes are point-by-point systematic uncertainties.
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In Fig. 4.4, there are four panels showing R 44 in different centralities. As we can
see, the new Runl4 results are consistent with Run10 results and have greatly reduced
uncertainties despite of large difference in photonic electron background in all presented
centralities (first two data points in 0-10% centrality need to be checked). We observe
the strong suppression at high py in central collisions. Different model calculations
were compared with our data in the 0-10% centrality. The DGLV model with only
radiative energy loss via few hard scatterings with initial gluon density dNg/dy = 1000
[122] underestimates the suppression of NPE. With the addition of the elastic collisional
energy loss of heavy quarks with light partons, the model calculation agrees with our
data better. The other models, Collisional dissociation from collisional dissociation of
heavy mesons in QGP by deriving heavy meson survival and dissociation probability
from the collisional broadening of their light cone wave function [123, 124], Min He
[125, 126] et al. considering the heavy-quark diffusion and hadronization in quark-
gluon plasma, and Gossiaux [127-129] et al. considering the radiative and collisional
energy loss both calculated in a running o, pQCD-inspired model have some difficulties
to describe the data. However there is no measurement of most peripheral collisions
(40-60%) for Run14 due to the photonic electron reconstruction efficiency has a large

fluctuation.

4.3 R4 atintermediate pp in 200 GeV Au + Au collisions

In last section, the R4 4 as a function of high p; in different centralities of Au+Au col-
lisions at /sy = 200 GeV have been presented. But there are no measurements of
NPE yields at low and intermediate p7 in different centralities for Run14 Au+Au col-
lisions at |/syn = 200 GeV. Using the yields of NPE from Runl0 Au+Au collisions
and Runl2 p+p collisions, the R4, in different centralities were extended to interme-
diate pr, which are shown in Fig. 4.5. We observe the strong suppression at high py in
central collisions, which reduces gradually towards peripheral collisions. At interme-
diate pr, these models more or less can describe our data. And we observe that there is
no obvious suppression at intermediate py across all centralities, with large systematic
uncertainties from p+p reference. The new precise 44 measurements provide more

information for the investigation of heavy quark energy loss mechanism.
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Fig. 4.5 NPE R4 as a function of pr for different centralities of Au+Au collisions at /sy

=200 GeV. Bars and Error boxes are statistical and systematic errors, respectively.

Bands around each data point depict the uncertainties from the p+p baseline mea-

surement.
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4.4 Summary

We have presented the open heavy flavor hadron decayed electron (NPE) production
cross-section in p+p collisions at /s = 200 GeV, which first extends the NPE measure-
ment to low pr (0.2 GeV/c). The new result with pr > 0.5 GeV/c can be described
by the pQCD calculation, which is consistent with the expectation that the pQCD cal-
culation is only applicative at pr > m,;, and the one with pr < 0.5 GeV/c provides
further constraints on theoretical calculations at low pr. In particular, the increasing ex-
cess of the NPE cross-section below 0.5 GeV/c may hide some interesting production
mechanisms, which deserves further investigation. In this thesis, we have completed the
detailed study on the subtraction of non-photonic electronic backgrounds including vec-
tor meson decays, K3, and as well as on the extraction of inclusive gamma spectrum,
which is a good contribution to STAR physics analysis and provides a good technical
reference for similar topics in this field.

The new measurements of NPE at high p; for different centralities in Au+Au col-
lisions at \/sxy = 200 GeV from Runl4 have been presented, which have greatly re-
duced uncertainties compared to the previous STAR measurements from Run10 and can
be used to cross-check NPE results with HFT. Together with the measurement at high
pr in p+p collisions as reference, the NPE R 44 at high pr for different centralities in
AutAu collisions at \/sxy = 200 GeV are presented. Strong suppression is observed
at high pr in central collisions, which is consistent with the scenario of substantial en-
ergy loss of heavy quarks in the hot and dense matter. The DGLV model calculation,
considering the radiative energy loss of heavy quarks via few hard scatterings and the
elastic collisional energy loss of heavy quarks with light partons, can describe our data
better than the other models. Furthermore, the NPE R 44 will serve as a reference for
the isolation of bottom and charm quark hadrons.

Taking advantage of the new NPE p+p reference and the Run10 NPE spectra in
AutAu collisions at \/sxy = 200 GeV, the NPE R 4,4 at intermediate py for different
centralities are presented. There is no obvious suppression at intermediate py across all
centralities. However, it needs to be further confirmed with the measurement of NPE

R 44 with improved precision.
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Chapter 5 Outlook

As we discussed in the introduction chapter, heavy quarks are predominantly pro-
duced in hard scatterings (because of m.;, >> Agcp) at early stages of the relativis-
tic heavy-ion collisions before the creation of the deconfined QCD medium (due to
mey >> Tpap). They subsequently traverse the created system throughout its evolu-
tion thereby carry information of interactions with the medium, and thus are suggested
as an excellent probe for studying the properties of the QGP. The energy loss of heavy
quarks is considered as a unique tool to study the interactions between heavy quarks and
the QCD medium created in the heavy-ion collisions, and provide us important informa-
tion of the medium properties. As we discussed in the chapter of results and discussion,
there is not a excellent model calculation can describe our R 44 results very well at in-
termediate and high pr. So what can we do for measuring the heavy quark production
via electron channel to know how the behavior of heavy flavor decayed electrons can
reflect heavy quarks? By comparing the yields of heavy flavor hadron decayed elec-
trons at high pr in Au + Auw collisions with those in p + p collisions at ,/sxy = 200
GeV, a significant suppression has been observed. This suppression is believed to be
caused by the energy loss of heavy flavor quarks through interactions with the QGP,
which is expected to be different for bottom and charm quarks because of their different
masses [130]. Separate measurements of open bottom and charm hadron production in
Au + Au collisions are crucial to test the mass hierarchy of the parton energy loss in

the QGP. So what is the contribution of bottom in single electron measurements?

5.1 The Heavy Flavor Tracker

The HFT, whose physical goal is to identify short displaced vertices of open heavy
flavor particles, need to provide an excellent track pointing resolution for precise mea-
surements of displaced vertices. In addition, HFT is also required to have a excellent
tracking resolution to match tracks from TPC with the corresponding hits in the vertex
detector due to the TPC has not enough good resolution to allocate hits in the vertex
detector for TPC identified particles with high efficiency in the high-multiplicity heavy
ion collisions. So it was designed to be composed of three sub-detectors: the two layers
silicon PiXeL detector (PXL) lay at the radius of 2.8 cm and 8 cm, the Intermediate Sil-
icon Tracker (IST) at 14 cm and the Silicon Strip Detector (SSD) at 22 cm. A schematic
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view of the different HFT layers is shown in Fig. 5.1.

R (em)

- - / Pixel
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Fig. 5.1 Schematic view of the different layers of the HFT.

The PXL is the innermost sub-detector of HFT. It is a double layers detector with
40 ladders (10 inner and 30 outer ones) based on the CMOS Monolithic Active Pixel
Sensors (MAPS) [131] technology. Each ladder has 10 MAPS sensors with 2 cm x 2
cm, on which there are 928 x 960 pixels array with 20.7 x 20.7 pm pitch [132]. The
MAPS not only makes PXL has an excellent resolution, but also is a low radiation length
material. It makes the thickness of each layer only as 0.4% radiation length, which can
minimize a contribution from multiple scattering effect to pointing resolution. The out-
ermost of HFT is the SSD. It is a single-layer double-sided silicon strip sensors with 95
pm pitch and the thickness is about 1% radiation length. The position resolution of SSD
is 20 pom in the r X ¢ direction and 740 pm in the z direction. It is an existing detector
with electronics upgrade. The PXL has provided the excellent pointing resolution, but
the SSD only has a good resolution in the r x ¢ direction. To reach the physics capabil-
ities of the HFT, the IST is placed at between PXL and SSD. The track reconstruction
efficiency yields improvement by combining SSD and IST to guide the track from the
outer TPC to the inner PXL detector. The IST is a single-sided double-metal silicon
pad sensors with 6000 pmx 600 pm pad size and has a thickness of less than 1.5%
radiation length. Its position resolution is 170 gm in the r X ¢ direction and 1.8 mm
in the z direction. The resolution of HFT is less than 30 um for charged particles with

pr > 1.5 GeV/c. Therefore, the HFT can be used to identify particles from charm and
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Fig. 5.2 Track pointing resolution in the transverse plane as a function of particle momen-

tum.

bottom hadron decays by taking advantage of their different decay lengths. Figure 5.2
shows the track pointing resolution in the transverse plane as a function of momentum

for identified particles.

5.2 Invariantyields and R 44 of NPE in 200 GeV Au+ Au collisions

In this analysis about NPE production in Au + Aw collisions, the newly-installed HFT
was not employed, because the simulation and embedding of HFT was not ready at
that time. As soon as the complete simulation and embedding of HFT are done, we will
reanalysis the current data with HFT, which could extend the analysis to peripheral cen-
trality classes and enable us to separate the contribution from B-hadron and C-hadron.
And the results from this analysis can then served a good baseline to check the validity
of the analysis with HFT. Furthermore, we plan to analysis the MB dataset from RHIC
Run 2014 and 2016, focus on the NPE production at low and intermediate p range.
Together with precise p+ p result in this thesis, we could extract the i 44 of NPE at low
and intermediate py range with much better precision than the previous measurements
from Run10. With the excellent performance of HFT, we can also have direct precise

measurement of D° via hadronic channel [10]. However, due to the lack of statistic and
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large combinatorial background, the measurement of D at pr < 1 GeV/c and py > 6
GeV/c is poor, which prevents us to get precise R 44 results at these pr range. Coming
back to the NPE analysis, benefit from the large branching ratio and BEMC trigger abil-
ity, we can have precise R 44 measurements of NPE at these low and high pr region,
which is very important for studying the interactions between heavy quarks and QGP,

and can provide us important information of QGP properties.

5.3 Bottom decayed electrons in 200 GeV Au + Au collisions

There are about 900 million MB and ~ 0.2 nb~! HT trigger Au + Au events at \/sxn
=200 GeV from 2014 data for the separation of open bottom and charm hadron pro-
duction. Due to the B and D hadrons have different lifetime. For example, the ¢, of
D% and B is about 123 pm and 459 um respectively. The HFT can be used to identify
particles from charm and bottom hadron decays by taking advantage of their different

decay lengths because of its precise reconstruction of displaced decay vertices.
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Fig. 5.3 Top : DCAxy distribution for inclusive electrons with a template fit including B—e,

D—e, and background electrons. Bottom : Ratio of data to the fitted template.

The DCA to the collision primary vertex was used to separate the bottom hadron

decayed electrons (B—¢) from charm hadron decayed electrons (D—¢). The measured
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DCA distribution in the transverse plane (DCAxy) for inclusive electrons is shown in
the upper panel of Fig. 5.3, along with the template fit including B—e, D—e, back-
ground from photonic electrons, and hadron contamination. The templates for B—e
and D—e were obtained from a data-driven simulation coupled with a EvtGen[133]
decayer (D, D, B? and B*). The DCAxy distribution for B—e is broader than that
for D—e on account of the longer lifetime of B hadrons. The template for photonic elec-
trons, arising from gamma conversions, 7t° and ) Dalitz decays, was obtained from data
corrected for the electron reconstruction efficiency extracted from embedding based on
HIJING[134] simulations. Furthermore, hadrons misidentified as electron candidates
need to be accounted for. Their template was obtained from data and the magnitude
was constrained by the inclusive electron purity. The lower panel of Fig. 5.3 shows
the ratio between data to the combined template fit, which agrees with data quite well.
Using these results, the fraction of B—e to open heavy flavor hadron decayed electrons
was obtained, which is shown as red circles in Fig. 5.4, along with that in p + p col-
lisions (blue circles) [135]. An enhancement of the fraction of B—¢ was observed in

Au + Au collisions compared to p + p collisions.

\\J‘\\\I‘\\I\‘\\I\‘\I\\‘\I\\‘I\\\‘l\\\l\\

1.2 STAR Preliminary Au+Au @ 200 GeV {
@ STAR Aut+Au HFT 0-80 % i

1 @ STAR p+p e-hadron correlation ]
—— PHENIX Au+Au VTX 7

0.8— FONLL p+p —]
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1 2 3 4 5 6 7 8
p"T (GeV/e)

Fig. 5.4 Fraction of B—e¢ to open heavy flavor hadron decayed electrons in 200 GeV p + p

and Au + Au collisions.

The Ra4 of B—e and D—e are obtained using:

1— ffu_—ﬁ‘lu(data)

1 — fB¢(data)

RB—>6 _ ff’tﬁ—au(dataJ

A4 fBoe(data)

RI\*(data), REy° = RYE (data), (5.1)

where f57¢ is the fraction of B—e in Au -+ Au or p + p collisions, and R[}* the R4,
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Fig. 5.5 RE7¢and RY ¢ as a function of pr.

of open heavy flavor hadron decayed electrons (from my result in Fig. 4.4). Fig. 5.5
shows RE 7€ and RL¢, along with a comparison to the DUKE model calculation for
B—se and D—se [136] in 0-80% central Au + Au collisions. The RL;¢ is less than
RE ¢ at ~ 20 significance level, which is qualitatively described by the DUKE model
calculation [136]. This is consistent with the theoretical prediction that bottom quarks
should lose less energy than charm quarks due to their larger mass. In 2016, there were
a factor of ~ 2 more minimum-bias and ~ 5 more high-p electron triggered events in
200 GeV Au + Au collisions events recorded by the STAR experiment, which can be
used to further improve the precision of the measurements for electrons from B-hadron
decays. In addition, the inclusive gamma spectra detailedly studied by we have been
used to the template fit of background from photonic electrons. About this and the
detailed information of the separation of B-hadron and D-hadron decayed electrons can
be found at [137, 138].

For STAR, the open bottom hadron production can be measured through multiple
decay channels, B — e, D°, J/W in Au + Au collisions at /v = 200 GeV. However,
due to the lack of available data with HFT in p + p collisions, we could not make
measurements of B — D°, J/¥ in p + p collisions. The study of the mass hierarchy of
the parton energy loss in the QGP via B — D, J/ ¥ channels will rely on the model

calculation from p + p collisions [73]. So the bottom production measurement through
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the electron channel is indispensable for STAR.
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