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摘 要

摘 要

量子色动力学是用来描述夸克和胶子间强相互作用的规范场理论。格点量

子色动力学预言在高温或高重子化学势的条件下会发生从强子物质到夸克胶子

等离子体（QGP）的相变。坐落在美国布鲁克海文国家实验室 (BNL)的相对论重
离子对撞机 (RHIC)是专门用于研究夸克胶子等离子体性质以及量子色动力学相
图的实验装置。双轻子不参与强相互作用，并且可以在重离子对撞整个演化过程

中产生，因此，双轻子的测量在研究这种高温高密物质中起着至关重要的作用。

根据不同的产生机制，双轻子的不变质量谱一般被划分成三个质量区间。高

质量区间 (HMR,Mll > MJ/ψ),双轻子主要由初始的硬过程产生，例如 Drell-Yan，
夸克偶素的衰变。中间质量区间（IMR,Mϕ < Mll < MJ/ψ）,双轻子主要由夸克
胶子等离子体的热辐射以及开粲的半轻子衰变产生，其中热辐射的双轻子产额

可用于测量夸克胶子等离子体的温度。低质量区间（LMR,Mll < Mϕ），双轻子

主要由在强子介质中矢量介子（ρ, ω, ϕ,等）的衰变产生,他们可用于研究介质中
的手征对称性恢复。此外，ALICE合作组最近观察到在质心能量为 2.76 TeV的
铅核-铅核偏心对撞中，超低横动量（pT < 0.3 GeV/c）的前向快度 J/ψ产额有非

常大的增强。这部分增强有可能来自相干光产生过程。如果在偏心重离子对撞

中，也可以通过相干光产生生成 ρ介子,这部分 ρ介子可用作一个直接测量夸克

胶子等离子体性质的探针。

本论文利用位于相对论重离子对撞机上的螺旋径迹探测器（STAR），首次研
究了双轻子在铀核-铀核对撞中的产生。用于该分析研究的数据采集于 2012年。
利用时间投影室测量的电离能损以及飞行时间探测器测量的粒子速度进行正负

电子的鉴别。在铀核-铀核的最小无偏对撞中（中心度：0-80%），鉴别出来的电
子整体纯度可以达到 95%。通过对比在最小无偏对撞中测量的 STAR接收度内
（peT > 0.2 GeV/c, |ηe| < 1, and |yee| < 1）的双轻子不变质量谱和不包含 ρ介子贡献

的强子衰变模拟（cocktail），我们发现在类 ρ质量区间 0.3-0.76 GeV/c2内，测量
的双轻子产额比模拟的产额高 2.1 ± 0.1(stat.) ± 0.2(sys.) ± 0.3(cocktail)倍。我们
还系统的测量了不同横动量以及中心度区间的双轻子不变质量谱，发现此增强

因子并没有很强的中心度以及横动量依赖性。为了定量的研究这些双轻子增强，

我们还测量了修正 STAR接收度的双轻子增强谱（data - cocktail）。上面提到的
所有双轻子增强谱都可以用一个包含 ρ展宽的谱函数以及夸克胶子等离子体热

辐射贡献的理论模型描述。ρ介子谱在高温高密介质中的展宽被认为和手征对称

性恢复有关。进一步的分析研究表明，带电粒子密度（dNch/dy）归一的修正了

STAR接收度的积分增强产额（积分区间：0.4 < Mee < 0.75 GeV/c2）有很强的
中心度以及对撞能量的依赖性。中心对撞中的归一积分增强产额比偏心对撞以

及低能量对撞的产额要高。最近一个理论模型指出，在质心能量为 6到 200 GeV
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区间内，dNch/dy归一的积分增强产额正比于重离子对撞中产生介质的寿命。这

预示着在铀核-铀核中心对撞中产生的介质的寿命比在偏心对撞中或者低质心能
量重离子对撞中产生的介质寿命长。

本论文还首次测量了铀核-铀核对撞中 STAR 接收度内超低横动量（pT <

0.15 GeV/c）的双轻子不变质量谱。相对于强子衰变的模拟产额，偏心对撞中的
双轻子产额在整个质量区间都有很大的增强。在质量区间 0.4 - 0.76 GeV/c2 和
2.8 - 3.2 GeV/c2 中，增强因子分别为 16.4 ± 1.1(stat.) ± 2.6(sys.) ± 4.2(cocktail)，
20.4± 4.2(stat.) ± 3.0(sys.) ± 3.2(cocktail)。这些增强可能来自于相干光产生过程。
我们还测量了铀核-铀核对撞中 STAR接收度内不同质量区间的双轻子横动量谱
（0.4 < Mee < 0.76 GeV/c2, 1.2 < Mee < 2.67 GeV/c2, and 2.8 < Mee < 3.2 GeV/c2），
发现这些横动量谱的形状在偏心对撞中在 0.1 GeV/c附近发生急剧变化。
此外，本论文还报告了两种气体探测器-迷你漂移厚气体电子倍增室（mini-

drift THGEM）和多气隙阻性板室（MRPC）的研制以及测试结果。THGEM用作
穿越辐射探测器（TRD）的读出探测器，用来鉴别电子离子对撞机上的前向散射
电子和提供额外的电离能损（dE/dx）测量，后者对小角度散射的带电粒子径迹

重建非常重要。这是首次提出用 THGEM作为 TRD的读出探测器。宇宙线测试
结果表明，在工作电压下，THGEM的探测效率高于 94%,位置分辨能达到 220
µm。由于 THGEM具有非常好的位置分辨以及相对厚的电离区，THGEM展现
出非常卓越的径迹重建能力。最后，测试结果表明 THGEM增益均匀性以及稳定
性也非常好。为了提高北京谱仪的粒子鉴别能力，MRPC被用来升级北京谱仪端
盖飞行时间探测器（eTOF）。我们在正负电子对撞机 E3束流线上用动量为 600
MeV/c的质子束测试了单端读出和双端读出MRPC。在工作高压下，两种MRPC
的探测效率都高于 98%。单端读出MRPC的时间分辨为 47 ps，但有带电粒子入
射位置的依赖性。双端读出MRPC的时间分辨为 40 ps，且没有带电粒子入射位
置的依赖性。根据这次束流测试结果，双端读出MRPC被用于北京谱仪的 eTOF
升级。北京谱仪的 eTOF升级已于 2015年 11月完成，对电子的时间分辨可达到
60 ps，远好于其设计指标（80 ps）。
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ABSTRACT

Quantum Chromodynamics (QCD) is a basic gauge field theory to describe strong
interactions, a fundamental force describing the interactions between quarks and gluons.
Lattice QCD calculations predict a smooth cross-over transition from hadronic phase to
the Quark Gluon Plasma (QGP) phase at high temperature (T ) and small baryon chem-
ical potential (µB), and a first order phase transition at large µB region. The Relativistic
Heavy Ion Collider, located at Brookhaven National Laboratory, is a dedicated machine
to study the properties of the QGP and the QCD phase diagram in laboratory. Dileptons
are produced in the whole evolution of the system and escape with minimum interaction
with the strongly interacting medium. Thus, dilepton measurements play an essential
role in the study of hot and dense nuclear matter.

According to different physics interests, the dilepton invariant mass spectrum is
typically divided into three regions. The High Mass Region (HMR,Mll > MJ/ψ ), in
which the dileptons are produced by the initial hard perturbative QCD process (Drell-
Yan, quarkonia etc.). The Intermediate Mass Region (IMR, Mϕ < Mll < MJ/ψ), in
which the dileptons are expected to be directly related to the thermal radiation of the
QGP which can be used to determine the initial temperature of the QGP medium. The
LowMass Region (LMR,Mll < Mϕ), in which the dilepton production is dominated by
the in-medium decay of vector mesons (ρ, ω, ϕ, etc.) which are considered as a link to
chiral symmetry restoration. Recently, a significant excess of J/ψ yield at very low pT

(pT < 0.3 GeV/c) has been observed by the ALICE collaboration in peripheral hadronic
Pb + Pb collisions at √sNN = 2.76 TeV at forward-rapidity, which may be related to
coherent photoproduction of J/ψ. If ρ meson can be produced via coherent photopro-
duction process in peripheral heavy-ion collisions, it might sit in the QGP before its
decay. This provides a direct probe of the QGP.

In this thesis, we report the measurements of dielectron production in U + U colli-
sions at√sNN = 193 GeV at Solenoidal Tracker at RHIC (STAR). The data set used in
this analysis was taken in year 2012 (Run12). The electron (positron) can be identified
by combing ionization energy loss dE/dx measured by the Time Projection Chamber
(TPC) and particle velocity measured by the Time of Flight (TOF). A ∼95% overall
electron purity can be achieved in U + U minimum-bias collision (0-80%) at √sNN =
193 GeV. The measured dielectron invariant mass spectrum within STAR acceptance
(peT > 0.2 GeV/c, |ηe| < 1, and |yee| < 1) in minimum-bias collisions shows an en-
hancement with respect to hadronic cocktail simulation in 0.3 < Mee < 0.76 GeV/c2

(ρ-like). The enhancement factor (data/cocktail), integrated over the ρ-like mass region
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and the full pT acceptance, is 2.1 ± 0.1(stat.) ± 0.2(sys.) ± 0.3(cocktail). Meanwhile,
systematic measurements are performed in differential pT and centrality bins. The en-
hancements in LMR are consistently observed and the enhancement factor has a mild pT
or centrality dependence. To quantitatively study the dielectron excess, the acceptance-
corrected dielectron excess mass spectrum (data - cocktail) is also performed. These
excess spectra can be consistently described by a theoretical model calculation incor-
porating a broadened ρ spectral function and QGP thermal radiation. The integrated
acceptance-corrected excess yield in 0.4 < Mee < 0.75 GeV/c2 normalized by charged
particle density (dNch/dy), has a strong centrality and collision-energy dependence. Re-
cently, it is found in a model calculation that the dNch/dy normalized dilepton excess
yield in the low mass region is proportional to the lifetime of the hot, dense medium
created in heavy-ion collisions at √sNN = 6 - 200 GeV. The dNch/dy normalized in-
tegrated yield of the most central U + U collisions at √sNN = 193 GeV is higher than
those in peripheral or lower-energy collisions, which indicates that the hot and dense
medium created in central U + U collisions at√sNN = 193 GeV has a longer lifetime.

We also report the dielectron invariant mass spectra within STAR acceptance at
very low pT (pT < 0.15 GeV/c) in U + U collisions. The dielectron invariant mass
spectrum shows a significant enhancement compared to hadronic cocktail for the entire
mass region in the most peripheral (60-80%) collisions. The enhancement factors are
16.4 ± 1.1(stat.) ± 2.6(sys.) ± 4.2(cocktail) and 20.4 ± 4.2(stat.) ± 3.0(sys.) ±
3.2(cocktail) in 0.4 < Mee < 0.76 GeV/c2 and 2.8 < Mee < 3.2 GeV/c2, respectively.
The pT spectra within STAR acceptance for three selected invariant mass regions (0.4
< Mee < 0.76 GeV/c2, 1.2 < Mee < 2.67 GeV/c2, and 2.8 < Mee < 3.2 GeV/c2)
are also reported. They have a fairly sharp transition around 0.1 GeV/c in the most
peripheral U + U collisions.

In addition, we report a R&D work on two different gaseous detectors: mini-
drift THick Gas Electron Multiplier chamber (THGEM) and Multi-gap Resistive Plate
Chamber (MRPC). This kindmini-drift THGEMchamber is proposed as part of a transi-
tion radiation detector (TRD) for identifying electrons and providing additional dE/dx
measurement which is essential for small angle scattering at an Electron Ion Collider
(EIC) experiment. Through a cosmic ray test, an efficiency larger than 94% and a spatial
resolution ∼220 µm are achieved for the THGEM chamber. Thanks to its outstanding
spatial resolution and relative thick ionization gap, the THGEM chamber shows excel-
lent track reconstruction capability. The gain uniformity and stability of the THGEM
chamber are also presented. The MRPC is used to upgrade the Beijing Spectrometer
end-cap Time of Flight (eTOF) to enhance the particle identification capability. Two
different MRPC designs, single-end readout and double-end readout, were tested using
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600 MeV/c proton beam at the E3 line of Beijing Electron Positron Collider (BEPCII).
The efficiencies of these two different kinds of MRPCs are better than 98%. The time
resolution of double-end readout MRPC is 40 ps while that of the single-end readout
MRPC is 47 ps. Moreover, the time resolution of double-end readout MRPC has no
incident position dependence while that of single-end readout MRPC has. Since the
tracking performance is limited in precision within the Beijing Spectrometer eTOF ac-
ceptance, the double-end readout MRPC is selected for the eTOF upgrade according to
this beam test. In November 2015, the MRPC-based eTOF system was fully installed in
Beijing Spectrometer. The time resolution of the MRPC-based eTOF system obtained
from the collision data is∼60 ps, which is much better than the design specification (80
ps).
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Chapter 1 Introduction

Chapter 1 Introduction

1.1 Standard Model

Everything in the universe is found to be made up of a few basic building blocks
called fundamental particles, governed by four fundamental forces. The four forces
(electromagnetic, weak, strong, and gravity) are categorized by their force carriers and
strength. The StandardModel of particle physics is a theory concerning the electromag-
netic, weak, and strong nuclear interactions, as well as classifying all the subatomic par-
ticles known. It has successfully explained almost all experimental results and provided
a variety of precise experimental predictions. According to the Standard Model, the
fundamental particles are divided into two basic types called quarks and leptons. Each
group consists of six particles, and all of them are with spin = 1/2 known as fermions.
The three fundamental forces included in Standard Model result from the exchange of
force-carrier particles. The gluon mediates the strong force which is described by quan-
tum chromodynamics (QCD). The electromagnetic force is mediated by photon and
initially described by quantum electrodynamics (QED). The weak force is mediated by
W± and Z bosons. The electromagnetic force and weak force were unified. The Higgs
boson explaining why the other elementary particles (except the photon and gluon) are
massive, was tentatively confirmed to exist on 14 March 2013. Figure 1.1 shows the
fundamental particles and force carriers.

Figure 1.1: The Standard Model of elementary particles and force carriers. This picture is from
Wikipedia.
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1.2 Quantum Chromodynamics

Quantum Chromodynamics (QCD) is a renormalized non-abelian gauge theory
based on the SU(3)C group [1] to describe strong interactions between quarks and glu-
ons. The subscript C denotes the quantum number - color, which is an exact symmetry.
Quarks are color triplets while hadrons are assumed to be color singlets in QCD. The in-
variant QCD Lagrangian requires gauge (gluon) self-interactions due to the non-abelian
character of theSU(3)C group. There are eight different gluons, and the gluon exchange
can change the color of a quark but not its flavor. QCD has two seemingly-contradictory
properties: 1) Asymptotic freedom; 2) Confinement.

1.2.1 Asymptotic Freedom and Confinement

Experimentally, no single quark has ever been isolated. Only the color-neutral
quark bound states - hadrons (qq̄, qqq or q̄q̄q̄) can be observed. This suggests the inter-
action between quarks and gluons must be strong on large distance scale. However, in
the deep inelastic scattering experiments. It was found that with large momentum trans-
fer, the quarks inside the hadron behaved as if they were almost free [2]. According to
the behaviors of short and long distance, the static QCD potential can be described as:

Vs = −4

3
× αs

r
+ k × r (1.1)

where the first term dominating at small distance is similar to the Coulomb potential
between two charges in QED, while the second term is linked to the confinement of
quarks and gluons inside hadrons.

The effect coupling constant depends on the renormalization scale, which can be
written as:

αs(µ) =
g2s(µ)

4π
≈ 4π

β0ln(µ2/Λ2
QCD)

(1.2)

where β0 = (11− 2
3
nf ) is a constant, depending on the number of active quark flavors

at the energy scale µ and ΛQCD is a constant QCD scale parameter determined exper-
imentally (ΛQCD ≈ 250 MeV/c). Figure 1.2 shows the experimental measurements of
αs as a function of Q (momentum transfer) [3].

With larger Q2 (probing small length scales), the αs becomes smaller. The small
αs suggests that the quarks and gluons move freely. When αs ≪ 1 (high momentum
transfer or short distance approach), methods of perturbative QCD (pQCD) are applied
to predict the cross sections and distributions of physical processes implying quarks
and gluons in the initial, intermediate or final state. On the contrary, with smallerQ2 or
larger distance (αs → 1), the attractive force and gluon binding potential between quarks
become larger. When quarks separate, the gluon field form narrow tubes (or strings) of
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Figure 1.2: Experimentally measured αs as function of the respective energy scale Q [3].

color charge to bring the quarks together. When two quarks have large enough energies
and become separated, at some point the gluon field is more energetically favorable to
create a new quark and anti-quark pair out of the vacuum than to allow the quarks to
separate further. As a result, a new hadron is created instead of seeing free quarks. The
QCD coupling constant αs approaches unity quickly as momentum transfer decreases
in low-momentum transfer processes. In this case, the high order processes will have
large contributions and can not be neglected, thus the pQCD is not valid any more.
Instead, the Lattice QCD or other Non-Perturbative QCD (e.g. AdS/CTF - anti-de-Sitter
space/conformal field theory) is used to calculate strong interaction processes.

1.2.2 Quark Gluon Plasma and Phase Transition

Quark Matter is mostly observed as quark bound state in normal condition. How-
ever, in extreme condition like high temperature or high baryon density, quarks and
gluons are proposed to be deconfined from a hadron. A new state of deconfined matter
is thus created, so called Quark Gluon Plasma (QGP). In such an environment, long-
range interactions are screened by the high density of color charges. Since short-range
interactions in QCD are weak, the quarks and gluons (partons) behave as nearly free
particles. Lattice QCD calculations show that significant change of ε/T 4 (ε - energy
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density, T - temperature, this quantity is proportional to the number of degrees of free-
dom) occurs at the critical temperature (Tc ∼ 150-180 MeV) as shown in Fig. 1.3 [4],
indicating a phase transition. The saturated values are far away from their corresponding
Stefan-Boltzmann (ideal gas) expectation. This indicates there are still sizable strong
interactions in QGP although the quarks and gluons are deconfined. In other words,
the QGP does not behave as a quasi-ideal state of free quarks and gluons, but as an al-
most perfect dense fluid. There are plenty of evidences (collective flow, jet quenching,
quarkonia suppression etc.) for the existence of this new deconfined matter in RHIC
experiments [8–11].

Figure 1.3: The evolution of ε/T 4 as a function of temperature for 3 different flavor scenarios. The
arrows indicate the Stefan-Boltzmann limit for each scenario.

Figure 1.4 shows a conjectured phase diagram in T − µB plane, which describes
the phase structure of QCD matter. Lattice QCD calculations predict that the phase
transition from hadron gas to the QGP for T > Tc at zero baryon chemical potential
(µB = 0) is expected to be a smooth crossover (white dashed line) instead of a sudden
change of energy density. Lattice QCD calculations also predict that there is a first-order
phase transition (white solid line) at large µB, and it is expected to be end in a critical
point at finite µB. The estimation of the location of the critical point [5] (white dot) is
depicted in Fig. 1.4.

The first RHIC Beam Energy Scan (BES) program was carried out in which data
were acquired from Au + Au collisions at √sNN = 62.4, 39, 27, 19.6, 14.5, 11.5,
and 7.7 GeV in years 2010, 2011, and 2014 [6]. A BES phase II focusing on low
collision energies (7.7, 9.1, 11.5, 14.5 and 19.6 GeV) is scheduled to run in years 2019
and 2020 [7]. These BES programs can access a broad region of the QCD phase diagram
and give us a unique opportunity to search for the QCD critical point and map the first
phase boundary.
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Figure 1.4: A conjectured QCD phase diagram with boundaries that define various states of QCD
matter.

1.2.3 Chiral Symmetry

The QCD Lagrangian has local SU(3)color gauge symmetry and several global
symmetries. For instance, the U(1) symmetry which entails the baryon number conser-
vation. The QCD Lagrangian has additional symmetries for vanishing quark masses.
Compared to momentum transfer of 1 GeV/c, the up-, down- and strange-quarks can
be treated massless. The Lagrangian is invariant under global vector and axial-vector
transformations in SU(3)-flavor space

ψ → e−iα
i
V

λi

2 ψ, ψ → e−iα
i
A

λi

2
γ5ψ (1.3)

When decomposing the quark fields into left and right chirality components, ψL,R =
1
2
(1∓ γ5)ψ, the transformations (Eq. 1.3) translate to

ψL → e−iα
i
L

λi

2 ψL, ψR → ψR (1.4)

ψR → e−iα
i
R

λi

2 ψR, ψL → ψL (1.5)

which constitutes a global SU(3)L×SU(3)R chiral symmetry in the limit of vanishing
quark masses in flavor space.

SpontaneousBreaking ofChiral Symmetry Symmetry breaking can be distinguished
into two types, explicit symmetry breaking and spontaneous symmetry breaking, char-
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acterized by whether the equations of motion fail to be invariant or the ground state
fails to be invariant. In spontaneous symmetry breaking, the equations of motion of the
system are invariant, but the system is not because the ground state is not invariant. We
consider a symmetrical upward dome with a though circling the bottom, as shown in
Fig. 1.5. If a ball is put at the very peak of the dome, the system is symmetrical under
center-axial rotation. However, the system is very unstable, the ball will roll down the
dome into the trough, a point of the lowest energy, with a small fluctuation on the sys-
tem. In this scenario, any point in the trough could be the ground state. Obviously, the
ground state is not symmetrical, resulting in spontaneous symmetry breaking.

Figure 1.5: Goldstone’s “Mexican hat” potential function V versus ϕ.

Chiral symmetry breaking is an example of spontaneous symmetry breaking af-
fecting the chiral symmetry of the strong interactions in particle physics. The vacuum
quark condensate can be expressed as the Gell-Mann-Oakes-Renner relation:

m2
πf

2
π = −2m̄⟨q̄q⟩ (1.6)

where m̄ is the average mass of up and down quarks. With m̄ = 6 MeV, mπ = 140
MeV and fπ = 93.2 MeV, the vacuum condensate is ⟨q̄q⟩ ≈ (-250 MeV)3. A finite
quark condensate implies that chiral symmetry is spontaneously broken. The chiral
partner ρ0 and a1(1260) have quite different masses (mρ0 = 770 MeV andma1 = 1260
MeV) provides an experimental evidence for spontaneous breaking of chiral symmetry.
According to the Goldstone theorem, the spontaneous breaking of chiral symmetry re-
sults in the existence of eight massless (very light) Goldstone bosons (π±, π0,K±,K0,
K̄0 and η).

Restoration of Chiral Symmetry In the ultra-relativistic heavy-ion collisions, it is
to be expected that the quark and gluon condensates are modified at finite temperature,
T , and quark chemical potential, µq. Chiral symmetry restoration can be characterized
by the rapid decrease of the quark condensates. Lattice QCD calculations predict a
phase transition from hadronic phase to the Quark Gluon Plasma (QGP) phase at high
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temperature (T ) and low baryon density or at high baryon density region. The quark
condensates are melted in the hot and dense medium, resulting in the restoration of
chiral symmetry. The chiral partners will be degenerate when the chiral symmetry re-
stores, which leads to massive medium modifications of hadronic spectral functions as
the phase transition approaches. The ρ meson is a unique particle to study the chiral
properties of the hot and dense medium, since its life time is much short (∼1.3 fm/c)
than that of medium (∼10 fm/c) created in heavy-ion collisions. Thus ρmeson spectral
is very sensitive to the hadronic medium and expected to be significant modified during
the system evolution.

1.3 Dilepton Production in Heavy-ion Collisions

Heavy-ion collisions have been pursued for more than several decades for search-
ing and studying the quantum chromodynamics (QCD) matter in the laboratory. Sev-
eral heavy-ion colliders have been conducted, such as Alternating Gradient Synchrotron
(AGS) at BNL, Super Proton Synchrotron (SPS) at CERN, Relativistic Heavy Ion Col-
lider (RHIC) at BNL and Large Hadron Collider (LHC) at CERN. Since year 2000, the
RHIC has been operating and providing collisions to its two large experiments STAR
and PHENIX, and its two small experiments PHOBOS (decommissioned in 2005) and
BRAHMS (decommissioned in 2006). All of these four experiments reported the results
from first three years in 2005, and argued that a strongly coupled quark gluon plasma
(sQGP) had been established in high-energy heavy-ion collisions [8–11]. There have
been two runs (years 2010 and 2011) at the LHC with Pb + Pb collisions at √sNN =
2.76 TeV, fourteen times higher than RHIC top energy, resulting in hotter, larger size
and longer lifetime fire ball. Many of the RHIC findings of the properties of the QGP
medium are confirmed by the LHC experiments.

As electromagnetic probes, dileptons play a crucial role in probing hot and dense
nuclear matter created in the relativistic heavy-ion collisions. Dileptons are produced in
the whole evolution of the created matter and escape with minimum interaction with the
strongly interacting medium. Thus, they provide information about the various stages
of the system during the evolution. According to different physics interests, the dilepton
invariant mass spectrum is typically divided into three ranges: the Low Mass Region
(LMR,Mll < Mϕ), the Intermediate Mass Region (IMR,Mϕ < Mll < MJ/ψ) and the
High Mass Region (HMR,Mll > MJ/ψ), to probe the properties of the created matter
throughout its entire evolution.

In the HMR, the dileptons are produced by the initial hard pertubative QCD pro-
cesses. For instance, the Drell-Yan production (qq̄ → γ∗/Z → l+l−), semi-leptonic
decays of correlated heavy quark pairs (bb̄ → l+l−) and heavy quarkonia (J/ψ, Υ etc.).
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Thus dileptons in the HMR are used to probe the initial stage of the collision [12]. For
instance, the J/ψ, Υ and their excited states are used to study the color screening features
of the QGP [13].

In the IMR, the dileptons are expected to be directly related to the thermal radiation
of the QGP. Theoretical calculations indicate that the QGP thermal dilepton production
will become a dominate source in the IMR at top RHIC energy. Thermal dileptons with
higher masses originate from earlier stages [18]. The measurement of the thermal dilep-
ton yields can be used to determine the initial temperature of the QGP medium. How-
ever, to measure the dielepton fromQGP thermal radiation, the significant contributions
from the semi-leptonic decays of correlated open heavy flavor should be measured (e.g.
c+ c→ e+ µ, b→ e(µ) + c→ e+ µ ) and subtracted experimentally first.

In the LMR, the dilepton production is dominated by in-medium decay of vector
mesons (ρ, ω, ϕ, etc.) and also contributed by long-lived hadron decays (π0, η, η′,
etc.). Theoretical calculations suggest that the vector meson spectral functions will
undergo modifications in a hot and dense hadronic medium, which are considered as
a link to chiral symmetry restoration [17–19]. In the vacuum, the chiral symmetry is
spontaneously broken, resulting in mass differences between chiral partners (e.g. ρ and
a1(1260)). In the hot and dense medium, the chiral symmetry is expected to restore,
resulting in the degeneration of ρ and a1(1260). However, it is impossible to measure
a spectral function for the a1(1260) in the heavy-ion collisions. Instead, efforts are
devoted to study the modification of vector meson spectral function, and then models
are employed to connect the modification function to the chiral symmetry restoration.
Two scenarios have been used to describe the in-medium ρ spectral function when chiral
symmetry is restored: a dropping mass ρ [16] and a broadened ρ [19]. The dilepton
measurements in LMRwill map the vector meson production mechanisms, and thus the
chiral properties of the medium in heavy-ion collisions. The contributions from long-
lived hadron decays can be simulated based on the measured or predicted pT spectra
and yields of the involved parent particles, so called hadronic cocktails.

1.4 Previous Dilepton Measurements

For the past decades, lots of dileptonmeasurements have been carried out in heavy-
ion collisions from low to ultrarelativistic energies. For instance, DLS at Bevalac [28,
29]; HADES at SIS18 [30–33]; HELIOS/3 [34], NA38/50 [35, 36], CERES/NA45 and
NA60 at SPS [38–44]; PHENIX and STAR at RHIC [50–55]; ALICE at LHC [56]. In
this section, only the results of relevant experiments are briefly discussed.
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1.4.1 HADES Experiment

Figure 1.6: (Top) Dielectron spectrum
within HADES acceptance (black dots)
together with hadronic cocktail simula-
tions without (Cocktail A, black solid line)
and with (Cocktail B, black dashed line)
∆(1232) and ρ contributions. (Bottom)
The ratios of data over cocktail A and
cocktail B over cocktail A, together with
various model calculations.

Figure 1.7: (Top) Comparison of the dielectron invari-
ant mass spectrum in 12C + 12C collisions at 1 GeV/u
(black dots) with an isospin-averaged reference from p

+ p and n + p collisions (open squares). (Bottom) Com-
parison of the reference spectrum from elementary col-
lisions with spectra for 12C + 12C at 1 (black dots) and
2 GeV/u (open circles). The contribution from η Dalitz
decay have been subtracted.

The High-Acceptance DiElectron Spectrometer (HADES) is a fixed target exper-
iment, operated at GSI, with proton and heavy-ion beams being provided by the syn-
chrotron SIS18. HADES reported the dielectron spectra produced in 12C + 12C colli-
sions at incident energies of 1 GeV and 2 GeV per nucleon [30, 31], and the efficiency-
corrected dielectron spectrum within HADES accepctance of 2 A GeV is shown in
Fig. 1.6. The measured dielectron continuum is consistent with the hadronic sources
(cocktail) in π0 region (Mee < 0.15 GeV/c2), but a strong excess with respect to cocktail
is observed inMee > 0.15GeV/c2 at both energies. Various transport model calculations
are employed, but no one can fully describe the excess. Moreover, the measurements
of the excess yields (0.15 < Mee < 0.5 GeV/c2) between 1 and 2 A GeV demonstrate
that the excess scaled with bombarding energy like pion production, rather than like the
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Figure 1.8: (Left) Comparison of the dielectron invariant mass spectrum (subtracted η contribution)
in Ar + KCl collisions (black dots) with an isospin-averaged reference from p + p and n + p collisions
(blue solid squares). (Right) Ratios of η contribution subtracted dielectron invariant mass spectra
for different collision systems over the reference from p + p and n + p collisions.

production of the much heavier η meson.
HADES also performed the dielectron measurements in elementary p + p and d +

p (selecting quasi-free n + p reactions) at incident energy of 1.25 GeV per nucleon [32].
The yield of electron pairs with Mee > 0.15 GeV/c2 in quasi-free n + p collisions is
about an order of magnitude larger than that in p + p collisions (isospin dependence).
Moreover, the excess spectra observed in 12C + 12C collisions in 0.15 < Mee < 0.5
GeV/c2 at 1 and 2 GeV/u can be described by a superposition of elementary p + p and
n + p collisions, as shown in Fig. 1.7, leaving little room for additional electron pair
sources in such light collision systems. More recently, the measurements of the di-
electron production in Ar + KCl collisions at incident energy of 1.76 GeV per nucleon,
observe a significant excess (up to a factor of three) with respect to the NN reference
in 0.15 < Mee < 0.5 GeV/c2, as shown in Fig. 1.8. This proves that a qualitative
change happens in the nature of the excess yield when going to the heavier system, re-
quiring contributions from other sources (e.g. in-medium modifications of the involved
hadrons).

1.4.2 CERES/NA45 Experiment

CERES/NA45 is a fixed target experiment dedicated to the measurement of di-
electron in the low-mass range from 50 MeV/c2 to ∼1.5 GeV/c2 at the CERN Super
Proton Synchrotron (SPS). Particle identification and directional tracking are based on
two azimuthally symmetric RICH (ring imaging Cherenkov) detectors, and a detailed
description of the CERES/NA45 experiment can be found in [37].
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CERES reported on the measurements of low-mass dielectron spectra in 450 GeV
p-Be, p-Au and 200 A GeV S-Au collisions [38, 39]. The results are shown in Fig. 1.9.
The measurements of p-A can be reproduced within statistical and systematic errors
by the hadronic cocktail simulations. However, a significant enhancement with respect
to the hadronic cocktail is observed in Mee > 0.25 GeV/c2 in 200 A GeV S-Au col-
lisions. Further dielectron measurements performed in Pb-Au at 40 and 158 A GeV
by CERES [40, 41], confirm this low-mass region enhancement, as shown in Fig. 1.10.
The peeT and centrality dependence of the excess spectra have also been studied in Pb-Au
collisions at 158 A GeV. The results show the enhancement mostly occurs in low pT

region and has a strong centrality dependence.

Figure 1.9: Inclusive dielectron invariant mass spectra (black dots) together with corresponding
hadronic cocktails (black solid lines) within CERES acceptance in 450 GeV p-Be (Left), p-Au (Mid-
dle) and 200 A GeV S-Au (Right) collisions.

At top SPS energy, the primary candidate for “thermal radiation” from the hadronic
phase of the fireball is pion annihilation (π+π− ⇌ ρ→ e+e−). However, various theo-
retical models incorporating pion annihilation using vacuum ρ spectral function, fail to
describe the data. Thus theoretical calculations incorporating the in-medium modifica-
tion of ρ meson attempt to reproduce the CERES low-mass region enhancement. Two
scenarios are used to describe the in-medium ρ spectrum function: a dropping-mass
ρ [16] and a broadened ρ [17]. However, these two scenarios can not be discriminated
due to the limited CERES data quality.

1.4.3 NA60 Experiment

NA60 is a fixed target experiment, aiming to study the phase transition from con-
fined hadronic matter to deconfined partonic matter, operated at CERN SPS. NA60 in-
herits muon spectrometer and zero degree calorimeter previously used in NA38/50 [44].
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Figure 1.10: Comparison of the inclusive mass spectra (black dots) to (i) hadronic cocktails without
ρ decay (thin solid line), (ii) model calculations with a vacuum ρ spectral function (thick dashed
line), (iii) with dropping in-medium ρ mass (thick dashed-dotted line), (iv) with a medium-modified
ρ spectral function (thick solid line) in Pb-Au collisions at 40 A GeV (Left) and 158 A GeV (Right).

More importantly, a novel radiation-hard silicon pixel vertex tracker with high granu-
larity and high readout speed, placed inside a 2.5 T dipole magnet, is installed the down-
stream of the targets. Combining the vertex tracker and muon spectrometer, the dimuon
mass resolution is significantly improved and the combinatorial background due to π/K
decays is significantly reduced. Furthermore, the muon offset with respect to the pri-
mary interaction vertex can be measured which is essential to distinguish the prompt
(Drell-Yan and thermal radiation etc.) and off-vertex (correlated open charm decays)
dimuon pairs. The schematic view of the NA60 experiment is shown in Fig. 1.11.

Figure 1.11: Schematic view of the NA60 experiment.

A systematic study of the low mass dimuon spectrum (Mµµ < 1.4 GeV/c2) has
been performed by NA60 using the high precision data in In + In collisions at 158 A
GeV. In the most peripheral collisions, the dimuon spectrum can be reproduced by the
hadronic cocktail (including the vacuum ρ) [42]. However, the dimuon spectrum in the
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central collisions can not described by the hadronic cocktail any more. A significant
enhancement with respect to the hadronic cocktail (excluding ρ) is observed, and the
excess yield has a strong centrality dependence [45]. The left panel of Fig. 1.12 shows
the centrality-integrated dimuonmass spectra within NA60 acceptance before (red dots)
and after (black triangles) subtraction of the hadronic cocktail (excluding ρ), and the
right panel shows the excess spectrum in semi-central collisions together with various
theoretical model calculations. The theoretical model calculation based on vacuum ρ

is clearly ruled out, and the dropping mass scenario which reasonably described the
CERES data is also ruled out by the much precise NA60 data. The theoretical model
calculation incorporating a broadened ρ spectral function, describes the data reasonably
well.

Figure 1.12: (Left) The dimuon spectra within NA60 acceptance before (red dots) and after (black
triangles) subtracting the hadronic cocktail (excluding ρ). (Right) Excess spectrum within NA60
acceptance in semi-central collisions together with various theoretical model calculations.

For the IMR, thanks to the high position resolution vertex tracker (σx < 10 µm,
σy <15 µm) [44], the dimuon weighted offset can be measured. The left panel of
Fig. 1.13 [44, 47] shows the dimuonweighted offset distribution for the inclusive dimuon
signals in 1.16 < Mµµ < 2.56 GeV/c2, which is fitted by that of prompt dimuons and
open charm decays. The charm cross section is determined by scaling down the NA50
measurements in p-A collisions [36]. The fit result shows that the IMR excess is not
from the enhancement of open charm decays. After detector acceptance correction, the
excess mass spectrum is obtained by subtracting of the open charm and Drell-Yan con-
tributions. The IMR excess mass spectrum drops off much more steeply with mass than
that of Drell-Yan pairs while the shape of excess mass spectrum is pretty similar with
that of open charms, as shown in the right panel of Fig. 1.13. Moreover, the excess pT
spectra of the three sub mass regions in IMR and ratio of excess over Drell-Yan as a
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function of pµµT are also measured, which show the excess in IMR is also not from the
enhancement of Drell-Yan process. Strikingly, after removal of the contributions of the
correlated open charm (LMR and IMR) and Drell-Yan (only for IMR), the inverse slope
parameters (Teff ) of acceptance-corrected excess mT -spectra as a function of dimuon
invariant mass is also measured, as shown in Fig. 1.14. The Teff shows a monotoni-
cally rise with mass from dimuon threshold to the nominal pole of ρ meson, and then
following a sudden decline by about 50MeV down to the IMR values. The initial rise is
consistent with the expectation for radial flow of an in-medium hadron-like source de-
caying into dimuon pairs. The sudden decline suggests a transition to a different source,
for instance, partonic source argued by NA60 which flow has not yet built up [43–45].

Figure 1.13: (Left) The dimuon weighted offset distribution for the inclusive dimuon signals in 1.16
< Mµµ < 2.56 GeV/c2 and the comparison with the sum of prompt dimuons and open charm decays.
(Right) The detector acceptance corrected mass spectra of all three contributions (excess, Drell-Yan,
open charm decays).

1.4.4 PHENIX Experiment

The Pioneering High Energy Nuclear Interaction eXperiment (PHENIX) is one
of two large experiments at RHIC. PHENIX is designed specifically to measure direct
probes of the collisions such as electrons, muons, and photons. A detailed description
of the detector can be found in [48, 49].

PHENIX reported the dielectron measurement within PHENIX acceptance in p + p
collisions at√sNN = 200 GeV [50], as shown in Fig. 1.15, showing that the data can be
reproduced by the electromagnetic decays of neutral mesons. The latest dielecton mea-
surements within PHENIX acceptance in Au + Au collisions at√sNN = 200 GeV [50],
as shown in Fig. 1.16, shows that a significant enhancement with respect to the hadronic
cocktail can be observed in the LMR. The enhancement factor in 0.30 < Mee < 0.76
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Figure 1.14: Inverse slope parameter Teff of excessmT -spectra as a function of dimuon invariant
mass.

GeV/c2 is 2.3 ± 0.4(stat.) ± 0.4(sys.) ± 0.2(model) or 1.7 ± 0.3(stat.) ± 0.3(sys.)
± 0.2(model) when the open heavy flavor contribution is calculated with PYTHIA or
MC@NLO, respectively. The new enhancement factor is consistent with that reported
by STAR within uncertainty [54].

Figure 1.15: (Top) Inclusive dielectron invari-
ant mass spectrum together with hadronic cock-
tail within PHENIX acceptance in p + p collisions
at √sNN = 200 GeV. (Bottom) The ratio of data
over cocktail as a function of invariant mass.

Figure 1.16: (Top) Inclusive dielectron invari-
ant mass spectrum together with hadronic cock-
tail within PHENIX acceptance in Au + Au
minimum-bias collisions at √sNN = 200 GeV.
(Bottom) The ratio of data over cocktail as a func-
tion of invariant mass.

A theoretical model from Rapp [17, 18, 21] incorporating a broadened ρ spectral
function and QGP thermal radiation is employed to compare to the PHENIX data, as
shown in Fig. 1.17. The data can be reasonably described by the model calculation. The
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integrated excess yield (excess spectrum: data - cocktail) in 0.30< Mee < 0.76 GeV/c2

normalized by number of participants (Npart) as a function of Npart is also measured
and shown in Fig. 1.18. The integrated yield increases faster than Npart scaling and is
consistent with a expected power-law scaling.

Figure 1.17: The minimum-bias invariant mass
spectrum together with the model calculations of
Rapp.

Figure 1.18: Centrality dependence of the di-
electron excess (data - cocktail) compared to
the thermal radiation from hadronic medium and
QGP phase from the model calculations of Rapp.

1.4.5 STAR Experiment

The Solenoidal Tracker at RHIC (STAR) [62], discussed in Sec. 2.2, is a general
purpose detector located at 6 o’clock of RHIC ring. The dielectron program is enabled
with the barrel time-of-flight system upgrade. A (94.6 ± 1.9)% overall electron purity
can be achieved in Au + Au minimum-bias collisions at √sNN = 200 GeV [54], com-
bining the Time Projection Chamber (TPC) and Time of Flight (TOF) sub-detectors.

STAR reported the dielectronmeasurements within STAR acceptance in p + p colli-
sions at√sNN = 200 GeV using the data taken in year 2009 [52], as shown in Fig. 1.19.
Within the uncertainties, the data is consistent with the hadronic cocktail simulation.
STAR also reported the dielectron measurements within STAR acceptance in Au + Au
collisions at√sNN = 200 GeV using the data taken in years 2010 and 2011 [53, 54]. The
efficiency-corrected dielectron continuum in minimum-bias data and the comparisons
with hadronic cocktail simulation and theoretical calculations incorporating broadened
ρ spectral functions [17, 18, 21–23] (“effective many-body theory model” and “micro-
scopic transport dynamic models”) are shown in Fig. 1.20. A significant enhancement
compare to the hadronic cocktail in LMR (Mee < 1 GeV/c2) can be observed, and the
enhancement factor in 0.30 < Mee < 0.76 GeV/c2 (ρ-like region) is 1.76 ± 0.06 (stat.)
± 0.26 (sys.) ± 0.29 (cocktail). The excess spectrum can be reasonably described by
theoretical calculations incorporating broadened ρ spectral function and QGP contri-
bution from both Rapp and PHSD. Moreover, the excess in LMR can be consistently
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observed and described by the model calculations in differential measurements in vari-
ous pT and centrality bins. The integrated excess yield in ρ-like region increases faster
than Npart scaling and follows a power-law scaling of Npart (∝N1.44±0.10

part ), indicating
that the dielctron yield in ρ-like region is sensitive to the QCD medium dynamics.

Figure 1.19: (Top) The di-electron continuum
after efficiency correction and hadronic cocktail
simulation within STAR acceptance in p + p colli-
sions at √sNN = 200 GeV (Bottom) The ratio of
data over cocktail as a function of invariant mass.
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Figure 1.20: (Top) The invariant mass spec-
trum from Au + Au minimum-bias collisions
at √sNN = 200 GeV compared to a hadronic
cocktail simulation. (Bottom) The ratio of data
over cocktail as a function of invariant mass and
model calculations.
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To quantitatively study excess dileptons, STAR also measured the acceptance-
corrected excess spectra for Au + Au collision at√sNN = 19.6 and 200 GeV, as shown
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in Fig. 1.21. The charged particle density (dNch/dy) normalized excess spectrum in Au
+ Au collisions at √sNN = 19.6 GeV is similar with that of NA60 in In + In collisions
at √sNN = 17.3 GeV within uncertainty in the whole mass region, while the excess at
√
sNN = 200 GeV is higher than that at √sNN = 17.3 GeV in the LMR and IMR, but

within 2σ uncertainty. All of the excess spectra can be described by the same model
calculation from Rapp incorporating a broadened ρ spectral function and QGP thermal
radiation contribution. To quantitatively compare the excess in the LMR, the integrated
excess yield in 0.4 < Mee < 0.75 GeV/c2 are calculated for Au + Au at √sNN = 19.6
and 200 GeV. The excess yield has a centrality dependence and increases from periph-
eral to central collisions at √sNN = 200 GeV, and the excess yield in most central Au
+ Au collisions at 200 GeV is larger than that in lower energies. These measurements
might indicate the lifetime of the medium created in Au + Au central collisions at 200
GeV is longer than those in peripheral and/or low-energy collisions, which enhances
the dilepton production from thermal radiation.

Figure 1.23: Excess spectra in 0–10% central AA collisions (A≈200), integrated over the mass
range Mee = 0.3-0.7 GeV/c2, for QGP (dashed line) and in-medium hadronic (short-dashed line)
emission and their sum (solid line). The underlying fireball lifetime (dot-dashed line) is given by the
right vertical scale.

1.5 Advantage of Dielectron Measurements in U + U Collisions at√
sNN = 193 GeV

The Uranium nucleus is heavier than Gold nucleus, and the energy density created
in U + U collisions at√sNN = 193 GeV is expected to be higher by about 20% than that
in Au +Au collisions at√sNN = 200 GeV [99]. The medium created in U +U collisions
might have a longer lifetime compared with the Au + Au collisions. Recently, it is
found in amodel calculation that the charged particle multiplicity (dNch/dy) normalized
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dilepton excess yield in the low mass region is proportional to the lifetime of the hot,
dense medium created in heavy-ion collisions at √sNN = 6 - 200 GeV [14], as shown
in Fig. 1.23. Thus it would be interesting to measure the normalized dielectron excess
yields in U + U collisions and compare with that in Au + Au collisions.

19





Chapter 2 Experimental Setup

Chapter 2 Experimental Setup

2.1 Relativistic Heavy Ion Collider

The Relativistic Heavy Ion Collider (RHIC) at Brookhaven National Laboratory
(BNL), shown in Fig. 2.1, is a versatile high energy collider [57]. Since year 2000,
RHIC has successfully collided p + p, p + Al, p + Au, d + Au, 3He + Au, Cu + Cu,
Cu + Au, Au + Au, and U + U at different energies. The top energy for the gold ions
is 100 GeV/u and that for protons is 250 GeV. A major scientific goal of RHIC is to
study the properties of hot, dense and strongly interacting quantum chromodynamics
(QCD) matter created in the laboratory. Meanwhile, as the world-only polarized proton
high energy collider, RHIC allows the experimental studies of nucleon’s spin structure.
Reviews of recent achievements and future of the RHIC spin program can be found
in [59].

RHIC

AGS

STAR

PHENIX

BRAHMS

OPPIS

LINAC

AGS Booster
AtR

Blue
Yellow

6

4

2

12

10

8

PHOBOS

200m

Siberian Snakes

Partial Snake

Figure 2.1: The RHIC accelerator complex.

The process of accelerating gold ions are show in Fig. 2.2. Negatively charged (Q
= -1) gold ions from the pulsed sputter ion source are partially stripped of electrons in
Tandem Van de Graaff, and accelerated to the energy of 1 MeV/u. The ions are stripped
further (Q = +32) at the exit of the Tandem and then delivered to the Booster Synchrotron
through a transfer line. The ions are accelerated to 95MeV/u in the Booster, and stripped
again at the exit to achieve a charge state of Q = +77. The ions are then delivered to the
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Alternating Gradient Synchrotron (AGS) in 24 bunches. In the AGS, the ions beam are
de-bunched, re-bunched to four bunches and accelerated to 10.8 GeV/u. The gold ions
are fully stripped to the charge state of Q = +79 at the exit from the AGS. These four
bunches, one bunch at a time, are injected to the RHIC ring through the AGS-to-RHIC
beam transfer line. Once in RHIC, the ions are accelerated to 100 GeV/u (typically,
other energies are possible). The protons are accelerated in a different process. They
are first accelerated to 200 MeV in a linear accelerator (Linac) before being delivered
to the Booster, then to the AGS, and finally to RHIC ring.

RHIC consists of two 3.8 km quasi-circular concentric rings on a common horizon-
tal plane, one (“Bule Ring”) for clockwise and the other (“Yellow Ring”) for counter-
clockwise. There are six interaction points on RHIC rings, among which are located
four experiments, called STAR at 6 o’clock, PHENIX at 8 o’clock, PHOBOS at 10
o’clock and BRAHMS at 2 o’clock. PHOBOS and BRAHMS experiments decommis-
sioned in 2005 and 2006, respectively, after completing their physics goals. While the
STAR and PHENIX experiments are still operating as of today.

An upgrade to Electron Ion Collider (EIC) known as eRHIC [60], focused on the
structure and interactions of gluon-dominated matter [61], is being planed. The new
facility will deliver electron-nucleon luminosity of 1033-1034 cm−2sec−1 for collisions
of 15.9 GeV polarized electrons on either 250 GeV polarized protons or 100 GeV/u
heavy ion beams. The facility will also be capable of providing an electron beam energy
of 21.2 GeV, at reduced luminosity.

Figure 2.2: RHIC acceleration scenario for Au beam [58].
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2.2 STAR Detector

The Solenoidal Tracker at RHIC (STAR) [62], composed of several sub-detector
systems, is a multi-purpose particle detector. The large and uniform acceptance (0<
ϕ < 2π, |η| < 1) of the STAR detector, makes it well suited for event-by-event charac-
terization of high charged particle multiplicity heavy-ion collisions. Figure 2.3 shows
the layout of the STAR detector complex. The center of STAR serves as the original
point. The x direction is pointing to the south and the y direction is pointing up (away
from the earth surface). The z direction is the beam pipe direction with the west direc-
tion as being positive. The whole system except the Muon Telescope Detector (MTD)
is enclosed in a homogeneous magnetic filed generated by a solenoidal magnet. The
magnetic field direction is parallel to the beam pipe and the maximum magnetic field is
|Bz| = 0.5 T. STAR can be operated in full field, reverse full field and half field magnetic
field configurations.

Figure 2.3: Perspective view of the STAR detector.

Charged particle tracking close to the interaction region is accomplished by the
Heavy Flavor Tracker (HFT) [63]. The HFT was completely installed before 2014
physics run, and successfully collected ∼1.2 billion minimum-bias Au + Au events
in the 2014 run and ∼1 billion p + p , ∼0.6 billion p + Au events in the 2015 run. The
HFT consists of four cylindrical silicon detector layers and covers |η| < 1.2. Two inner-
most silicon PiXeL detector (PXL) layers are the first application of the state-of-the-art
thin Monolithic Active Pixel Sensors (MAPS) technology in a collider environment.
The outermost layer is the Silicon Strip Detector while the Intermediate Silicon Tracker
(IST) layer sits in the middle of the HFT. The high spatial resolution of the tracker al-
lows us to reconstruct the secondary decay vertices of short-lived particles, such as the
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D0, D+/−, Ds mesons. A preliminary measurement of the D0 → Kπ production in Au
+ Au at √sNN = 200 GeV using 125M minimum-bias data collected in year 2014 is
shown in Fig. 2.4 [64]. The combinatorial background is suppressed by ∼4 orders of
magnitude achieved by the HFT.
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Figure 2.4: D0 →Kπ production in Au + Au at√sNN = 200 GeV using 125Mminimum-bias data
collected in year 2014 [64]. The insert plot shows the suppression of combinatorial background by
∼4 orders of magnitude achieved by the HFT.

The Time Projection Chamber (TPC) [65] is the main tracking device in STAR,
whose inner and outer field cages are located at radial distance of 50 and 200 cm respec-
tively from the beam axis. The TPC is 4.2 meters long and it covers a pseudo-rapidity
range |η| < 1.8 and full azimuthal. The TPC provides charged particle tracking, momen-
tum and ionization energy loss (dE/dx) measurements for particle identification. The
TPC is surrounded by the Time-of-Flight (TOF) [67] detector which covers |η| < 0.9
and complete azimuthal symmetry. The TOFmeasures the charged particle velocity and
enable us to reject the slow hadron from electrons, opening an opportunity for dielec-
tron analysis at STAR. Following the TOF is the Barrel ElectroMagnetic Calorimeter
(BEMC) [68]. The BEMC (0< ϕ <2π, |η| < 1) is used to trigger on and measure high
transverse momentum electrons, photons. In addition, the BEMC also provides prompt
charged particle signals essential to discriminate against pileup tracks in the TPC in high
luminosity p + p collisions. Outside of the BEMC is the STAR magnet system. The
magnetic coils and steels can reject most hadrons while the cross-section of muon in the
magnet is small. The muons can penetrate the coils and steels and reach the MTD [69],
which is located at the outermost of STAR. TheMTD system was fully installed in early
2014 and it covers about 45% in azimuthal within |η| < 0.5. The MTD can trigger on
and identify muons based on its precise timing and modest position resolution.

Along the beam axis, there are three fast trigger detectors: Beam Beam Counter
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(BBC) [70], Vertex Position Detector (VPD) [71], Zero Degree Calorimeter (ZDC) [72].
The BBC consists of two collections of four scintillator annuli centered around the beam
pipe, each located 3.74 m from the interaction region. The two inner (18 channels) and
two outer (18 channels) annuli together cover a pseudo-rapidity range of 2.1 < |η| <
5.0, and there is a slight overlap between the inner and outer annuli. The BBC acts as a
main detector in the p + p minimum-bias trigger. The minimum-bias trigger requires at
least one hit in the two inner annuli of each side coincidentally. This trigger corresponds
to a p + p cross section of ∼26.1 ± 0.2 (stat.) ± 1.8 (sys.) mb, 87±8% of the total
none singly diffractive cross section. The VPD consists of two assemblies, and each
assembly is composed of 19 channels (units) while only 16 channels are used for STAR
trigger input. The two assemblies of the VPD are symmetrically located at a distance
of 5.7 m with respect to the interaction region and the VPD covers a pseudo-rapidity
of 4.24 < |η| < 5.1. The VPD is fully integrated into the STAR trigger system and
provides the primary input to the minimum-bias trigger in nucleus-nucleus collisons.
The precise timing information from the VPD detector channels is used both in online
(∼150 ps in √sNN = 200 GeV Au + Au) and offline (∼30 ps in √sNN = 200 GeV Au
+ Au) to measure the z position of primary vertex and provide “start time” for the TOF
and MTD. The two assemblies of ZDC are directly in line with the STAR beam pipe,
located 18 m from the interaction point. The ZDC is used for measuring the energy in
neutral particles surviving the heavy-ion collisons. The more overlap of ions, the less
neutral particles survive from the collisions, and the smaller signal in the ZDC. This
makes the ZDC sensitive to the centrality of the collisions. Each experiment at RHIC
has a complement of ZDCs for triggering, monitoring luminosity, and cross-calibrating
the centrality triggering between experiments.

In the next few sections, we will focus on the TPC and TOF which play a direct
role in this dielectron analysis.

2.2.1 Time Projection Chamber

The Time Projection Chamber (TPC) is the central element of STAR, and it records
the charged particle tracks, momenta and ionization energy loss for particle identifica-
tion. At the time it was built, the STAR TPC was the largest TPC in the world with a
4.2 m long and 4 m in diameter. It sits in the STAR solenoidal magnet which produces
a maximum 0.5 T magnetic field, allowing for the momenta measurement.

Figure 2.5 shows the schematic view of the STAR TPC. The TPC is an empty
volume of P10 (90%Ar + 10%CH4) gas regulated at 2 mbar above atmospheric pressure
in a uniform electric field of ∼135 V/cm which is along z direction and defined by
a thin conductive Central Membrane (CM, held at -28 kV) at the center of the TPC,
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concentric field-cage cylinders and the readout end caps (held at ground potential). The
P10 gas has long been used in TPCs with advantage of a fast drift velocity peaking at a
low electric field. Operating on the peak of the velocity curve makes the drift velocity
stable and insensitive to the small variations in temperature and pressure. The transverse
diffusion and longitudinal diffusion at 0.5 T are about σT = 3.3 mm (230 µm/

√
cm) and

σL = 5.2 mm (360 µm/
√
cm), respectively, after drifting the full length of TPC. The

longitudinal diffusion width sets the scale for the resolution of the tracking system in
the drift direction.

Figure 2.5: The schematics of the STAR TPC.

There are 12 sectors with 45 pad rows, arranged as on a clock face, in each readout
end cap. Each sector is then divided into an outer and inner sub-sector as shown in
Fig. 2.6. The outer sub-sector has a continuous pad coverage to optimize the dE/dx
resolution and tracking resolution. The inner sub-sector with smaller pads, located at
the region of highest track density, is optimized for good two-hit resolution. The use
of separate pad rows instead of continuous pad coverage for inner sub-sector is due
to the constraint imposed by the available packing density of the front end electronics
channels on that time.

As charged particles pass through the TPC volume, they ionize the working gas
along their path, releasing electrons and positive ions. The electrons drift toward the end
cap and are collected by the Multi-Wire Proportional Chambers (MWPC). The MWPC
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Figure 2.6: The anode pad plane with one full sector shown. The inner subsector is on the right and
it has small pads arranged in widely spaced rows. The outer subsector is on the left and it is densely
packed with larger pads.
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Figure 2.7: A cut-away view of an outer sub-sector pad plane. The cut is taken along a radial line
from the center of the TPC to the outer field cage so the center of the detector is to the right. The
figure shows the spacing of the anode wires relative to the pad plane, the ground shield grid, and the
gated grid. The bubble diagram shows additional detail about the wire spacing. The inner subsector
pad plane has the same layout except the spacing around the anode plane is 2 mm instead of the 4
mm shown here. All dimensions are in millimeters.
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is composed of a pad plane and three wire planes: a gating grid, a ground pane, and an-
ode wires, shown in Fig. 2.7. The gating grid is “close” when the wires are alternately
biased ±75 V. Thus it blocks the entry of electron from TPC volume into MWPC and
positive ions produced in MWPC into TPC volume. The gating grid is “open”, biasing
the wires to the same potential (typically -110 V), when recording the collision event.
The positive ions are too slow to escape during the open period and get captured dur-
ing the closed period. Once the electrons enter the MWPC, much more electrons are
produced through avalanche in the high field inducing a signal on the readout plane.
These induced signals are used for tracing the position of ionization clusters along the
charged particle tracks. The clusters are found separately in the x-y plane (r-ϕ plane)
and in z direction. The x and y coordinates of a cluster are determined by the charge
measured on adjacent pads in a single pad row while the z coordinate is determined by
measuring the drift time of a cluster from the original point to the anodes on the endcap
multiplying the average drift velocity (typically ∼5.45 cm/µs, but calibrated every few
hours to account for atmospheric pressure variations by using artificial tracks created
by lasers beams [66]). The particle tracks are then reconstructed from the individual
clusters (hits) found in the TPC and the reconstruction is achieved with a Kalman filter
routine. The resulted track collection from the TPC is combined with any other avail-
able tracking detector reconstruction hits and then refit. The reconstructed tracks are
called global tracks. The primary interaction vertex is fit from the global tracks with
at least ten hits. The Distance of Closest Approach (dca) to the fit primary vertex is
calculated for each global track. Iterations are made such that global tracks with dca
> 3 cm are excluded from subsequent primary vertex fitting. The vertex resolution is
inversely proportional to the square root of the number of tracks used in the calculation
and can reach 350 µm when there are more than 1000 tracks. The tracks (global tracks
with dca < 3 cm) originated from the primary vertex are refit including the primary
vertex to improve the momentum resolution, so called primary tracks. The momentum
resolution of primary track in p + p collisions is approximately δpT/pT ≈ 1% + 0.5%
× pT .

Particle identification can be realized in the TPC through the dE/dx. The mean
rate of dE/dx of a charged particle passing trough the TPC can be described by the
Bichsel function [73]. Different particle species with the same momentum may result
in different dE/dx. The dE/dx is extracted from the energy loss measured on up to 45
padrows. However, the mean dE/dx is impossible to be accurately measured due to the
ionization fluctuations and finite track length over the energy loss measured. Therefore,
the most probable energy loss is measured by truncating the largest 30% ionizations
clusters. The typical resolution of dE/dx in Au + Au collisions is ∼8%, which makes
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the π/K separation up to p ∼0.7 GeV/c and (π,K)/p separation up to p ∼1.1 GeV/c.

2.2.2 Time of Flight

The full barrel Time-of-Flight (TOF), based on theMulti-gapResistive Plate Cham-
ber (MRPC) [74], was completely installed in year 2010. The MRPC technology was
first developed by the ALICE group [76] to provide a cost-effective solution for large
area Time-of-Flight coverage. The barrel TOF, covering |η| < 0.9 and 2π azimuthal,
is composed of 120 trays, with 60 on east side and 60 on west side. Each tray consists
of 32 single-end readout MRPC modules, whose structure is shown in Fig. 2.8. The
MRPC module consists a stack of floating resistive plates with a series of uniform gas
gaps (220 µm) defined by a nylon monofilament fishing line. The active size of the
MRPC module is 61 × 200 mm2. The module has 6 readout pads while each pad has
an area of 63 × 31.5 mm2. The interval between two pads is 3 mm wide. The first
beam test for the MRPC module at CERN PS-T10 test beam facility using 7 GeV/c
pion beam resulted in 65 ps time resolution with greater than 95% detection efficiency
and capability of working at high event rate 500 Hz/cm2 [74, 75].

Figure 2.8: Two side views of MRPC [67]. The upper is for long side view and the lower is for
short side view.

The whole TOF system consists of two parts, the barrel TOF and the VPD. The
VPD has been explained in the former section. The VPD provided the “start” time of the
charged particles while the barrel TOF provides the “stop” time. With HPTDC Integral
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Non-Linearity (INL) correction, T0 correction (eliminating relative offsets caused by
cable length and electronics), slewing correction (eliminating the time difference caused
by different signal amplitude) applied (see details in [71, 77, 78]), the time resolutions
of the VPD and barrel TOF can achieve ∼30 ps and <80 ps in heavy-ion collisions,
respectively. With such time resolution, the TOF system significantly improves the
particle identification capability. The π/K separation momentum range is extended
from ∼0.7 GeV/c to ∼1.6 GeV/c and (π,K)/p separation from ∼1.1 GeV/c to ∼3
GeV/c [79]. Figure 2.9 shows the 1/β distribution of different particle species measured
by the TOF in U + U at √sNN = 193 GeV. For electron identification, the TOF is used
to reject slow hadrons in cross-over dE/dx regions which will be discussed in detail in
Chapter 4.
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Figure 2.9: 1/β distribution for different particle species in U + U collisions at√sNN = 193 GeV.
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Chapter 3 Muon Telescope Detector

A large-area, cost-effective Muon Telescope Detector (MTD) at mid-rapidity for
the STAR can trigger on and identify muons based on its precise timing and modest
position resolution, allowing us to measure dilepton through di-µ channel. Compared
with electrons, muons have less background from gamma conversions and suffer less
bremsstrahlung radiation energy loss effects in the detector materials. These make the
muon be a more effective triggering particle in central nucleus-nucleus collisions at
mid-rapidity at the STAR. The novel and compact device allows for the measurements
of quarkonia, dilepton continuum (di-µ channel), as well as the correlation of heavy
flavor quarks through their semi-leptonic decays (e-µ channel). The di-µ channel can
be used to measure the J/ψ meson over a broad transverse momentum range thanks to
the low kinematic threshold of the MTD trigger on muons. It also has the potential
to separate different Υ states, predicted to melt at very different temperatures, as the
bremsstrahlung radiation for muons is much smaller compared to electrons. The e-µ
correlation can be used to distinguish between lepton pair production and heavy quark
decays (c+c→ e+µ(e), B → e(µ)+c→ e+µ(e)), allowing us directly access theQGP
thermal radiation. TheMTDwill thus provide direct information on the temperature and
the characteristics of color screening in the QGP created in RHIC collisions.

3.1 MTD Configuration

Out of the full MTD system, 10% (12 modules), 61% (75 modules) and 100%
(122 modules) were installed in years 2012, 2013, 2014, respectively. The whole MTD
system, covering |η| < 0.5 and 2π azimuthal, is mounted on BEMC PMT boxes behind
the STARmagnet flux-return bars so called “backlegs” which serve as hadron absorbers.
The schematic and physical picture are shown in Fig. 3.1. There are 30 backlegs outside
the magnetic coils to provide the return flux path for the magnetic field [80] with only
28 of them mounted with MTD trays due to the mechanical constraints. Each backleg
covers 8◦ in azimuthal while the gap between two backlegs covers 4◦. Nineteen of 28
MTD trays are five-module trays while two (BL8, BL24) of them are not fully shielded
by the magnetic steels. Thus 3 × 5, 2 × 5 readout channels (exposed in the backleg
gap) are disabled for BL8 and BL24, respectively, avoiding hot channels in the MTD
trigger system. The remaining 9 bottom MTD trays are three-module trays due to the
two cradles. Figure 3.2 shows the hit map of the MTD system during the run15 p + p
at√sNN = 200 GeV.

TheMTD detector is based on large Multi-gap Resistive Plate Chambers with long
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Figure 3.1: (Left) The schematic view of the whole MTD system. Different colors represent the
modules installed in different years: Blue - installed in year 2012; Black - installed in year 2013;
Green and Red - installed in 2014, the two red trays are special trays with 2×5 (in BL24) and 3×5
(in BL8) readout channels disabled. (Right) The physical picture of the MTD system.

Figure 3.2: The hit map of the MTD system in the run15 p + p at√sNN = 200 GeV.

readout strips (LMRPC) [69]. Couple of prototypes with different designs were tested at
T963 at Fermilab and beam line 3 at Institute of High Energy Physics (IHEP), resulting
in <70 ps timing resolution and ∼1 cm spatial resolution along the readout strip with
>95% detection efficiency [81, 82]. The final design of the LMRPC module is shown
is Fig. 3.3. The module has five 250 µm gas gaps which are defined by a stack of float
glass sheets separated by a nylon monofilament fishing line. The thickness of the float
glass (inner glass) sheets is 0.7 mm while the volume resistivity is ∼1013 Ω·cm. The
positive and the negative high voltage (HV) are applied to a coating of colloidal graphite
paint (with surface resistivity of 1∼10 MΩ/□) on the external surface of the outer glass
plates. The 3-D size of the outer glass is 890 × 559 × 1.1 mm3. The total area of each
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LMRPC module defined by the Printed Circuit Board (PCB) is 915 × 580 mm2 while
the active area defined by the inner glass sheets is 874× 543 mm2. Twelve double-end
readout strips are fixed on the PCB facing inner glasses, and the size of each strip is 870
mm long and 38 mm wide. The width of the intervals between two readout strips is 6
mm. Two pieces of 10 mm thick honeycomb-board are attached to the outer surfaces of
the detector to reduce structural deformations.

Figure 3.3: A schematic side-view of the LMRPC module.

Figure 3.4: A schematic view of the MTD electronics and readout paths.

The signals from the LMRPC modules are digitized by two different sets of elec-
tronics, shown in Fig. 3.4, while the electronics for precise timing measurements is the
same as that for the STAR TOF [83]. The signals from the MTD are sent to a MINO
board to perform a leading-edge discrimination through a MFTB board. The outputs of
the MINO board are sent to a TDIG board which uses the CERN HPTDC chip [84] to
digitize the arrival times of the signals with respect to an externally input free-running
40 MHz clock. Each TDIG board uses three HPTDC chips in “high resolution” mode.
The digitized times are 21 bit data words with a dynamic range of 52 µs and the least
significant bit (LSB) time conversion is 25 ns/1024 ≈24.4 ps. The magnitude of the
MTD signals is characterized by the width of output digital signals from MINO board
called “Time Over Threshold” (TOT). A copy of MINO outputs is passed to a MTRG
board through a MTRG cable and combined with a logical ”OR”. Then, the outputs of
the MTRG board are sent to electronics in the STAR trigger system called “QT boards”
through long coax cables. The QT board performs magnitude and timing measurements
using an analog-to-digital (ADC) and timing-to-amplitude (TAC) circuitry. The ADC
and TAC measurements are each 12-bit numbers while the TAC timing measurement
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uses a common stop with respect to the 9.4 MHz RHIC clock with a digital-to-time
conversion of ∼18 ps/LSB. The trigger logic of the MTD system will be discussed in
details in Sec. 3.2.

3.2 MTD Trigger Logic

The whole MTD system (122 MTD modules) is divided into 28 MTD trigger
patches. In general, one trigger patch is composed of 5 MTD modules in the same
η region. The same η guarantees that the path lengths from collision vertex to the MTD
modules of the same trigger patch are the same. Due to the asymmetric MTD geometry
in ϕ direction, there are some trigger patches composed of less than 5 MTD modules.
The signals from the MTD trigger patches are sent to QT boards (first layer of trigger
system) numberedMT001 -MT004. The detail trigger patch compositions and the logic
from trigger patches to QT boards can be found in Fig. 3.5 and App. A. A timing cut is
applied in the QT board to reject the noise. For each QT board, two earliest hit signals
(with largest TAC sum - the read-out strips of MTD module are double-ended) are se-
lected and sent to the next layer of the trigger system (MT101). Then all eight signals
in MT101 are compared to the VPD time, and an online timing window is applied to
reject the background and slow hadrons. The results of the selection are sent to the third
layer of the trigger system called TF201, resulting in a 8-bit sequence. At last, the MTD
related bits are formed in the Trigger Control Unit (TCU) based on the 8-bit sequence in
TF201. The MTD related triggers generated by combining the bits from the MTD and
other detectors (VPD, ZDC etc.), trigger on the interested collision events. The trigger
flow of the MTD system for Run14 and Run15 is shown in Fig. 3.5.

3.2.1 QT Algorithm

The QT algorithm outputs two largest TAC pair sums (two earliest signal pairs
from two trigger patches) with an 2-bit ID for each TAC pair sum. The 2-bit ID can tell
which TPC sectors are covered by the corresponding trigger patch for partial tracking or
“DAQ 10K” purpose. “DAQ 10K” is a sparse readout scheme for the TPC that would
enable STAR to acquire events at rates of 10 kHz for classes of physics where only few
TPC sectors contain all the necessary particle information. Each QT board has 32 inputs
in a line and the inputs can be numbered 1 - 32 from top to bottom. Each MTD trigger
patch has an East-end and West-end readout (mark East-end as J2, West-end as J3 for
the modules located in positions 1, 2, and 3; mark West-end as J2, East-end as J3 for
the modules located in positions 4 and 5) while each end readout occupies two QT input
channels recording the magnitude and timing information.
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Figure 3.5: The trigger flow of the MTD system in Run14 and Run15. In general, one trigger patch
consists of 5MTDmodules (e.g. BL28-1, BL29-1, BL30-1, BL1-1, and BL2-1 form a trigger patch).
Due to the asymmetric MTD geometry, there are some trigger patches consist of< 5 MTD modules
(e.g BL21-1 and BL22-1 form a trigger patch). The red backleg IDs represent that these backlegs
are mounted with MTRG boards. Beside these backlegs, Module 1 and 5 of BL21 (magenta) are
also mounted with MTRG boards. BL8 and BL24 (violet) are two special backlegs with 3 × 5 and
2 × 5 readout strips disabled, respectively.

In the QT board, an alignment is applied to each TAC channel, at the very begin-
ning, to eliminate the differences of flight time from collision vertex to MTD tirgger
patches due to different path lengths and electronics, shown in Fig. 3.6. Second, a slew-
ing correction is applied to each TAC channel based on the value of the corresponding
ADC channel. After the TAC value modification, the TAC value is filtered by “Good
Hit” criteria which requires the TAC value for a channel is greater than “TAC_Min” and
less than “TAC_Max”, to reject noise hits. Both of the J2 and J3 TAC values from the
same trigger patch must satisfy the “Good Hit” requirement, otherwise, the TAC sum
(TACsum = TACJ2 + TACJ3) is set to 0 for this trigger patch. And then, the hit position
correction for each trigger patch is applied according to the TAC difference between
East-end and West-end TAC (TACJ2 - TACJ3) to eliminate the influence of different
path lengths caused by different hit positions in the same trigger patch along z direction
(along beam axis), especially for the outermost trigger patches. The 13-bit corrected
TAC pair sum is then truncated to 10 bits. Bits [3:12] (starting from zero) are kept. The
two largest truncated, corrected TAC pair sums together with the corresponding 2-bit
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Figure 3.6: (Left) “MTD TAC sum - VPD TAC sum” vs. trigger patch before the TAC alignment in
Run 14 Au + Au at√sNN = 200 GeV. (Right) “MTD TAC sum - VPD TAC sum” vs. trigger patch
after the TAC alignment in Run 14 Au + Au at√sNN = 200 GeV.

IDs are then found and transfered to the next layer of the trigger system (MT101).

3.2.2 DSM Algorithm (MT101→TF201→TCU)

The MT101 DSM receives its data through a TDSMI, so there are 10 12-bit input
channels. The algorithm receives the 2 best TAC sums from each of the 4 MTD QT
boards, and the IDs of those sums. It also receives the fastest (largest) TAC values from
the QT boards covering the East and West sides of the VPD. The VPD TAC sum is
calculated and truncated from 13 bits to 10 bits. Bits [3:12] (starting from zero) are kept.
Then the algorithm finds the difference between the MTD and VPD TAC sums. All 8
MTD VPD TAC differences (MTD_TAC_Sum - VPD_TAC_Sum + 1024, to guarantee
the MTD VPD TAC difference is larger than zero) are checked to determine if they are
inside a timing window. If either TAC from East side of VPD, or TAC fromWest side of
VPD, orMTDTAC sum is≤0, the correspondingMTDVPDTAC difference is directly
set to zero. Those that are inside the window are counted, and the count is sent to TF201.
Meanwhile a 8-bit sequence (“MTD-VPD TAC difference in window” bits) is sent to
TF201 for indicating that each MTD VPD TAC difference is inside the timing window
or not (“1” is inside the window, “0” is outside the window). The MTD VPD TAC
differences are also sorted to find the two largest values that are inside the window. The
2-bit IDs of those two channels are sent on to MT201 for the DAQ10k readout scheme.
In addition, a bit is set if at least two of the incoming MTD TAC sums is non-zero. That
bit is sent to TF201 for use as a debugging and monitoring trigger, or for triggering on
cosmic rays. The MTD related bits in TCU is formed based on the information stored
in TF201. Di-muon bit is set to TRUE if the count of MTD VPD TAC difference inside
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the timing window is ≥2, otherwise set to FALSE. Single-muon bit is set to TRUE if
the count is ≥1 while MTD-Cosmic bit is set to TRUE if at least two of the MT101
incoming MTD TAC sums are non-zero. The MTD related triggers (di-muon, single-
muon, e-muon, mtd-cosmic-ray) are formed based on the combination of TCU bits from
theMTD detector and other relevant detectors. Table 3.1 shows luminosity and statistics
sampled by the MTD detector in physics Run13, Run14 and Run15. The MTD muon
trigger efficiency for the Run14 Au + Au at √sNN = 200 GeV (Centrality: 0-60%) is
shown in Fig. 3.7. The overall muon trigger efficiency caused by trigger electronics and
algorithm is around 78%.

Table 3.1: The luminosity and statistics sampled by theMTD related triggers. “single-muon” trigger
has at least one online muon candidate (provided by the MTD and VPD) and 5 cm online vertex cut
(provided by the VPD). “di-muon” trigger has at least two online muon candidates and no online
vertex cut. “di-muon-5-hft” trigger has at least two online muon candidates, 5 cm online vertex cut
and read out HFT information. “di-muon-30-hft” trigger has at least two online muon candidates, 30
cm online vertex cut and read out HFT information. “e-muon” trigger has at least one online muon
candidate, one online electron candidate (provided by the BEMC) and 30 cm online vertex cut.

Year Collision Species Trigger Type Statistics Luminosity

2013
(Run13) p + p@ 500 GeV

single-muon 21.1 M 0.07 pb−1

di-muon 118.5 M 28.27 pb−1

e-muon 52.1 M 18.16 pb−1

2014
(Run14)

Au + Au @ 200 GeV

single-muon 317.4 M 0.28 nb−1

di-muon 2635.0 M 14.17 nb−1

di-muon-5-hft 110.7 M 0.40 nb−1

di-muon-30-hft 79.6 M 0.27 nb−1

e-muon 256.2 M 2.57 nb−1

He3 + Au @ 200 GeV
single-muon 18.8 M 0.45 nb−1

di-muon 96.6 M 45.63 nb−1

e-muon 28.2 M 8.48 nb−1

2015
(Run15)

p + p@ 200 GeV
single-muon 74.1 M 0.48 pb−1

di-muon 320.4 M 122.13 pb−1

e-muon 102.6 M 45.92 pb−1

p + Au @ 200 GeV
single-muon 14.8 M 0.74 nb−1

di-muon 266.2 M 409.97 nb−1

e-muon 53.5 M 60.62 nb−1

p + Al @ 200 GeV
single-muon 4.4 M 1.07 nb−1

di-muon 93.5 M 1035.44 nb−1

e-muon 4.2 M 42.17 nb−1

3.3 MTD Performance and Physics Results

The performance of the MTD system is studied through cosmic ray muons which
allow to calibrate the detectors andmeasure their response efficiency, timing, and spatial
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Figure 3.7: The MTD muon trigger efficiency as
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Figure 3.9: The intrinsic spatial resolutions of the MTD along y (left panel) and z (right panel)
direction as a function of pT .

resolution due to their very small multiple scattering effect in the detector material. The
MTD response efficiency, including both of intrinsic and readout electronics response,
can be obtained through calculating the ratio between tracks matched with MTD and
tracks projected to MTD. Figure 3.8 shows the MTD response efficiency for Run13
and Run14. The response efficiency trends as a function of pT for Run13 and Run14
are similar. The MTD response efficiency of Run13 is ∼85% for both top half and
bottom half while that of Run14 is ∼90%, ∼85% for top half and bottom half, respec-
tively. The top half MTD response efficiency of Run13 is lower than that of Run14,
due to electronics damage caused by an unexpected beam loss named “blue abort kicker
prefire”. The pT shift of the MTD response efficiency curves between top half and bot-
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Figure 3.10: The overall time resolutions of the MTD (including the starting time contribution,
provided by the TOF) after T0 and slewing correction.

tom half is because the cosmic ray muons pass through the magnetic steel firstly and
lose energy before they are measured by the TPC. Thus pT measured by the TPC is
smaller than the real pT in top half. The spatial resolution, in the z direction (along the
readout strips or beam axis direction) and the azimuthal direction (ϕ direction, perpen-
dicular to the strips, also called y direction with respect to the MTD module) , of the
MTD is measured using the distance between the measured hit position and the track
extrapolated position. Figure 3.9 shows the dependence of the spatial resolution along
the y direction (left panel, ∆y = R×∆ϕ) and z direction (right panel) as a function of
the muon transverse momentum. These data were fit with a function (

√
(p0/p2T ) + p1)

driven by the expectation for the contribution to the measured resolutions from multi-
ple scattering in the detector materials. The intrinsic spatial resolution is then given by
√
p1. According to Fig. 3.9, the intrinsic spatial resolutions of the MTD along y and z

direction are 1.4 and 1.0 cm, respectively. The time resolution of the MTD system can
be measured via the time difference between the measured flight time from the TOF
to the MTD and expected time using track extrapolation. After T0 and slewing correc-
tion, an overall time resolution of 108 ps can be achieved, as shown in Fig. 3.10. The
whole procedure and details are described in [85]. The overall time resolution shown
in Fig. 3.10 includes the contributions from the starting time (56 - 65 ps, σTOF /

√
2) and

the multiple scattering (∼25 ps for 6 GeV/c muons). The muon can be thus identified
in the heavy-ion collisions via precise timing and modest position information.

Lots of physics results from the MTD for Run13 p + p at √sNN = 500 GeV and
Run14 Au + Au at √sNN = 200 GeV already came out [86, 87]. Only part of them are
briefly mentioned here. The invariant mass distribution of unlike-sign muon pairs after
subtracting the combinatorial background is shown in Fig. 3.11 for Run14 Au + Au at
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√
sNN = 200 GeV. The combinatorial background is estimated via mixed-event tech-

nique, namely pairing muons from different events with similar properties. A clear J/ψ
peak can be seen with a total of about 4k J/ψ candidates using only ∼26.7% statistics
collected in Run14 200 GeVAu +Au collisions. The distribution is fitted by a Gaussian
distribution plus a third-order polynomial function (accounting for the residual back-
ground). The raw J/ψ is then extracted after subtracting residual background within the
mass range of 2.9 - 3.3 GeV/c2. After the efficiency losses and detector acceptance are
corrected for, the invariant pT spectra of inclusive J/ψ are shown in Fig. 3.12 for four
centrality bins, compared with the published results via di-electron channel [88, 89].
The invariant yield spectra measured by di-muon and di-electron channels agree well.
Υ mesons are also reconstructed via the di-muon channel as shown in Fig. 3.13, where
the combinatorial and correlated background are subtracted by using the like-sign same
event technique, namely pairing the same charge sign muons into pairs in the same
event. A combined fit, constraining the line shape of different Υ states determined by
embedded simulated signals into real data and the shape of residual background (bb +
Drell-Yan) estimated through PYTHIA simulation, is used to extract the total Υ yield
and the ratio of (Υ2S + Υ3S)/(Υ1S). A total of 50 ± 22 Υ s are observed and a factor of
6 more statistics is expected combining the rest of 2014 data and the data that will be
taken in 2016. Figure 3.14 shows the projection for the statistical uncertainty on the
ratio of (Υ2S + Υ3S)/(Υ1S) using the full statistics of Run14 and Run16 for Au + Au at
√
sNN = 200 GeV, together with the published results in different collision systems at

different energies [90–92].

We are still investigating the characteristics of hadrons recorded by the MTD and
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developing a better muon identification method. Once a pure muon sample can be
identified, the di-µ and e-µ spectra using the full-statistics 200 GeV Au + Au data will
be measured, which will provide a direct access to the QGP thermal radiation.
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Chapter 4 Dielectron Analysis Details

4.1 Event Selection and Centrality Definition

The data set used in this analysis is from U + U collisions at √sNN = 193 GeV
in RHIC run year 2012 (Run12). The minimum-bias (MB) trigger is defined as a co-
incidence between the two VPDs, a coincidence between the two ZDCs, and an online
collision vertex cut. Moreover, a pile-up protection at the trigger level was applied for
the data taking.

Events used in this analysis are required to have a valid collision vertex (primary
vertex) within 30 cm of the TPC center along z direction (the direction along beam axis)
to ensure uniform a TPC acceptance. Furthermore, the distance between the collision
vertex along z direction constructed by the TPC (V TPC

z ) and the VPD (V V PD
z , fast

detector) is within 3 cm to reject the event with wrong reconstructed TPC vertex from
different bunch-crossing collisions. To reject the events from the beam hitting the beam
pipe, vertex with a radial length less than 2 cm with respect to the beam pipe center is
required. After event selection, 270 million minimum-bias events are finally used in
this analysis. Table 4.1 lists the event selection criteria.

Table 4.1: Event selection in U + U collisions at 193 GeV.

Event Selection Criteria

|Vr| < 2 cm

|V TPC
z | < 30 cm

|V TPC
z − V V PD

z | < 3cm

The centrality in U + U collisions at 193 GeV is defined using the uncorrected
charged particle density (dNch/dy). The primary tracks with |η| ≤ 0.5, dca≤ 3 cm and
nHitsFit ≥ 10 (number of hits used for track fitting) are used to calculate the dNch/dy.
Furthermore, the dNch/dy is corrected for the V TPC

z and luminosity dependence to ac-
count for the acceptance and efficiency changes on the measured dNch/dy. Then the
dNch/dy is compared to a Monte Carlo (MC) Glauber calculation [93] to delineate the
centrality bins, the equivalent number of binary nucleon + nucleon collisions (Nbin or
Ncoll) and the number of participants (Npart) for nucleus + nucleus collisions. Table 4.2
lists the ⟨Ncoll⟩ and ⟨Npart⟩ from Glauber model for each defined centrality bin in U +
U collisions at√sNN = 193 GeV. The 0-80% and finer centrality-bins within this range
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are used in this analysis, because the 80-100% centrality has significant trigger bias due
to vertex inefficiency at low charged particle density.

Table 4.2: Centrality bins and corresponding ⟨Ncoll⟩, ⟨Npart⟩ in U + U at 193 GeV.

Centrality ⟨Ncoll⟩ ⟨Npart⟩ Centrality ⟨Ncoll⟩ ⟨Npart⟩
0-5% 1281.26 414.87 5-10% 1010.97 355.42
10-15% 798.53 300.92 15-20% 628.01 253.66
20-25% 490.60 212.84 25-30% 379.86 177.48
30-35% 290.31 146.78 35-40% 217.35 119.63
40-45% 160.03 96.34 45-50% 115.69 76.43
50-55% 81.76 59.55 55-60% 56.98 45.73
60-65% 38.36 34.01 65-70% 25.06 24.55
70-75% 16.28 17.46 75-80% 10.23 11.98

4.2 Electron Identification

4.2.1 Track Selection

The interested electrons (including positrons if not specified) are mainly from the
collision point or short-lived particle decays close to the collision point. Thus the pri-
mary tracks, including the primary vertex for the track fitting resulting in a better mo-
mentum resolution, are used in this analysis. The primary tracks are required to satisfy
the following selection criteria: pT is ≥ 0.2 GeV/c to ensure that the track can pass
through the TPC; the Distance of Closest Approach (dca) to the primary vertex is ≤ 1
cm to reduce contributions from secondary decays; the number of hit points (nHitsFit)
along the track is ≥ 20 (of a maximum of 45) to ensure good momentum resolution;
the ratio of number of hit points along the track over the number of maximum possi-
ble points (nHitsPoss) is≥ 0.52 to suppress the possibility of selecting duplicated short
tracks from track splitting; the number of points used for calculating ⟨dE/dx⟩ (nHits-
Dedx) is ≥ 15 to ensure good dE/dx resolution; at last, the track is required to match
with the TOF and restricted to |η| ≤ 1.

4.2.2 Electron Identification Cuts

The electron candidates could be identified by combining the TPC and TOF. The
TPCprovides particle identification utilizing the dE/dx, because different particle species
with the same momentum may have different dE/dx. However, in some momentum
regions, the TPC can not identify different particle species with very similar dE/dx
(e.g. e/K at p ≈ 0.5 GeV/c, e/p at p ≈ 1 GeV/c). Different particle species with the
same momentum have different velocities, thus the TOF with <80 ps time resolution
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can be used to identify different particle species in the dE/dx crossover regions by
precise velocity information (1/β = ct/l). The normalized dE/dx, defined in Eq. 4.1,
instead of dE/dx is used in this analysis. Where ⟨dE/dx⟩Mea. and ⟨dE/dx⟩Th.e repre-
sent measured and theoretical dE/dx, and RdE/dx is the STAR TPC dE/dx resolution
(typically∼8%). If the dE/dx (truncated dE/dx) calibration is done perfectly, the nσe
of electron sample should be close to a standard Gaussian distribution (mean = 0, σ =

1).

nσe =
1

RdE/dx

log
⟨dE/dx⟩Mea.

⟨dE/dx⟩Th.e

(4.1)

By applying the TOF velocity cut, the slow hadrons are rejected from electrons
in the dE/dx overlapping regions, as shown in Fig. 4.1. After the TOF velocity cut,
the nσe cut is applied to reject hadrons with almost the same velocity as electrons, as
shown in Fig. 4.2. The electron sample is then extracted. A tachyon band is observed
in the Fig. 4.1, that is because TOF hits from electrons originating from photon con-
versions in the material between the TPC and TOF leaving no trace in the TPC are
randomly associated with TPC tracks especially in high-multiplicity collisions [54, 94].
The random match could also result in some slow hadrons surviving the TOF velocity
cut. Besides the randommatch, the secondary particles with inaccurate track length and
flight timemeasurement may also survive the TOF velocity cut. For those survived slow
hadrons, if their dE/dx overlap with electrons, there is no way to reject them, as shown
in Fig. 4.2. Thus the electron purity should be estimated, as discussed in Sec. 4.2.3.
For the systematic uncertainty study from hadron contamination, it will be discussed in
Sec. 4.6. Table. 4.3 lists the track selection criteria and electron identification cuts. The
nσe distribution of the pure electron sample is centered at -0.34 instead of 0 due to the
imperfect TPC calibration, as shown in Fig. 4.5. Thus the nσe cut is shift down 0.34 to
account for this effect.

Figure 4.1: 1/β vs. particle momentum distri-
bution.

Figure 4.2: nσe vs. particle momentum af-
ter the high velocity cut applied, as shown in
Fig. 4.1.
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Table 4.3: Electron candidates selection criteria.

Track Quality
Cuts

Electron Identification
Cuts

0.2 ≤ pT≤ 30 GeV/c p < 1 GeV/c,
1.5625×(p - 0.2) - 2 - 0.34 ≤ |nσe| ≤ 2 - 0.34|η| ≤ 1

nHitsFit ≥ 20 p ≥ 1 GeV/c,
-0.75 - 0.34 ≤ |nσe| ≤ 2 - 0.34nHitsFit/nHitsPoss ≥ 0.52

nHitsDedx ≥ 15 |1− 1/β| ≤ 0.025dca ≤ 1 cm

4.2.3 Electron Purity

The pure hadron samples (π/K/p) are selected by combining tight m2 and loose
nσhadron cuts. The selection criteria and nσe distribution for each pure hadron sample
are shown in Fig. 4.3. The pure electron sample is from the π0 Dalitz decay and photon
conversion. The invariant mass of the electron pair from photon conversion should be
zero. However, the primary track, forced to originate from primary vertex, is used to
reconstruct the electron pair invariant mass (see detailed procedure in Sec. 4.3). That
will introduce a artificial opening angle between electron and positron resulting in a
non-zero invariant mass. The angle depends on the distance between the photon con-
version point and the primary vertex. Thus the photons converting at different positions
result in different invariant mass. The Mee < 0.015 GeV/c2 is used to select the π0

Dalitz decayed and photon conversion electrons with 148:1 signal-to-background ratio,
shown in the left panel of Fig. 4.4. After subtracting the same sign electron pairs from
the opposite sign electron pairs, shown in the right panel of Fig. 4.4, the pure electron
sample is thus extracted, shown in Fig. 4.5. Due to the high charged particle density in
U + U collisions at 193 GeV, it is likely to happen that two tracks with same charge and
similar momentum are very closed to each other. The two tracks are very likely to be
reconstructed into “one track” due to the finite hit position resolution, so called “merged
track”. The pion is very abundant in U + U collisions at 193 GeV, thus the “merged π”
should be taken into account for the purity study. The “merged π” could be selected us-
ing the samem2 cut as normal π but with nσπ > 6 (“merged π” is with doubled dE/dx
compared to a normal π). The nσe distribution of each selected pure sample could be
fitted by Gaussian function in each fine pT bin. The mean and sigma of the nσe distri-
bution for each pure sample are shown in Fig. 4.6. The electron purity is then estimated
based on multi-Gaussian fitting while the mean and width of each component is con-
strained by the values in Fig. 4.6. Figure 4.7 shows an example of the multi-Gaussian
fitting. In the dE/dx overlap region, the multi-Gaussian fitting is not reliable. An expo-
nential function is employed to extrapolate the hadron particle yields in the overlapping
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Figure 4.3: The selection criteria and nσe distribution as a function of momentum for each pure
hadron sample in U + U 193 GeV minimum-bias collisions. (Top Left)m2 distribution of different
particle species and pure hadronm2 selection criteria. (Top Right) Pure pion sample. (Bottom Left)
Pure kaon sample. (Bottom Right) Pure proton sample.

regions as shown in the left panel of Fig. 4.8. The hadron yields are then constrained,
just leaving the electron yield as a free parameter, in the multi-Gaussian function for re-
fitting. The electron yield from the second-round multi-Gaussian fitting is extracted to
check the fit reliability, shown in the right panel of Fig. 4.8. The electron purity differ-
ence between these two-round fittings is taken as the systematic uncertainty. Figure 4.9
shows the electron purity (overall at ∼95%) in U + U minimum-bias collisions at 193
GeV.

4.3 Pair Reconstruction and Background Subtraction

The foreground (also called unlike-sign pairs, N+−, including signal and back-
ground) is reconstructed by combining the electron and positron candidates in the same
event. The invariant mass (Mee) of the electron pairs are calculated by Eq. 4.2,

Mee =
√
(E+ + E−)2 − (−→p + +−→p −)2 (4.2)

where E+/− =
√
m2
e +

−→p 2
+/−, me = 0.511 MeV/c2 and −→p +/− are measured by the

TPC. The signals come from the Drell-Yan production, quarkonia decay, QGP ther-
mal radiation, heavy flavor semi-leptonic decay, vector mesons in-medium decay and
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long-lived hadron decays. The background sources include the combinatorial back-
ground, correlated background and photon conversions. The combinatorial background
comes from uncorrelated electron and positron pairing while the correlated background
comes from correlated electron and positron pairing; for example, pairs from Dalitz
decay followed by a conversion of the decayed photon (e.g. π0 → γ + e+ + e− →
e+ + e− + e+ + e−) or jets (e.g. electron and positron are from same-jet fragmentation
or back-to-back di-jet fragmentation). The photon conversion background is from the
photon interacting with the detector material and converting into an electron-positron
pair. The reconstruction and subtraction of these three background sources are discussed
in following sections.

Figure 4.10: The ϕ vs. pT distributions for elec-
tron and positron candidates. The blank strips are
caused by the read-out sector boundaries. The
bad TPC sector (sector 7, in positive η region)
is constrained by the black solid lines.
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Figure 4.11: The 1-D acceptance correction
factor as a function of Mee in Run12 U + U
minimum-bias collisions at 193 GeV.

4.3.1 Like-sign Technique

The like-sign technique, combining same charge sign electrons into pairs in the
same event (N++ and N−−), is used to account for the combinatorial and correlated
backgrounds. The geometric mean of the like-sign pairs 2

√
N++ ·N−−, demonstrated

in [50], can fully describe the background in the foreground when the e+ and e− are
produced in statistically independent pairs. The geometric mean is consistently used in
the same-event like-sign background reconstruction.

The electrons and positrons are bended into opposite directions owing to the mag-
netic field. The ϕ versus pT of the identified electron and positron candidates is shown
in Fig. 4.10. The blank strips along the ϕ direction are caused by the TPC read-out sector
boundaries. There is one TPC sector (sector 7, in positive η region) with dE/dx cali-
bration issue in Run12 U + U collisions, depicted by the black solid lines in Fig. 4.10.
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Thus all the tracks passing through this TPC sector are consistently rejected in this anal-
ysis. Due to the magnetic field and the TPC de-active areas (read-out sector boundaries,
acceptance holes), the acceptances for the unlike-sign and like-sign pairs are different.
The mixed-event technique, discussed in Sec. 4.3.2, is employed to correct for this ef-
fect. The correction factor is calculated by the ratio of the mixed-event unlike-sign and
like-sign distribution in each (Mee, peeT ) bin and applied in 2-dimension (2-D). The final
same-event like-sign background used is calculated by the Eq. 4.3,

N corr
++&−− = 2

√
N++(M, pT ) ·N−−(M, pT )×

B+−(M, pT )

2
√
B++(M, pT ) ·B−−(M, pT )

(4.3)

whereN++,N−−, B++, and B−− represent the distribution of like-sign from the same-
event and mixed-event, respectively. B+− represents the distribution of unlike-sign
from the mixed-event. N corr

++&−− denotes the acceptance-corrected like-sign background
from the same-event. Figure 4.11 shows the 1-D acceptance correction factor as a func-
tion ofMee in Run12 U + U minimum-bias collisions at 193 GeV.

4.3.2 Mixed-Event Technique

The like-sign technique, discussed in Sec. 4.3.1, is taken as the best estimation
for the combinatorial and correlated backgrounds. However, it is limited to the statis-
tics. The mixed-event technique, combining the electrons and positrons from different
events with similar characteristics, is used to reproduce the combinatorial background
with improved statistical precision. The data sample is divided into different event
pools according to the following event level properties: z position of collision vertex,
reference multiplicity, and event plane angle. The collision vertex position and refer-
ence multiplicity ensure that the same event pool has similar detector acceptance and
efficiency. The event plane angle ensures the same event pool has similar momentum
phase space alignment, and further guaranteed by the multiplicity assortment to ensure
the events have similar momentum phase space distribution. The second-order event
plane angle [95, 96] is used to sort the events. The z vertex position, form -30 cm to +30
cm, is divided into 10 equidistant bins. The reference multiplicity is divided into 16 bins
(0 - 80%, discussed in Sec. 4.2) according to the official StRefMult package provided
by STAR. The event plane angle Ψ is divided into 24 equidistant bins. This granularity
of the event pools is determined by the same procedure discussed in [54, 94]. Each
event pool holds 100 events at maximum, and one event in the event pool is randomly
updated when the pool is full.

Themixed-event backgroundmust be normalized to the acceptance corrected same-
event like-sign background. The mixed-event technique can not reproduce the corre-
lated background, thus the normalization factor should be determined in a kinematic
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region where the same-event like-sign correlated background is negligible. Once the
kinematic region selected, the normalization factor and the normalized combinatorial
background (Bcomb

+− ) are calculated via the samemethod in [50] and also shown in Eq. 4.4

A+ =

∫
N.R.

N++(M, pT )dMdpT∫
N.R.

B++(M, pT )dMdpT

A− =

∫
N.R.

N−−(M, pT )dMdpT∫
N.R.

B−−(M, pT )dMdpT

Bnorm
++ =

∫ ∞

0

A+B++(M, pT )dMdpT

Bnorm
−− =

∫ ∞

0

A−B−−(M, pT )dMdpT

Bcomb
+− (M, pT ) =

2
√
Bnorm

++ Bnorm
−−∫∞

0
B+−(M, pT )dMdpT

B+−(M, pT )

(4.4)

where N.R. represents the normalization region, A+/− is the like-sign normalization
factor in N.R., Bnorm

++/−− is the normalized mixed-event like-sign statistics and Bcomb
+− is

the normalized mixed-event unlike-sign distribution. Unfortunately the mixed-event
technique, working in Au + Au at 200 GeV, does not work in U + U at 193 GeV. There
is no flat kinematic region found to do the normalization, as shown in Fig. 4.12. This
may be related to the asymmetric Uranium geometry compared to the symmetric Gold
geometry, shown in Fig. 4.13. Thus, the same-event like-sign technique is finally used
to reconstruct the background in this analysis.

)2 (GeV/ceeM
0 0.5 1 1.5 2 2.5 3 3.5 4

R
at

io

0.95

0.96

0.97

0.98

0.99

1

1.01

1.02

1.03

1.04

1.05

LikeS++ (mix)
LikeS++ (same)

)2 (GeV/ceeM
0 0.5 1 1.5 2 2.5 3 3.5 4

0.95

0.96

0.97

0.98

0.99

1

1.01

1.02

1.03

1.04

1.05

LikeS-- (mix)
LikeS-- (same)

Figure 4.12: Ratios between same-event and mixed-event like-sign distributions. There is no flat
kinematic region to do the mixed-event normalization.

4.3.3 Photon Conversion Removal

The photon conversion electron pairs are removed from the foreground using the
ϕV cut method which is similar to that used by the PHENIX Collaboration [50]. The
opening angle between the electron and positron from the photon conversion should be
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Figure 4.13: The spherical Gold nuclei (Left) and the ellipsoidal Uranium nuclei (Right).

0, and the electron and positron are bent only in the plane perpendicular the magnetic
field direction which is along the beam axis z in STAR. The definitions of the unit vector
and ϕV angle are shown in the following Eq. 4.5:

∧
u =

−→p + +−→p −

|−→p + +−→p −|
,

∧
v = −→p + ×−→p −

∧
w =

∧
u × ∧

v,
∧
wc =

∧
u × ∧

z

cosϕV =

∧
w

| ∧
w |

·
∧
wc

| ∧
wc |

(4.5)
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Figure 4.14: The ϕV angle vs. invariant mass
distribution in Run12 U + U minimum-bias col-
lisions at 193 GeV. The blue solid curve depicts
the mass dependent ϕV cut employed to remove
the photon conversion electron pairs.
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Figure 4.15: Red: the invariant mass distri-
bution of the photon conversion electron pairs.
Black: the unlike-sign distribution without ϕV
cut. Blue: the unlike-sign distribution with ϕV
cut.

To illustrate the ϕV angle, a little more explanation is added here. Plane A is de-
fined by mother particle momentum direction and beam axis direction, while plane
B is defined by the daughter electron, positron momentum directions. The angle be-
tween plane A and plane B is defined as ϕ (0◦ ≤ ϕ ≤ 90◦). According to Eq. 4.5,
ϕV = 90◦ − / + ϕ. For electron and positron from the photon conversion, ϕ = 90◦,
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thus the ϕV angle is zero or π. A fixed order between electron and positron is used to cal-
culate the ϕV in this analysis for avoiding ϕV = π . There is no preferred orientation for
combinatorial electron and positron pairs, and only very weak dependence for electron
and positron pairs from hadron decays. Figure 4.14 shows the ϕV angle as a function
of invariant mass in U + U minimum-bias collisions at 193 GeV. The blue solid curve
depicts the mass dependent ϕV cut employed to remove the photon conversion electron
pairs. Figure 4.15 shows the invariant mass distribution of the photon conversion elec-
tron pairs (red curve). As mentioned before, the different invariant mass peak depicts
that the conversion electron pairs are from different materials. The mass shifted from
zero is because the electrons are assumed to originate from the primary vertex during
the final track reconstruction. Therefore, the two main peaks (for the red histogram)
from low to high mass correspond to the conversion from the beam pipe and inner cone
support structure, respectively.

4.3.4 Raw Signal

The background, in this analysis, is subtracted by the same-event like-sign tech-
nique. The same-event like-sign distribution is firstly corrected for the acceptance and
then subtracted from the inclusive unlike-sign (foreground) distribution. The invariant
mass distribution of signal pairs before detector efficiency losses correction (raw signal)
is thus obtained. The upper panel of Fig. 4.16 shows the invariant mass distributions of
foreground (black dots), background (black line) and raw signal (blue dots), while the
bottom panel shows the signal-to-background ratio in U + U minimum-bias collisions
at√sNN = 193 GeV.

4.4 Efficiency and Acceptance Corrections

To obtain the real invariant mass spectrum of dielectron within STAR acceptance
(peT ≥ 0.2 GeV /c, |ηe| ≤ 1, |Yee| ≤ 1), the raw spectrum should be corrected for the
efficiency losses. The pair efficiency within STAR acceptance is evaluated by fold-
ing the single track efficiency. To measure the dielectron excess yield and study the
medium properties, the dielectron excess spectrum (dielectron invariant mass spectrum
with hadronic contributions except ρ-meson subtracted, see details in Sec. 4.5) is needed
to be corrected for the detector acceptance.

4.4.1 Single Track Efficiency

The single track efficiency losses are caused by the detector inefficiency and elec-
tron identification cuts. The detector efficiency includes the TPC tracking efficiency
(εTPC), nHitsDedx cut efficiency (εnHitsDedx) and the TOF matching efficiency (εTOF ).
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Figure 4.16: (Top) The invariant mass distributions of raw signal (blue dots), foreground (black
dots) and background (black line). (Bottom) The signal-to-background ratio in U + U minimum-
bias collisions at √sNN = 193 GeV.

The electron identification cut efficiency (εeID) includes the efficiencies of TOF veloc-
ity and the dE/dx selection cuts. So the single track efficiency can be derived by the
Eq. 4.6

εe = εTPC × εnHitsDedx × εTOF × εeID (4.6)

Each part will be discussed in the following sub-sections.

4.4.1.1 TPC Tracking Efficiency

The TPC tracking efficiency (εTPC), including the TPC response and acceptance,
is evaluated via the standard STAR embedding technique. The Monte Carlo (MC)
tracks are embedded into the read data at the raw data level to have a realistic detec-
tor occupancy environment. The real data is randomly sampled over the entire U + U
minimum-bias data set, while the number of embedded MC tracks is constrained to 5%
of the measured multiplicity of the real events to avoid a sizable impact on the realis-
tic TPC tracking efficiency. The MC tracks, with flat pT , η, and ϕ, are generated and
passed through the full simulation of the STAR detector geometry using the GEANT
model [97], and then mixed with the real data . The mixed signals are processed us-
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ing the exactly same off-line reconstruction chain. The quality assurance is made to
ensure the MC simulation reproduces the real data before studying the TPC tracking
efficiency, The TPC tracking efficiency is derived by taking the ratio of the number of
reconstructed MC tracks (Nrec), satisfying the track quality cuts except nHitsDedx cut
used in the data analysis, over the number of embedded MC tracks (Nemb), as shown in
Eq. 4.7

εTPC =
Nrec (nHitsF it ≥ 20 & nHitsF it

nHitsPoss
≥ 0.52 & dca ≤ 1 & |η| ≤ 1)

Nemb (|η| ≤ 1)
(4.7)

The 1-D TPC tracking efficiency in Run12 U + U minimum-bias collisions at 193 GeV
is shown in Fig. 4.17. However, the 3-D (pT , η, and ϕ) TPC tracking efficiency will be
used in the finally pair efficiency correction, discussed in Sec. 4.4.2.

4.4.1.2 nHitsDedx Cut Efficiency

The nHitsDedx cut efficiency (εnHitsDedx) is derived from the real data, because the
nHitsDedx variable from MC simulation is not consistent with the data. The photonic
electron sample (using all track quality and eID cuts except nHitsDedx and the TOF
velocity cuts) is selected according to the method discussed in Sec. 4.2.3. The TOF
velocity cut is abandoned, because it biases the nHitsDedx to a large number due to the
TOF matching algorithm. The nHitsDedx cut efficiency is then derived by comparing
the number of photonic electron tracks with and without nHitsDedx cut. Figure 4.18
shows the nHitsDedx cut efficiency as a function of pT in Run12 U + U minimum-bias
collisions at 193 GeV.
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Figure 4.17: The 1-D TPC tracking efficiency
in Run12 U + U minimum-bias collisions at 193
GeV.
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Figure 4.18: The nHitsDedx cut efficiency in
Run12 U + U minimum-bias collisions at 193
GeV.

4.4.1.3 TOF Matching Efficiency

The TOF matching efficiency (εTOF ), including the TOF response and the accep-
tance difference between the TPC and TOF, is evaluated by the real data. It can be
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calculated by comparing the number of qualified primary tracks matched with the TOF
(with β > 0, Nmatched) over the number of qualified primary tracks (NTPC). Due to the
limited statistics of pure electron sample, the pure pion sample selected by a tight TPC
dE/dx cut (|nσπ | < 0.6), is thus used to generate the 3-D (pT , η, and ϕ) TOF matching
efficiency. The TOF matching efficiency difference between the electron and pion is
then corrected for each (η, ϕ) bin using the same pT dependent correction factor. The
TOF matching efficiency difference between electrons and pions, is due to the decay
loss of pions between the TPC and TOF as well as other effects (e.g. pile-up effect).
The 1-D TOF matching efficiency and the pT dependent correction factor are shown in
Fig. 4.19.
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Figure 4.19: (Left) The 1-D TOF matching efficiency for pure electron and pion sample in Run12
U + U minimum-bias collisions at 193 GeV. (Right) The corresponding TOF matching efficiency
ratio of electron over pion as a function of pT .

4.4.1.4 eID Cuts Efficiency

The electron identification cut efficiency (εeID) includes two components: the TOF
velocity (1/β) cut efficiency and dE/dx cut (nσe) efficiency. Pure electron sample is
used to evaluate the TOF velocity cut efficiency, and the 1/β distribution of the pure
electron is shown in the left panel of Fig. 4.20. The red lines depict the 1/β cut used
in this analysis, and the efficiency is calculated using two methods: a Gaussian fit the
1/β distribution and direct counting for each pT bin. The Gaussian fit overestimates
the 1/β cut efficiency due to the tail structure in each pT bin. Thus the default 1/β
cut efficiency value, shown in the right panel (blue circles) of Fig. 4.20, comes from
the direct counting method, and the difference between this two methods is taken into
account for the systematic uncertainty. The nσe cut efficiency is derived from the multi-
Gaussian fit discussed in Sec. 4.2.3. Figure 4.21 depicts the nσe cut efficiency in Run12
U + U minimum-bias collisions at 193 GeV.
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Figure 4.20: (Left) The 1/β distribution for pure electron sample in Run12 U + U minimum-bias
collisions at 193 GeV. Red dashed lines represent the 1/β cut used in this analysis. Black dots
represent the 1/βmean for each pT bin while the black curve is the fit function. (Right) The 1/β cut
efficiencies using bin counting (default, blue circles) and Gaussian fit (black dots) methods.
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Figure 4.21: The nσe cut efficiency in U + U minimum-bias collisions at 193 GeV.

4.4.2 Pair Efficiency and Acceptance

Pair Efficiency The dielectron pair efficiency within STAR acceptance (peT ≥ 0.2
GeV/c, |ηe| ≤ 1, |Yee| ≤ 1) is evaluated from single track efficiency by two different
simulation folding methods:

(i) Toy MC simulation (Virtual photon simulation), which uses the virtual photon
as input. The 2-D kinematics (Mee, pT ) of the virtual photon is taken from the
hadronic cocktail (discussed in Sec. 4.5) with flat rapidity (Y), azimuthal (ϕ) dis-
tribution, and the virtual photon decays into electron and positron pairs isotropi-
cally.

(ii) Cocktail simulation, which uses the hadronic cocktail as input, including the cor-
related heavy flavor decay (cc, bb) and Drell-Yan process from PYTHIA [98]
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simulation. The long-lived hadrons decay into electron and positron pairs isotrop-
ically. However, the electron and position from the heavy flavor decay are highly
correlated.

The largest difference between these two methods is the correlated heavy flavor con-
tribution, which is still unclear in heavy-ion collisions due to possible medium mod-
ifications of the heavy flavor correlations compared to those in p + p collisions. In
this analysis, the heavy flavor correlations rely on the PYTHIA simulation without any
artificial modification.

The single track efficiencies caused by the TPC tracking and TOF matching are
folded into pair efficiency in 3-D (pT , η, and ϕ) momentum space while the others are
folded in 1-D (pT ) momentum space. Themomentum resolution and energy loss effects,
discussed in Sec. 4.5, are also taken into account during the folding process. The pair
efficiency is calculated and applied in 2-D kinematics (Mee, pT ). Figure 4.22 shows the
2-D pair efficiency evaluated by the “Virtual photon simulation” and “Cocktail simula-
tion” methods in Run12 U + U minimum-bias collisions at 193 GeV. Figure 4.23 shows
the 1-D pair efficiency comparisons between these two methods, and the differences are
pretty small. The default pair efficiency is evaluated by the “Virtual photon simulation”
and the difference between these two methods is taken into account for systematic un-
certainty.

Figure 4.22: The 2-D pair efficiency evaluated by the “Virtual photon simulation” (Left) and “Cock-
tail simulation” (Right) methods in Run12 U + U minimum-bias collisions at 193 GeV.

The ϕV cut (reject electron pairs) efficiency is evaluated through π0 Dalitz decay
embedding (see Sec. 4.4.1.1) and the virtual photon simulation. The ϕV cut efficiency
obtained by these two methods is shown in Fig. 4.24. The default ϕV cut efficiency is
evaluated by the virtual photon simulation and the difference between these two meth-
ods is taken into account for the systematic uncertainty.
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Figure 4.24: The ϕV angle cut efficiencies obtained by π0 Dalitz decay embedding and virtual
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Figure 4.25: The 2-D detector acceptance derived by the “Virtual photon simulation” (Left) and
“Cocktail simulation” (Right) methods in Run12 U + U minimum-bias collisions at 193 GeV.
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Figure 4.26: The 1-D detector acceptance comparison between the “Virtual photon simulation” and
“Cocktail simulation” in Run12 U + U minimum-bias collisions at 193 GeV.

Acceptance The efficiency-corrected dielectron spectrum is within STAR acceptance
(peT ≥ 0.2 GeV /c, |ηe| ≤ 1, |Yee| ≤ 1). Thus the dielectron excess spectrum (dielectron
invariant mass spectrum with hadronic contributions except ρ-meson removed. See
details in Sec. 4.5) is needed to be corrected for the detector acceptance to quantitatively
measure the excess yields and study the medium properties. The acceptance factor
is calculated by taking the ratio of dielectron yields after over before filtering STAR
acceptance, as shown in the following equation:

εAcc =
dN/dMee (p

e
T ≥ 0.2 GeV /c , |ηe| ≤ 1 , |Yee| ≤ 1)

dN/dMee (|Yee| ≤ 1)
(4.8)

The acceptance correction can be evaluated using the same methods (“Virtual photon
simulation”, “Cocktail simulation” ) described in the pair efficiency correction section.
However, the acceptance factors evaluated by these two methods have a huge difference
in the IMR, as shown in Fig. 4.25 and Fig. 4.26. The difference is due to the unknown
charm correlation which dominates in the dielectron IMR at RHIC energy. In IMR, the
correlation of electron pairs is from the pure decay kinematics in the “Virtual photon
simulation” method while that inherits the correlation of strong correlated charm gener-
ated by PYTHIA in “Cocktail simulation” method. The acceptance factor evaluated by
the “Virtual photon simulation” method is finally applied to the excess spectrum, which
does not contain the heavy flavor contribution, in 2-D kinematics (Mee, pT ).

4.5 Hadronic Cocktail Simulation

Dielectrons as measured by the detector originate from all stage in the evolution of
heavy-ion collisions. The contribution of the dielectron pairs from hadronic decays, so
called hadronic cocktail, to the final dielectron spectrum can be well evaluated trough
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MC simulation once their yields and pT spectra are measured. The components of the
cocktail simulation in this analysis are listed below:

(i) Two-body decays: ω → e+e−, ϕ→ e+e−, J/ψ → e+e−, ψ′ → e+e−.

(ii) Dalitz decays: π0 → γe+e−, η → γe+e−, η′ → γe+e−, ω → π0e+e−, ϕ →
ηe+e−.

(iii) Heavy-flavor decays: cc→ e+e− +X , bb→ e+e− +X .

(iv) Drell-Yan process.

The ρ0, considered to be modified by the hadronic medium, is excluded in the cocktail
simulation.

For U + U collisions at 193 GeV, there is no measurement for the identified par-
ticle species. However, the energy density created in U + U collisions at √sNN =
193 GeV is only about 20% higher than that in Au + Au collisions at √sNN = 200
GeV [99]. Thus the hadron pT spectra in Au + Au collisions at 200 GeV [54] are em-
ployed for cocktail simulation in this analysis, as shown in Fig. 4.27. The measurements
of identified particle species (the symbols in Fig. 4.27) except J/ψ in Au + Au colli-
sions at 200 GeV, are simultaneously fitted by a core-corona-based Tsallis Blast-Wave
(TBW) model [100, 101]. The core and corona describe the bulk production and the
hard scattering contributions from p + p-like collisions, respectively. The J/ψ is ex-
cluded from simultaneously fit, because the J/ψ is not considered as a component of
the bulk medium. The TBW fit can well describe the measured light hadron spectra
and also provide predictions for the meson species without measurement (e.g. low pT

η, η′, ω) using the same core TBW parameters obtained from the simultaneously fit.
The rapidity and azimuthal distribution of the input hadron are assumed to be flat. The
yields (dN/dy) of the input hadron in Au + Au collisions are extracted by integrating
the fits over the whole pT region.

The dN/dy or cross section (σ) with their uncertainties and corresponding decay
branching ratios of various cocktail components used in Au + Au minimum-bias colli-
sions at 200 GeV, are summarized in [54] (TABLE III). The dN/dy of cocktail hadron
components (without measurements) used in U + U minimum-bias collisions at 193
GeV are essentially derived from that of Au + Au minimum-bias collision at 200 GeV
by Npart. The π0 dN/dy ((π+ + π−)/2) [102] of Au + Au collisions at 200 GeV scaled
by Npart/2 as a function of Npart, is fitted by a first-order polynomial function. The
π0 dN/dy of U + U collisions at 193 GeV for different centralities are evaluated by
this first-order polynomial function, as shown in Fig. 4.28. The input dN/dy for other
cocktail hadron components (except J/ψ and ψ′) in U + U minimum-bias collisions at
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Figure 4.27: The invariant yields of mesons in Au + Au collisions at 200 GeV. The solid lines show
the simultaneous TBW fit to the measured data points (except J/ψ) and the TBW predictions for η,
η′, and ω with the same core TBW parameters. The dashed lines show the TBW fit to the measured
J/ψ and the prediction for the ψ′.

193 GeV are scaled with the relative pion yields, Rπ0 (shown in Tab. 4.4), with respect
to Au + Au minimum-bis collisions at 200 GeV. The dN/dy of J/ψ and ψ′ are scaled
by relative Ncoll. The quoted systematic uncertainties of the hadron yields are the same
as that of Au + Au collisions at 200 GeV. The input pT spectra of cocktail hadron com-
ponents for different centralities in U + U collisions at 193 GeV, are also the same as
those (using the similar TBW function fit to the available data) of the corresponding
centralities in Au + Au collisions at 200 GeV. The heavy flavor contributions to the
hadronic cocktail will be discussed later.

>part<N
0 50 100 150 200 250 300 350 400

>
pa

rt
dN

/d
y/

<0
.5

N

0.6

0.8

1

1.2

1.4

1.6

1.8

2

2.2

2.4

 / ndf 2χ  0.2487 / 6

Prob   0.9997

p0        0.08866± 1.403 

p1        0.0003923± 0.00119 

 / ndf 2χ  0.2487 / 6

Prob   0.9997

p0        0.08866± 1.403 

p1        0.0003923± 0.00119 

AuAu@200GeV

UU@193GeV
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Table 4.4: The scale factors (Rπ0) for different centralities in U + U collisions at 193 GeV, with
respect to the dNπ0/dy (98.49) Au + Au minimum-bias collisions at 200 GeV.

Centrality (%) dNπ0/dy Rπ0 ⟨Ncoll⟩
0-80 115.76 1.175 350.08
60-80 15.72 0.160 22.48
40-80 33.35 0.339 63.05
40-60 51.65 0.524 103.61
10-40 165.90 1.684 467.44
0-10 358.48 3.640 1146.12

Once the kinematics (pT , η, and ϕ) of the parent hadron obtained, the kinematics of
the daughter electrons are determined by the decay kinematics. The electron pair mass
depends on the parent particle and the decay mode (two-body decay or Dalitz decay).
The electron pair mass of two-body decay follows a narrow Breit-Wigner distribution
as given in Eq. 4.9

dN

dMee

=
2Γ0

(Mee −Mh)2 + Γ2
0/4

(4.9)

where the Γ0 represents the PDG [103] width, andMh is the mass of the hadron which
decays into the dielectron. The electron pair mass (Mee) is constrained to [2me, 4
GeV /c2], where the me is the electron mass. The electron pair mass of Dalitz decay
follows the Kroll-Wada formula [104] as given in Eq. 4.10,

dN

dMee

= PS · |F (M2
ee)|2 ·QED (4.10)

Where PS is the phase space term defined in Eq. 4.11. The Mh is mass of the hadron
which undergoes a Dalitz decay process (h → Xe+e−) and X is the third daughter
particle with a massMX . if X is massless (e.g. γ in π0, η, η′ Dalitz decay), the phase
space term simplifies to Eq. 4.12.

PS =

(
(1 +

M2
ee

M2
h −M2

X

)2 − 4M2
hM

2
ee

(M2
h −M2

X)
2

) 3
2

(4.11)

PS =

(
1− M2

ee

M2
h

)3

(4.12)

The QED term is described by Eq. 4.13, where N represents a degeneracy factor
that depends on how many photons can convert. N is 4 for ω and ϕ while it is 2 for
other hadrons undergoing Dalitz decay process, involved in this analysis. The α is the
fine-structure constant (∼1/137).

QED =
N · α
3π

√
1− 4m2

e

M2
ee

(
1 +

2m2
e

M2
ee

)
1

Mee

(4.13)
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The F (M2
ee) is the electromagnetic form factor. The form factor, described in

Eq. 4.14, is used for almost all Dalitz decay involved in this analysis except η′.

|F (M2
ee)|2 =

(
1

1−M2
eeΛ

−2

)2

(4.14)

where the Λ−2 is the form factor slope, listed in Tab. 4.5. For π0 the form factor is
usually given by Eq. 4.15,

|F (M2
ee)|2 =

(
1 +M2

eeΛ
−2
)2 (4.15)

For η′, the form factor is given by Eq. 4.16. The Λ−2 and Γ2
0 are from the fit to the data

presented in [107], where the Λ−2 and Γ2
0 are 1.8396 and 1.99 × 10−2, respectively.

|F (M2
ee)|2 =

1

(1−M2
eeΛ

−2)2 + Γ2
0Λ

−2
(4.16)

Table 4.5: The electromagnetic form factor slope of mesons.

Meson Λ−2

π0 1.756 [105]
η 1.95 [106]
η′ 1.8396 [107]
ω 2.24 [106]
ϕ 3.8 [108]

The correlated heavy flavor contributions (cc, bb, and Drell-Yan) to the cocktail are
obtained from the PYTHIA [98] simulation. These three sources are first simulated in p
+ p collisions and then scaled byNcoll, listed in Tab. 4.4, to account for the contributions
inU+U collisions. The parameter settings (other parameters use the STARdefault tune)
for different heavy flavors in PYTHIA (version 6.419) are listed below:

(i) cc: MSEL = 4 (c trigger), PARP(91) = 1 (⟨kT ⟩ = 1.0 GeV/c), PARP(67) = 1.0
(parton shower level).

(ii) bb: MSEL = 5 (b trigger), PARP(91) = 1.5 (⟨kT ⟩ = 1.5 GeV/c).

(iii) Drell-Yan: MSEL = 11 (Z0 or γ∗ trigger), PARP(91) = 1.5 (⟨kT ⟩ = 1.5 GeV/c).

The charm settings are tuned to match the STAR measurement of the charmed-meson
spectrum in p + p collisions [109]. The input charm-pair production cross section is also
from the STAR measurements [109, 110]. The Drell-Yan setting are tuned to match the
theoretical calculation, and the same PYTHIA settings (except trigger setting) are used
in the bottom simulation. The input bottom and Drell-Yan production cross sections are
σbbpp = 37 µb, σDYpp = 42 nb.
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All the physics results reported in Chap. 5 are not corrected for the STAR detec-
tor resolution. It’s very challenging to precisely reproduce the momentum resolution
through embedding, due to various distortion effects in the TPC in the high luminosity
RHIC environment. However, a data-driven method is involved in the hadronic cock-
tail simulation, accounting for these effects [54]. In the Run12 U + U minimum-bias
embedding, the reconstructed electron precT probability at a given input pMC

T can be de-
scribed by a double crystal ball function, given in Eq. 4.17

P (precT , pMC
T ) ∝


A× (B −R)−n, R < −α

e−
R2

2 , −α ≤ R < β

C × (D +R)−m, R ≥ β

(4.17)

with

A =

(
n

|α|

)n

× e−
α2

2

B =
n

|α|
− |α|

C =

(
m

|β|

)m

× e−
β2

2

D =
m

|β|
− |β|

R =

(
precT − pMC

T

pMC
T

− µ

)
/
σpT
pT

(4.18)

where n = 1.29, α = 1.75, m = 2.92, and β = 1.84 in Run10 and Run11 Au + Au
minimum-bias collisions at 200 GeV [54], are employed in this analysis. The µ = -
0.001 is slightly shifted from 0, because the energy loss is taken into account for STAR
tracking with an assumption that all tracks are pions.

The electron pT resolution (σpT /pT ) as a funtion of pT is evaluated from Run12 U
+ U embedding, shown in Fig. 4.29. This distribution can be described by Eq. 4.19,

σpT /pT =
√
(a× pT )2 + b2 (4.19)

The two parameters of Eq. 4.19 are tuned to match the J/ψ signal from the simulation
with that from data. These two parameters used in this analysis are also the same as that
used in Run10 and Run11 minimum-bias collisions at 200 GeV [54], which are a = 6.0
× 10−3 c/GeV and b = 8.3 × 10−3.

Figure 4.30 shows the cocktail simulation within STAR acceptance including the
light hadrons decay and correlated heavy flavor decay in U +Uminimum-bias collisions
at 193 GeV. The cocktails of different acceptance settings and the cocktail within STAR
acceptance including the detector efficiency losses in U + U minimum-bias collisions
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Figure 4.29: The transverse momentum resolution for positron as a function of pT from Run12 U
+ U minimum-bias embedding sample.

at 193 GeV are depicted in Fig. 4.31. As discussed in Sec. 4.4.2, the dielectron pair
efficiency within STAR acceptance and STAR acceptance factor can be evaluated from
Fig. 4.31.
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4.6 Systematic Uncertainties

The sources of the systematic uncertainty that contribute to the final result in this
analysis are listed below:

(i) Background subtraction.

(ii) Hadron contamination.
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(iii) Efficiency correction.

(iv) Cocktail simulation.

Background subtraction In this analysis, the acceptance corrected like-sign back-
ground is subtracted for obtaining the raw signal. Where the acceptance factor is cal-
culated by the the ratio of the mixed-event unlike-sign and like-sign distribution. The
systematic uncertainty of the acceptance factor can be evaluated by varying the event
categories (varying the number of Vz, centrality and event-plane bins) and event-pool
size. The difference between 2-D (Mee, peeT ) and 1-D (Mee) acceptance corrections is
also taken into account.

Hadron contamination The identified electron candidates contain a small amount of
fast hadrons, as discussed in Sec. 4.2.3. If these hadrons are correlated with other par-
ticles (e.g. resonance decays), they may contribute into the final signal spectrum. The
electron purity and the relative ratios of hadron over electron in the identified electron
sample are shown in Fig. 4.9 and Fig. 4.32, respectively. To estimate the contribution of
the hadron contamination, the pure hadron samples are firstly selected by a tightm2 cut
(shown in Fig. 4.3). We randomly picked hadrons from these pure samples according
to the hadron contamination levels in both total and the pT differential yields, creating
a hadron pool. The same procedure used in the dielectron analysis is applied to the
hadron contamination pool to estimate the e−h and h−h contribution. The effect in U
+ U collisions at 193 GeV should be similar to that in Au + Au collisions at 200 GeV.
According to the published STAR dielectron long paper [54], the relative contribution
to the final spectrum is <5% between 1 and 3 GeV/c2.
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Efficiency correction The systematic uncertainty caused by efficiency correction in-
cludes uncertainties on the single track efficiency which is folded into the pair effi-
ciency, the pair efficiency evaluated by different methods and the ϕV cut efficiency.
The systematic uncertainty on TPC tracking efficiency (nHitsFit, dca) is evaluated by
varying the selection cuts in the data andMC embedding at the same time and then com-
paring the difference between the change of data and MC embedding. The systematic
uncertainties on nHitsDedx cut, nσe cut and the TOF matching are evaluated by com-
paring the corresponding efficiency differences between different pure electron samples
(using different invariant mass cuts to select the pure electron samples). The systematic
uncertainty on the 1/β cut efficiency is evaluated by comparing the efficiency differ-
ence between direct bin counting method and Gaussian fit (discussed in Sec. 4.4.1.4).
These systematic uncertainties owing to the single track efficiency are summarized in
Tab. 4.6. Due to the unknown heavy flavor correlation in the medium, two extreme
methods (discussed in Sec. 4.4.2) are employed to fold the single track efficiency into
the pair efficiency. The difference of the pair efficiency between these two methods are
also taken into account for the efficiency correction systematic uncertainty. The sys-
tematic uncertainty of the ϕV cut efficiency is evaluated by comparing the difference
between the efficiency from the π0 embedding sample and the virtual photon decay
sample.

Cocktail simulation The systematic uncertainty of the cocktail simulation is evalu-
ated by folding the systematic uncertainties of meson yields and the heavy flavor cross
sections.

The systematic uncertainties of the final dielectron invariant mass spectra are sum-
marized in Fig. 4.33. The total systematic uncertainty, shown in Fig. 4.33, is obtained
by a direct sum of the contribution of each individual component listed at the beginning
of this section.

Table 4.6: Systematic uncertainties on single track efficiency.

Component Uncertainty (%)

TPC

nHitsFit 3.4
DCA 1.8

nHitsdEdx 1.1
nσe 0.5

TOF Matching 1.4
1/β 2.4

Total 4.9
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Chapter 5 Results and Discussion

After the like-sign background removal, the raw spectra are then corrected for the
detector efficiency losses. The invariant mass, transverse momentum, and centrality
differential measurements of dielectron yields within STAR acceptance, compared to
Monte-Carlo hadronic contributions (excluding ρ-meson) and model calculations, are
reported in this chapter. In particular, the dielectron production at very low pT (pT <
0.15 GeV/c) in peripheral collisions which may have a link to the photoproduction, are
also discussed. Furthermore, the detector acceptance corrections for the excess spectra
(dielectron invariant mass spectrum with hadronic contributions except ρ-meson re-
moved) are applied. System-size and energy dependences of low mass excess yield are
reported together with model comparisons.

5.1 Dielectron Invariant Mass Spectra in Minimum-Bias Collisions

The dielectron invariant mass spectrum measured within STAR acceptance ( peT >
0.2 GeV/c, |ηe| < 1 and |yee| < 1) in U +Uminimum-bias collisions (0 - 80%) at√sNN =
193 GeV is shown in the top panel of Fig. 5.1. The vertical bars represent the statistical
errors while the gray boxes represent the systematic uncertainties of the data. The data
are compared with the hadronic cocktail simulation without the ρ meson contribution.
The ρ meson is expected to be modified by the hot, dense medium created in U + U
collisions, thus the contribution of ρ mesons is left for theoretical input which will be
discussed later. The data over hadronic cocktail ratio as a function of invariant mass is
shown in the bottom panel of Fig. 5.1. The yellow band is the systematic uncertainty
of the cocktail simulation. A significant enhancement of dielectron yields is observed
with respect to the hadronic cocktail simulation without ρ contribution in the LMR. The
data, integrated in the ρ-like mass region (0.30 <Mee < 0.76 GeV/c2), is a factor of 2.11
± 0.11(stat.) ± 0.23(sys.) ± 0.27(cocktail) larger than the cocktail simulation. In the
IMR, the cocktail is dominated by the charm contribution, and the measured dielectron
yields are consistent with the cocktail simulation. However, no conclusive evidence for
contributions from other sources (e.g. QGP thermal radiation) can be ruled out due to
the limits of the data precision and our present understanding of the modification of the
charmed hadron production in heavy-ion collisions.

As mentioned in the Sec. 1.3, theoretical calculations suggest that the vector me-
son spectral functions will undergo modifications in a hot and dense hadronic medium,
which are considered as a link to chiral symmetry restoration. There are two chiral
symmetry restoration scenarios commonly used in calculations: (a) the drop of pole
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Figure 5.1: (Top) Dielectron invariant mass spectrum within STAR acceptance (peT> 0.2 GeV/c,
|ηe| < 1, and |yee| < 1) in U + U minimum-bias collisions at √sNN = 193 GeV, compared with
hadronic cocktail simulation (solid line) including light hadron decays and correlated heavy fla-
vor decays (dashed lines). (Bottom) The ratio of dielectron yield over cocktail with a theoretical
model [18–21] comparison. Gray boxes represent the systematic uncertainties of the data. Yellow
bands depict systematic uncertainties of the cocktail simulation.

mass [16] and the broadening of the spectral function [17–21]. The precise measure-
ments from the NA60 experiment at√sNN = 17.3 GeV demonstrated that an in-medium
broadened ρ scenario could reproduce the low mass dilepton enhancement, while the
dropping mass scenario failed to describe this enhancement [42, 45]. With the total
baryon density nearly a constant and the dilepton emission rate dominant in the critical
temperature from top RHIC energy down to the top SPS energy, the characteristic of
dilepton production in the LMR region is expected to be similar between RHIC and SPS.
However, the QGP contribution is expected to become sizable forMll > 1.5 GeV/c2 at
top RHIC energy owing to a well-established partonic phase [18].

A model calculation (“macroscopic effective many-body theory model”) contain-
ing a broadened ρ spectral function (HG_med) and QGP thermal radiation from Rapp
et al. [18–21] is added to the hadronic cocktail and compared with the data. The com-
parison shows the model calculation is consistent with the data within uncertainties,
as shown in the bottom panel of Fig. 5.1. The model calculation involves a realistic
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space-time evolution, and the dielectron yields in the model calculation are integrated
over the full space-time evolution and filtered by STAR acceptance. In this model, the
dilepton production in the hadronic medium is calculated via electromagnetic correla-
tors based on the vector-meson dominance model (VDM) approach trough a macro-
scopic (thermal) medium evolution. The ρ-meson propagator is calculated from the
interactions of the ρ with mesons and baryons. The dilepton yields are determined by
the ρ propagator in the medium with an assumption of a thermal equilibrated hadronic
medium. Many theoretical calculations [24–26] show that the coupling with baryons in
the medium plays a dominate role in the broadening of the ρ spectral function. Thus,
the medium total baryon density is a critical factor in determining the dielectron yield
in heavy-ion collisions at these energies. The dilepton production in the partonic phase
(QGP) is calculated via perturbative qq̄ annihilation with nonperturbative corrections
inferred from lattice QCD. The theoretical calculation has demonstrated that the dilep-
ton emission rates from the hadronic medium should be equivalent to the rates from
the partonic phase, dominant in the critical temperature (Tc) region, which is known as
“parton-hadron” duality [27].

5.2 pT Dependence of The Dielectron Spectra

The differential measurements of dielectron spectra within STAR acceptance in
various pT bins, together with the corresponding hadronic cocktails, are shown in the left
panel of Fig. 5.2. The corresponding ratios of data over cocktail simulations are shown
in the right panel of Fig. 5.2. Enhancements in the LMR are consistently observed
compared with corresponding hardronic cocktails in all pT bins. These enhancements
can be consistently described by the broadened ρ model calculation discussed in last
section. To quantitatively describe the enhancements, the ratios of data over cocktail
simulations and integrated dielectron yields in the ρ-like mass region (0.30 < Mee <

0.76 GeV/c2) are calculated and summarized in Tab. 5.1. The relative enhancement in
the data compared to the cocktail has no obvious pT dependence.

5.3 Centrality Dependence of The Dielectron Spectra and Low-Mass
Excess Yields

The dielectron spectra within STAR acceptance are also studied in various cen-
trality bins (0-10%, 10-40%, and 40-80%). The dielectron spectra together with the
hadronic cocktails are shown in the left panel of Fig. 5.3 while the ratios of data over
cocktail are shown in the right panels. The same broadened ρ model calculations are
added to the ratio plots for comparison. The ratios of data over cocktail simulations and
integrated dielectron yields in the ρ-like mass region (0.30 < Mee < 0.76 GeV/c2) are
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summarized in Tab. 5.2. The enhancement factor with respect to the cocktail (data/cocktail)
in the ρ-like mass region does not show a significant centrality dependence within the
uncertainty. The correlated charm contributions, which become very important in the
mass region in the mass region 0.50 < Mee < 3.0 GeV/c2, are all taken from the
PYTHIA simulation (discussed in Sec. 4.5) and then scaled by Ncoll.

Table 5.1: The pT dependence of the integrated yields and enhancement factor with respect to cock-
tail within STAR acceptance in the ρ-like mass region (0.30 < Mee < 0.76 GeV/c2).

pT (GeV/c) Yield (×10−3) Yield/Cocktail
0-0.5 1.55 ± 0.17 ± 0.39 2.16 ± 0.24 ± 0.54
0.5-1.0 1.69 ± 0.15 ± 0.31 1.82 ± 0.16 ± 0.33
1.0-1.5 0.83 ± 0.08 ± 0.16 2.68 ± 0.25 ± 0.50
1.5-5.0 0.31 ± 0.04 ± 0.07 3.12 ± 0.39 ± 0.75

Table 5.2: The centrality dependence of the integrated yields and enhancement factor with respect
to cocktail within STAR acceptance in the ρ-like mass region (0.30 < Mee < 0.76 GeV/c2).

Centrality (%) Yield (×10−3) Yield/Cocktail
0-10 16.49 ± 2.47 ± 1.84 2.23 ± 0.33 ± 0.25
10-40 5.97 ± 0.41 ± 0.68 1.88 ± 0.13 ± 0.22
40-80 0.98 ± 0.06 ± 0.10 1.90 ± 0.12 ± 0.20
0-80 4.74 ± 0.26 ± 0.51 2.11 ± 0.11 ± 0.23

Figure 5.4 shows the dielectron excess invariant mass spectra (data - cocktail)
within STAR acceptance in the mass region 0.3 < Mee < 1.25 GeV/c2 for 40-80%,
10-40%, and 0-10% U + U collisons at √sNN = 193 GeV. From Fig. 5.3 (right panels)
and Fig. 5.4, we can see that the broadened ρ model calculation can well describe the
LMR region enhancements for all centrality bins. The dielectron mass integral excess
yields within STAR acceptance in the ρ-like mass region scaled by Npart (number of
participants) as a function of Npart are shown in Fig. 5.5. The integral excess yields in
U + U collisons at√sNN = 193 GeV, following a similar trend in Au + Au collisons at
√
sNN = 200 GeV [54], increase faster thanNpart scaling as a function of centrality, in-

dicating that the dielectron yields in the ρ-like region are sensitive to the QCD medium
dynamics, as expected by the theoretical calculations [15, 21].

5.4 STAR Acceptance-corrected Dielectron Spectrum and Excess
Yields

To quantify the excess yields and quantitatively study the medium properties, the
excess spectra are needed to be corrected for the detector acceptance. The acceptance
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correction is evaluated by a Toy Monte Carlo simulation using virtual photon as in-
put (see details in Sec. 4.4.2), and the 2-D acceptance correction factor for U + U
minimum-bias collisions at 193 GeV can be found in the left panel of Fig. 4.25. The
STAR acceptance-corrected excess spectrum for U + U minimum-bias collisions at 193
GeV is shown in Fig. 5.6. The spectrum are normalized by charged particle density at
mid-rapidity (dNch/dy) to cancel out the volume effect, and compared with the same
broadened ρ model calculation from Rapp et al. [18, 20, 21]. The model calculation
is consistent with the acceptance-corrected excess invariant mass spectra within un-
certainty. To quantitatively compare the excess in the LMR, the dNch/dy normalized
integral yields of excess invariant mass spectra in the mass region 0.4 < Mll < 0.75
GeV/c2 for different collision species and collision energies as a function of dNch/dy

are shown in Fig. 5.7. The lifetime given by the same model calculations, which con-
sistently describe the dielectron excess of SPS and RHIC data [41, 42, 51, 54], are also
shown as dashed lines and horizontal bars in Fig. 5.7. We can clearly see the theoretical
medium lifetime has collision energy dependence and strong centrality dependence in
U + U collisions at 193 GeV and Au + Au collisions at 200 GeV. The normalized inte-
gral excess yields have a centrality dependence and increase from peripheral to central
collisions in U + U collisions at √sNN = 193 GeV and Au + Au collisions at √sNN =
200 GeV. Moreover, the normalized integral yields of the most central U + U collisions
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at√sNN = 193 GeV and Au + Au collisions at√sNN = 200 GeV are higher than those
at lower energies. With total baryon density nearly a constant (as shown in Fig. 7.5)
and the dilepton emission rate dominant in the critical temperature region (Tc) at

√
sNN

= 17.3 - 200 GeV, the normalized integral excess yields in LMR is proportional to the
medium lifetime [14]. Those measurements indicate that the hot and dense medium cre-
ated in central U + U collisions at √sNN = 193 GeV and Au + Au collisions at √sNN
= 200 GeV has longer lifetime than those in peripheral or low-energy collisions, which
enhances the dilepton production from thermal radiation.
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Figure 5.6: STAR acceptance-corrected dielectron excess invariant mass spectra, normalized by
dNch/dy, in minimum-bias U + U collisions at 193 GeV (red squares) and Au + Au collisions at
200 GeV (black dots). A model calculation for Au + Au collisions at 200 GeV (red solid curve) [18–
21] containing a broadened ρ spectral function in hadronic medium (blue dashed curve) and QGP
thermal radiation (magenta dashed curve) is compared with data.

5.5 Low pT Dielectron Production in U + U Peripheral Collisions

The photoproduction ρ0, J/ψ and ψ(2S) in the ultra-peripheral heavy-ion colli-
sions have been reported by STAR, PHENIX and ALICE collaborations [112–115].
These results are consistent with the theoretical models for the coherent photoproduc-
tion. Recently, an excess J/ψ yield at very low transverse momentum (pT < 0.3 GeV/c)
in peripheral Pb + Pb collisions has been reported by ALICE [117]. The observed ex-
cess is interpreted with coherent photoproduction of J/ψ at the moment. If the ρmeson
can be produced via coherent photoproduction process in the peripheral heavy-ion colli-
sions, it might sit in QGP. This will provide a direct probe of the QGP. In the following
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two sub-sections, the low pT dielectron productions in U + U peripheral collisions at
√
sNN = 193 GeV are discussed.

5.5.1 The pT Dependence of Dielectron Mass Spectra for Different Centralities.

The U + U minimum-bias data sample is divided into four centrality classes (0-
10%, 10-40%, 40-60%, and 60-80%) according to the uncorrected charge particle den-
sity (discussed in Sec. 4.2). For each centrality class, the dielectron mass spectra within
STAR acceptance are studied in there pT bins (0-0.15GeV/c, 0.15-0.30GeV/c, and 0.30-
10.0 GeV/c). Figure 5.8 shows the efficiency-corrected mass spectrum within STAR
acceptance at very low pT (pT < 0.15 GeV/c) in peripheral U + U collisions (60-80%),
where a significant enhancement with respect to hadronic cocktail simulation (with-
out ρ contribution) can be observed for the entire mass region. The pT distributions
of hadrons used in cocktail simulation at very low pT are extrapolated from the mea-
surements at higher pT . The integrated yield in 0.40 < Mee < 0.76 GeV/c2, is a factor
of 16.4 ± 1.1(stat.) ± 2.6(sys.) ± 4.2(cocktail) larger than the cocktail simulation.
While the relative enhancement factor in 2.8 < Mee < 3.2 GeV/c2 (J/ψ mass region)
is 20.4 ± 4.2(stat.) ± 3.0(sys.) ± 3.2(cocktail). Figure 5.9 depicts the corresponding
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excess spectrum (data-cocktail) together with the same broadened ρ model calculation
discussed in Sec. 5.1. The broadened ρ theoretical model calculation for the central-
ity 60-80% is evaluated from that of minimum-bias (0-80%) by Npart scaling. We can
clearly see that the broadened ρmodel calculation can not account for the excess yields
in the mass region 0.40 < Mee < 0.76 GeV/c2. Thus, there are significant contribu-
tions from other sources, such as coherent photoproduction. The mass spectra in the
pT region 0.15 < pT < 0.30 GeV/c and 0.30 < pT < 10.0 GeV/c in the same central-
ity class are shown in Fig. 5.10. An enhancement still can be observed, especially in
the J/ψ mass region, in 0.15 < pT < 0.30 GeV/c though the statistics is limited. The
enhancement factors in 0.40 < Mee < 0.76 GeV/c2 and J/ψ mass region in different
pT regions in various centrality classes (except centrality 0-10% bin due to the limited
statistics) are listed in Tab. 5.3. These enhancement factors listed in Tab. 5.3 reveal the
enhancement mostly happens at very low pT in peripheral collisions.

)2 (GeV/ceeM
0 0.5 1 1.5 2 2.5 3 3.5 4

)
-1 )2

 (
(G

eV
/c

ee
dN

/d
M

8−10

7−10

6−10

5−10

4−10

3−10
Centrality: 60-80%

<0.15 GeV/c
T

0.00<p

Figure 5.8: Dielectron invariant mass spectrum
within STAR acceptance (peT> 0.2 GeV/c, |ηe| <
1, and |yee| < 1) at very low pT (pT < 0.15
GeV/c) in U + U peripheral collisions (60-80%) at
√
sNN = 193 GeV, compared with hadronic cock-

tail simulation (black solid line). Gray boxes de-
pict the systematic uncertainties of the data. Yel-
low bands depict systematic uncertainties of the
cocktail simulations.

)2 (GeV/ceeM
0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

)
-1 )2

 (
(G

eV
/c

ee
dN

/d
M

0

0.2

0.4

0.6

0.8

1
3−10×

Sum
ρIn_Med 

QGP

Data - Cocktail

Centrality: 60-80%
<0.15 GeV/c

T
0.00<p

Figure 5.9: Mass spectra of the excess (data
- cocktail) within STAR acceptance in LMR at
very low pT (pT < 0.15GeV/c) in U +U periph-
eral collisions (60-80%), together with a broad-
ened ρ model calculation (red solid line). Gray
boxes represent the systematic uncertainties of
the data. Dark violet brackets represent the to-
tal systematic uncertainties including those from
cocktail simulation.

5.5.2 The pT Spectra for Different Mass Regions in Different Centralities.

To gain more insight into the dielectron enhancement at very low pT in the periph-
eral U + U collisions at√sNN = 193 GeV, the pT spectra in different mass regions (0.40
< Mee < 0.76 GeV/c2, 1.20 < Mee < 2.67 GeV/c2, 2.8 < Mee < 3.2 GeV/c2) in var-
ious centrality classes (10-40%, 40-60%, and 60-80%) are studied. The enhancement
yields may be from different sources, such as γ+Pomeron→ e+e− and γ+γ → e+e−

processes [112, 114]. The pT spectra of these two process may be different. Thus, it
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Table 5.3: The pT dependence of the enhancement factor with respect to cocktail within STAR
acceptance in 0.40 < Mee < 0.76 GeV/c2 and 2.8 < Mee < 3.2 GeV/c2 in various centrality bins.

pT region (GeV/c) Centrality (%)
Yield/Cocktail

(0.4 < Mee < 0.76 GeV/c2)
Yield/Cocktail

(2.8 < Mee < 3.2 GeV/c2)

0 < pT < 0.15
60-80 16.4 ± 1.1 ± 2.6 20.4 ± 4.2 ± 3.0
40-60 5.4 ± 1.0 ± 1.0 7.8 ± 1.5 ± 1.4
10-40 3.1 ± 0.9 ± 0.6 2.8 ± 1.2 ± 0.7

0.15 < pT < 0.3
60-80 1.4 ± 0.7 ± 0.4 3.5 ± 1.0 ± 0.5
40-60 1.2 ± 0.6 ± 0.3 1.2 ± 0.7 ± 0.3
10-40 1.1 ± 0.6 ± 0.4 2.8 ± 0.7 ± 0.6

0.3 < pT < 10
60-80 1.3 ± 0.2 ± 0.2 1.8 ± 0.1 ± 0.3
40-60 1.7 ± 0.2 ± 0.3 1.2 ± 0.1 ± 0.2
10-40 2.2 ± 0.2 ± 0.4 0.9 ± 0.1 ± 0.2

would be helpful to compare the pT spectra for different mass regions for understanding
the enhanced signals. The efficiency-corrected pT spectra within STAR acceptance in
different mass regions in different centrality classes are shown in Fig. 5.11. From the
pT spectra, we can clearly observe significant enhancements in the low pT region (typ-
ically pT < 0.1 GeV/c) for all the three mass regions in the most peripheral (60-80%)
collisions, and the enhancements decrease toward central collisions. Moreover, the pT
spectra in all the three mass regions have a fairly sharp transition around 0.1 GeV/c.

80



Chapter 5 Results and Discussion

 (GeV/c)
T

p
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

)
-1

 (
(G

eV
/c

)
T

dN
/d

p

6−
10

5−
10

4−10

3−
10

2−10
Centrality: 60-80%

<0.76 GeV/cee0.40<M

 (GeV/c)
T

p
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

)
-1

 (
(G

eV
/c

)
T

dN
/d

p

7−10

6−
10

5−
10

4−10

3−
10

Centrality: 60-80%
<2.67 GeV/cee1.20<M

 (GeV/c)
T

p
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

)
-1

 (
(G

eV
/c

)
T

dN
/d

p

6−
10

5−
10

4−10
Centrality: 60-80%

<3.20 GeV/cee2.80<M

 (GeV/c)
T

p
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

)
-2

dy
) 

((
G

eV
/c

)
T

dp
T

pπ
N

/(
2

2
d

8−
10

7−10

6−
10

5−
10

4−10

3−
10

2−10

1−10
Centrality: 60-80%

<0.76 GeV/cee0.40<M

 (GeV/c)
T

p
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

)
-2

dy
) 

((
G

eV
/c

)
T

dp
T

pπ
N

/(
2

2
d

9−
10

8−
10

7−10

6−
10

5−
10

4−10

3−
10

2−10
Centrality: 60-80%

<2.67 GeV/cee1.20<M

 (GeV/c)
T

p
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

)
-2

dy
) 

((
G

eV
/c

)
T

dp
T

pπ
N

/(
2

2
d 7−10

6−
10

5−
10

4−10
Centrality: 60-80%

<3.20 GeV/cee2.80<M

 (GeV/c)
T

p
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

)
-1

 (
(G

eV
/c

)
T

dN
/d

p

6−
10

5−
10

4−10

3−
10

2−10
Centrality: 40-60%

<0.76 GeV/cee0.40<M

 (GeV/c)
T

p
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

)
-1

 (
(G

eV
/c

)
T

dN
/d

p

7−10

6−
10

5−
10

4−10

3−
10

Centrality: 40-60%
<2.67 GeV/cee1.20<M

 (GeV/c)
T

p
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

)
-1

 (
(G

eV
/c

)
T

dN
/d

p

7−10

6−
10

5−
10

4−10

Centrality: 40-60%
<3.20 GeV/cee2.80<M

 (GeV/c)
T

p
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

)
-2

dy
) 

((
G

eV
/c

)
T

dp
T

pπ
N

/(
2

2
d

7−10

6−
10

5−
10

4−10

3−
10

2−10

1−10
Centrality: 40-60%

<0.76 GeV/cee0.40<M

 (GeV/c)
T

p
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

)
-2

dy
) 

((
G

eV
/c

)
T

dp
T

pπ
N

/(
2

2
d

9−
10

8−
10

7−10

6−
10

5−
10

4−10

3−
10

2−10
Centrality: 40-60%

<2.67 GeV/cee1.20<M

 (GeV/c)
T

p
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

)
-2

dy
) 

((
G

eV
/c

)
T

dp
T

pπ
N

/(
2

2
d

8−
10

7−10

6−
10

5−
10

4−10

3−
10

Centrality: 40-60%
<3.20 GeV/cee2.80<M

 (GeV/c)
T

p
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

)
-1

 (
(G

eV
/c

)
T

dN
/d

p

5−
10

4−10

3−
10

2−10

Centrality: 10-40%
<0.76 GeV/cee0.40<M

 (GeV/c)
T

p
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

)
-1

 (
(G

eV
/c

)
T

dN
/d

p

7−10

6−
10

5−
10

4−10

3−
10

2−10 Centrality: 10-40%
<2.67 GeV/cee1.20<M

 (GeV/c)
T

p
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

)
-1

 (
(G

eV
/c

)
T

dN
/d

p

7−10

6−
10

5−
10

4−10

3−
10

Centrality: 10-40%
<3.20 GeV/cee2.80<M

 (GeV/c)
T

p
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

)
-2

dy
) 

((
G

eV
/c

)
T

dp
T

pπ
N

/(
2

2
d

6−
10

5−
10

4−10

3−
10

2−10

1−10
Centrality: 10-40%

<0.76 GeV/cee0.40<M

 (GeV/c)
T

p
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

)
-2

dy
) 

((
G

eV
/c

)
T

dp
T

pπ
N

/(
2

2
d

7−10

6−
10

5−
10

4−10

3−
10

2−10
Centrality: 10-40%

<2.67 GeV/cee1.20<M

 (GeV/c)
T

p
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

)
-2

dy
) 

((
G

eV
/c

)
T

dp
T

pπ
N

/(
2

2
d

7−10

6−
10

5−
10

4−10

3−
10

Centrality: 10-40%
<3.20 GeV/cee2.80<M

Figure 5.11: The efficiency-corrected dN/dpT spectra and cross section as a function of pT within
STAR acceptance in 0.40< Mee < 0.76 GeV/c2 (Left column), 1.20< Mee < 2.67 GeV/c2 (Middle
column), 2.8< Mee < 3.2 GeV/c2 (Right column) in 60-80% (Top two rows), 40-60% (Middle two
rows) and 10-40% (Bottom two rows). Grey boxes (arrows) depict the systematic uncertainties of
data.
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Chapter 6 R&D of Gaseous Detectors for Particle
Identification

My Ph.D work starts with the R&D of two different kinds of gaseous detectors.
One is Mini-drift THick Gas Electron Multiplier Chamber (THGEM) used as the read-
out of TransitionRadiationDetector (TRD), the other isMulti-gapResistive Plate Cham-
ber (MRPC) for Beijing Spectrometer end-cap Time of Flight (eTOF) upgrade. The
R&D motivations and test results of these two gaseous detectors will be discussed in
the following sections.

6.1 THGEM for TRD

An Electron Ion Collider (EIC) [118] will probe with unprecedented precision the
low Bjorken-x domain where gluons and sea quarks dominate for both nucleons and
nuclei. A possible realization of the accelerator facility based on RHIC, called eRHIC,
has been proposed [119]. The STAR was planned to evolve into eSTAR with a suite of
upgrades optimized for the EIC physics program, and the eSTAR detector performance
and a broad range of flagship measurements were studied through simulation [120].
One of the major experimental challenges was to cleanly identify the scattered electron.
Thus, a compact TRD located in forward rapidity (-2 < η < -1), was proposed [121].
The proposed TRD based on THGEM, provides dE/dxmeasurement in addition to the
transition radiation (TR) signal and tracklet reconstruction capability. The operation
principle and design of the THGEM based TRD chamber is depicted by Fig. 6.1. The
TRD serves two functions. Firstly, it provides additional dE/dx measurement at the
entire momentum range. This is essential for small angle scattering, where only a small
section of the particle trajectory falls within the tracking detector acceptance, resulting
in few hits in the tracking detector and worse dE/dx resolution (1/

√
N rule). Through

the simulation [121], TRD with 300 µm spatial resolution is enough for tracking due
to the thick TRD radiator and material in the TPC endcap. Secondly, it adds necessary
TR signal to particles at high momentum. The TR threshold is around γ > 1000∼2000.
From a practical standpoint, only electrons provide such radiation into the ionization
chamber in the TRD, boosting the effective electron dE/dx to even higher values from
the existing relativistic rise.

6.1.1 The THGEM Chamber

The THGEM chamber, one of the most recently developed micropattern gas de-
tectors, is a robust, high-gain gaseous electron multiplier, and has a hole-structure [122,
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Figure 6.1: Schematic of the THGEM based TRD.

123]. It is manufactured economically by mechanically drilling sub-millimeter diam-
eter holes in a thin printed-circuit board (PCB), followed by Cu-etching of the hole’s
rim.

Figure 6.2: The structure of the THGEM foil.
Figure 6.3: The read-
out board structure of the
THGEM chamber.

The THGEM chamber in this study uses three THGEM foils in cascade. The foil
structure is shown in Fig. 6.2. The major parameters include foil thickness 300 µm,
hole diameter 150 µm, and hole pitch 400 µm. The rim clearance region around the
hole is ∼50 µm. The effective readout area given by the foil is 10×10 cm2. Figure 6.3
depicts the readout board structure of the THGEM chamber. The readout unit, with a
pitch of 800 µm, is strip-style in x direction while pad-style (inter-connected beneath)
in y direction. The thickness of the THGEM chamber ionization gap is 11.3 mm. The
THGEM chamber is placed in a gas-tight aluminum box with a gas mixture (90% Ar +
10% CO2) at atmospheric pressure.

6.1.2 Cosmic Ray Test System Setup

Two different setups of the cosmic ray test system are shown in Fig. 6.4. Three
scintillators read out by photomultipliers, providing trigger for this system, are placed

84



Chapter 6 R&D of Gaseous Detectors for Particle Identification

upstream and downstream of the three GEM chambers. The system consists of two reg-
ular GEM chambers (GEM0, GEM2) and one THGEM chamber (GEM1) in between.
The vertical (z direction) distance between the THGEM chamber and the regular GEM
chamber is 10.5 cm. The readout boards of the two regular GEM chambers, with 3.8
mm ionization gap width, are identical to that of the THGEM chamber. These two GEM
chambers are used to calibrate the THGEM chamber. They can also be used to measure
the cosmic ray tracklet slope to study the track reconstruction capability of the THGEM
chamber. The left setup in Fig. 6.4 with all the detectors aligned vertically is used to
measure the detection efficiency of the THGEM chamber while the right setup with
4.1 cm horizontal offset between the THGEM chamber and the regular GEM chamber
along y direction is used to study other performance of the THGEM chamber, such as
spatial resolution, track reconstruction capability, gain uniformity and stability. The
front end electronics (FEE) of these three GEM chambers are all based on the APV25-
S1 chip [124], and the readout system is almost the same as that of the forward GEM
tracker (FGT) at the STAR experiment [125]. The only difference is that the front end
card has only 2 APV chips rather than 5 used for the FGT. Each readout unit is sampled
in 27 time bins (26.7 ns bin width) along electron drift direction (z direction).

Figure 6.4: Schematic of the two different setups of the cosmic ray test system. Left Panel: The
setup with the THGEM chamber (GEM1) and two regular GEM chambers (GEM0, GEM2) aligned
vertically. Right Panel: The setup with 4.1 cm horizontal offset between the THGEM chamber and
the regular GEM chamber along y direction. The distance between the THGEM chamber and the
regular GEM chamber along z direction is 10.5 cm.

6.1.3 Performance of The THGEM Chamber

Efficiency plateau The detection efficiency is scanned as a function of HV with the
cosmic ray test system to obtain the optimum operating voltage of the THGEMchamber.
The efficiency plateau of the THGEM chamber is shown in Fig. 6.5. The detection
efficiency goes above 90% when the applied HV is higher than -3.5 kV. -3.65 kV is
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selected as the operating HV for the THGEM chamber at which the efficiency is greater
than 94%.

Spatial resolution The performance of the two regular GEM chambers was tested
elsewhere before this cosmic ray test. Their spatial resolutions are found to be better
than 150 µm. The vertically incident cosmic ray tracks (tanθ < 0.1, θ is the zenith
angle) are selected to measure the spatial resolution of the THGEM chamber. Figure 6.6
shows the residual distribution in the x direction, xproject−xmeasure, where xproject is the
cosmic ray trajectory position at the THGEM chamber projected from the two regular
GEM chambers and xmeasure is the hit position measured by the THGEM chamber. The
residual distribution in y direction is very similar. The 1-D spatial resolution of the
THGEM chamber is ∼220 µm after subtracting the contribution from the two regular
GEM chambers.
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Figure 6.5: The efficiency plateau of the
THGEM chamber.
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Figure 6.6: The residual distribution in x direc-
tion.

Electron drift velocity The electron drift velocity in the gas mixture can be obtained
through correlating the hit point’s z position with its corresponding drift time in the
THGEM chamber. The hit point with maximum energy deposit of a large zenith angle
track is selected firstly. The x, y positions (x1, y1) of this point are calculated by the
center of gravity method. The z position (z1) of this point is then derived through the
equation

√
(x0−x2)2+(y0−y2)2

|z0−z2| =

√
(x0−x1)2+(y0−y1)2

|z0−z1| , where x0, y0 are the x, y positions
measured by GEM0 using the center of gravity method while x2, y2 are provided by
GEM2. z0, z2 are the positions of GEM0 and GEM2 along z direction. This process is
depicted in Fig. 6.7. The correlation between z position and its corresponding drift time
is shown in Fig. 6.8(a). The electron drift velocity can then be extracted from a linear
fit to the correlation. The electron drift velocity (at drift E ≈ 0.26 kV/cm) obtained
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using this method is 2.26 cm/µs, consistent with the data commonly used in the litera-
ture [126]. The spatial resolution of the THGEM chamber in z direction can be derived
by plotting the difference of z position projected by two regular GEM chambers and the
z position calculated from the drift velocity and drift time. The overall spatial resolu-
tion in z direction is∼1.1 mm, as Fig. 6.8(b) depicts, including the uncertainty from the
trigger clock distribution (TCD) (∼0.2 mm) and the uncertainty from the THGEM and
the regular GEM chamber spatial resolutions in x, y direction (∼0.8 mm,

√
σ2
x0

+σ2
x1

tanθ
, this

formula is derived under the assumption that the THGEM (GEM) chamber has the same
spatial resolution in x, y direction. σx0 = 0.15 mm is the regular GEM chamber spatial
resolution in x direction while σx1 = 0.22 mm is the THGEM chamber spatial resolu-
tion in x direction. and the average tanθ of the collected cosmic ray is 0.32. With these
contributions subtracted, the intrinsic spatial resolution in z direction of the THGEM
chamber is ∼0.7 mm.

Figure 6.7: The principle of deriving maximum energy deposit point’s z position.

Track reconstruction capability The cosmic ray can be reconstructed just by the
THGEM chamber. Firstly, searching for a hit point for each time bucket. If found,
the x, y positions of this point are calculated using the center of gravity method. Sec-
ondly, all these hit points are fitted by a linear function to obtain the cosmic ray tracklet
slope (tanθ) if the number of points is more than two. Thus, the correlation between
slopeTHGEM (measured by the THGEM chamber itself) and slopeTwo Regular GEMs (the
slope of the same cosmic ray track measured by the two regular GEM chambers) can
be used to study the tracklet slope resolution of the THGEM chamber, which character-
izes the track reconstruction capability. The resolution of tracklet slope obtained by the
two regular GEM chambers is∼10−3 since the distance between the two regular GEMs
along z direction is 21.0 cm and the regular GEM’s spatial resolution in x or y direc-
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Figure 6.8: (a) The correlation between z position of the point with maximum energy deposit and
its corresponding drift time. (b) The residual distribution of z position, zproject is the z position
projected by two regular GEM chambers, zcalculate is the z position calculated from the drift velocity
and drift time.

tion is ∼150 µm. Figure 6.9 shows the correlation between tracklet slope measured by
the THGEM chamber and that measured by the two regular GEM chambers in x direc-
tion, the tracklet slope resolution of the THGEM chamber in x and y direction and the
THGEM chamber tracklet slope resolution as a function of cosmic ray incident angle.
The tracklet slope resolution in x (y) direction is 0.03. Moreover, the results shown in
Fig. 6.9(d) indicate that the tracklet slope resolution deteriorates with increasing inci-
dent angle as previously observed in similar studies [127].

Gain uniformity and stability The readout board of the THGEM chamber is artifi-
cially divided into 6×6 identical sub-regions. The non-uniformity is described using
dE/dx−<dE/dx>

<dE/dx>
, where dE/dx is the average recorded charge for all tracks passing the

given region while <dE/dx> is the average of dE/dx over all regions. The measured
dE/dx of different sub-regions is shown in Fig. 6.10(a). The dE/dx non-uniformity
for most of the sub-regions (32 out of 36) is less than 15% as Fig. 6.10(b) depicts. The
<dE/dx> as a function of operating time for the THGEM can be found in Fig. 6.11.
The THGEM shows an increase of gain in the first 24 hours and remains stable after-
wards.

6.1.4 Summary of The THGEM Cosmic Ray Test

The results of the cosmic ray test reveal the excellent performance of the THGEM
chamber. The detection efficiency of the THGEM chamber is greater than 94% and
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Figure 6.9: (a) The correlation between the tracklet slope measured by the THGEM chamber and
that measured by the two regular GEM chambers in x direction. (b) The residual distribution of the
tracklet slope in x direction. (c) The residual distribution of the tracklet slope in y direction. (d) The
tracklet slope resolution of the THGEM chamber in x or y direction as a function of incident angle.

the 1-D spatial resolution is ∼220 µm. Moreover, the THGEM chamber shows good
spatial resolution (∼0.7 mm) along electron drift direction and good tracklet slope res-
olution (0.03) in x, y direction, which are important for the small incident angle track
reconstruction. In addition to these, the THGEM chamber shows good uniformity and
stability during a long run. Such work offers an important reference for the proposed
TRD design.

6.2 MRPC for Beijing Spectrometer eTOF Upgrade

The Beijing Spectrometer [128] is a general-purpose detector designed for e+e−

collisions in the τ -charm energy region at the Beijing Electron PositronCollider (BEPCII).
The old eTOF of Beijing Spectrometer consisted of 2×48 fast scintillators readout with
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Figure 6.11: The <dE/dx> as a function of operating time for the THGEM chamber.

fine-mesh photomultiplier tubes [129]. The time resolution was 110 ps for muons in
the di-µ events, 138 ps for pions, and 148 ps for electrons in the Bhabha events. The
momentum range forK/π separation (2σ) was limited to 1.1 GeV/c [130]. A GEANT4
simulation was carried out [131] to study the cause of the degradation of time resolu-
tion for electrons. The major reason was found to be the multiple scattering effects upon
materials (∼0.28 X0) between the main drift chamber (MDC) end-cap and the eTOF.
Despite the low event multiplicities (<4 tracks per event), the secondary particles pro-
duced eTOF upstream (mainly gammas, electrons and positrons) caused a high multi-hit
probability for electron events (around 71.5%) in each eTOF scintillator module, mak-
ing the position-dependent time calibration difficult. A new particle detection technique
insensitive to gamma and a smaller readout cell size are thus required for the eTOF up-
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grade. The MRPC [132–134], with good time resolution, high detection efficiency and
relatively low cost, can be produced with high granularity and is relatively insensitive
to gamma. A proposal was raised in 2010 to upgrade the Beijing Spectrometer eTOF
with the MRPC technology, aiming at an overall 80 ps time resolution for minimum
ionizing particles (MIPs), which will extend the momentum range for K/π separation
(2σ) to 1.4 GeV/c.

6.2.1 The MRPC Modules

Three MRPC prototypes with different readout modes were manufactured. The
length of each MRPC module is 35.2 cm while the widths are shown in Fig. 6.12. Two
readoutmodes, namely single-end and double-end, are considered. The single-end read-
out MRPC consists of 2×12 readout cells. The lengths of the cells range from 4.1 cm
to 6.8 cm. The double-end readout MRPC has 12 readout cells with the lengths ranging
from 8.6 cm to 14.1 cm. The interval between any adjacent cells is 4mm. Among the
three modules tested, two have single-end readouts and one has double-end readouts.
Figure 6.13 schematically shows a cross-sectional view of the MRPC prototypes. All
the MRPC prototype modules have 12 gas gaps arranged in a double-stack configura-
tion mirrored with respect to the central electrode. The gap width is 220 µm, defined by
nylon fishing line. Floating glass sheets with volume resistance of 1013 Ω·cm are used
as the resistive plates. The thicknesses are 0.4 mm and 0.55 mm for the inner and outer
glass, respectively. The outer surfaces of the outermost glass in each stack are coated
with graphite tapes, which serve as high voltage electrodes. The surface resistivity of
the graphite tape is about 200 kΩ/□. Two pieces of 3 mm thick honeycomb-board are
attached to the outer surfaces of the detector to reduce structural deformations. The
MRPC prototype module is placed in a gas-tight aluminum box whose total thickness
is 2.5mm ( 0.028X0), flushed with a standard gas mixture (90% Freon + 5% SF6 + 5%
iso-C4H10).

6.2.2 Beam Test System Setup

A beam test was performed at the E3 line of BEPCII using the secondary particles
(mainly e+/−, π+/−, p) from an incident electron beam hitting a carbon target. The
momenta of the secondary particles are around 600 MeV/c. Among these secondary
particles, protons are dominant. The setup of the beam test is shown in Fig. 6.14. The
Cherenkov detector (C0) is used to veto the electron. The MRPC module, placed in a
gas-tight aluminum box, is fixed on a movable platform. The differential output signals
of the MRPC are fed to the FEE directly. The coincidence signal of two larger scintil-
lators (S1, S2) and four smaller scintillators (T1-4) is used as the trigger of the beam
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Figure 6.12: The layouts of the two read-
out patterns (single-end readout (a) and
double-end readout (b)) from a top view.

Figure 6.13: The schematic drawing of the cross-
section of the MRPC.

test DAQ system. Meanwhile, the four smaller scintillators (2×5 cm2 active area) both
provide a reference time (T0) for the MRPC module, and identify the incident parti-
cle species through their charge spectra. The signals from the T0, after discrimination
and LVDS conversion, are sent to the TDIG for a leading-edge time measurement. The
charges of the T0 signals are measured by a charge-to-digital converter (QDC) mod-
ule after proper delay. The logic diagram of the beam test DAQ system is shown in
Fig. 6.15.

Figure 6.14: The setup of beam test experiment.

6.2.3 Performance of The MRPC Modules

The HV Scan The efficiency and time resolution are scanned as a function of the high
voltage (HV) in order to find the optimum operation voltage of the MRPC. The MRPC
efficiency plateau and time resolution of the two different readout modes are shown in
Fig 6.16. For the single-end readout mode, the detection efficiency is above 98% when
the applied HV is higher than ±5.8 kV for protons and ±6.6 kV for pions (MIP). To
keep the efficiency of the double-end readout MRPC above 98%, the applied HV has to
be greater than ±6.4 kV and ±7.0 kV for protons and pions, respectively. Comparing
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Figure 6.15: The logic diagram of the beam test DAQ system.

the two different readout modes, it is clear that the double-end readout MRPC needs
higher working HV to achieve better time resolution. This is understood since each end
of the double-end readout MRPC cell shares the induced signal charge almost equally.
For the results reported in following sections, the corresponding working HVs are ±7.0
kV and ±7.2 kV for the single-end and double-end readout MRPC, respectively.
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The Beam Position Scan Across The Cells Since the MRPC modules are made in
trapezium shape, the length of each cell varies. Scans across the cells are done to in-
vestigate the influence of different cell lengths. In the following discussion, the shorter
cell starts with the lower cell ID. For the single-end readout mode, two identical MRPC
moduleswere placed close to each other and tested at the same time. The one upstream is
defined as MRPC1, the other one is defined as MRPC2. They have similar performance
as shown in Fig. 6.17. The time resolution is less than 50 ps for most cells except for
the two outmost ones. Similarly, the double-end readout MRPC has also been scanned
across the cells. The overall time resolution is∼40 ps, and the cell length has negligible
influence on the time resolution, as shown in Fig. 6.18.

Figure 6.17: The cross-cell scan result of the
single-end readout MRPC.

Figure 6.18: The cross-cell scan result of the
double-end readout MRPC.

The Beam Position Scan Along The Cells To investigate the detector performance
with respect to the different particle incident position, especially for the single-end read-
out mode, a scan has been performed along the cell. Two cells (cell 6 and cell 11) are
scanned with 1-cm step. As shown in Fig. 6.19 and Fig. 6.20, the time resolution seems
to be slightly worse when the hits are close to the readout end of the cell where signal
is fed out, as previously observed in similar studies [135].

6.2.4 Summary of The MRPC Beam Test

The results of the beam test at the BEPC E3 line prove the excellent performance
of these MRPC modules. The efficiencies of all three MRPC prototypes are higher
than 98%. The time resolution of the double-end readout MRPC can reach 40 ps for
600 MeV/c protons. After subtracting the contribution from the beam position uncer-
tainty, the intrinsic time resolution of the single-end readout MRPC is expected to be
better than 50 ps for MIP. For the double-end readout mode, the incident position has

94



Chapter 6 R&D of Gaseous Detectors for Particle Identification

Figure 6.19: The beam scan positions along the cells of the single-end readout MRPC, with a scan
step of 1 cm.

Figure 6.20: Scans along the cells of the single-end readout MRPC for (a) cell 6 and (b) cell 11.

Figure 6.21: The time resolutions of eTOFMRPC modules, which are obtained from collision data.
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negligible effect on the MRPC performance. According to the results of this beam
test, the performance of the double-end readout MRPC is insensitive to the position
of incidence. Since the tracking performance is limited in precision within the Beijing
Spectrometer eTOF acceptance, the double-end readout MRPC is a better choice for the
Beijing Spectrometer eTOF upgrade according to this beam test. In November 2015,
the MRPC-based eTOF system was fully installed in Beijing Spectrometer. The time
resolution of the MRPC-based eTOF system obtained from the collision data is∼60 ps,
as shown in Fig. 6.21.
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Chapter 7 Summary and Outlook

7.1 Summary

We have reported the newest dielectron measurements in U +U collisions at√sNN
= 193 GeV by the STAR experiment at RHIC. The measured dielectron invariant mass
spectrum within STAR acceptance (peT > 0.2 GeV/c, |ηe| < 1, and |yee| < 1) in
minimum-bias collisions shows an enhancement with respect to hadronic cocktail sim-
ulation in the mass region 0.3-0.76 GeV/c2 (ρ-like). The enhancement factor, integrated
over the ρ-like mass region and the full pT acceptance, is 2.1 ± 0.1(stat.) ± 0.2(sys.)
± 0.3(cocktail). Meanwhile, systematic measurements are performed in differential pT
bins and centrality bins. The enhancements in LMR are consistently observed and the
enhancement factor has a mild pT and centrality dependence. An effective many-body
model calculation (Rapp et al.) including a broadened ρ spectral function and QGP
thermal radiation is employed to compare with our measurements, which can reason-
ably describe these low-mass enhancements. The integrated excess yields in the ρ-like
mass region increase faster thanNpart scaling as a function of centrality, indicating that
the dielectron yields in the ρ-like region are sensitive to the QCD medium dynamics.
Furthermore, the dielectron excess invariant mass spectra, with STAR acceptance cor-
rected for, are reported for the first time in U + U collisions at √sNN = 193 GeV. The
charged particle density normalized integral yields (in 0.4< Mee < 0.75 GeV/c2) of the
most central U + U collisions at √sNN = 193 GeV are higher than those in peripheral
or lower-energy collisions, which indicates that the hot and dense medium created in
central U + U collisions at√sNN = 193 GeV has a longer lifetime.

We also report the dielectron mass spectra within STAR acceptance at very low
pT (pT < 0.15 GeV/c) in U + U collisions at √sNN = 193 GeV. The dielectron yields
show a significant enhancement with respect to hadronic cocktail for the entire mass
region in the most peripheral (60-80%) collisions. The enhancement factors are 16.4±
1.1(stat.) ± 2.6(sys.) ± 4.2(cocktail) and 20.4 ± 4.2(stat.) ± 3.0(sys.) ± 3.2(cocktail)
in 0.4 < Mee < 0.76 GeV/c2 and 2.8 < Mee < 3.2 GeV/c2, respectively. Moreover, the
pT spectra within STAR acceptance for three selected pair invariant mass regions (0.4
< Mee < 0.76 GeV/c2, 1.2 < Mee < 2.67 GeV/c2, and 2.8 < Mee < 3.2 GeV/c2) are
reported. The pT spectra have a fairly sharp transition around 0.1 GeV/c in all the three
mass regions in the most peripheral U + U collisions. These observed excess may be
from the photoproduction in the peripheral collisions, which will provide insight into
the dynamics of nuclear interactions and may become a novel probe of the QGP.

This thesis also presents the R&D work on two different gaseous detectors: mini-
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drift THGEM and MRPC. Trough the cosmic ray test, the THGEM exhibits excellent
performance. The detection efficiency of the THGEM chamber is greater than 94%
and the 1-D spatial resolution is ∼220 µm. Furthermore, the THGEM chamber shows
excellent track reconstruction capability and good uniformity and stability, which are
essential to the TRD design. Three MRPC prototypes with different readout modes
(single-end and double-end readout modes) show remarkable performance in the beam
test. The efficiencies of all three MRPC modules are higher than 98%. The time reso-
lution of single-end readout MRPC is 47 ps but has incident position dependence. The
time resolution of double-end readoutMRPC is 40 ps and the double-end readoutMRPC
is insensitive to the position of incidence. The double-end readout MRPC is finally de-
cided to be used for the Beijing Spectrometer eTOF upgrade according to this beam
test. In November 2015, the MRPC-based eTOF system was fully installed in Beijing
Spectrometer. The time resolution of the MRPC-based eTOF system obtained from the
collision data is ∼60 ps, which is much better than the design specification (80 ps).

7.2 Outlook

Amajor goal of heavy-ion collisions is to determine the QCD phase diagramwhich
is a unique and fundamental feature of Quantum Chromodynamics (QCD). The most
experimentally accessible way to characterize the QCD phase diagram is in the plane
of temperature (T ) and the baryon chemical potential (µB). In order to study experi-
mentally the QCD structure as a function of T and µB, the first RHIC Beam Energy
Scan (BES I) [6] was carried out in which data were acquired from Au + Au collisions
at energies of 62.4, 39, 27, 19.6, 14.5, 11.5 and 7.7 GeV in years 2010, 2011 and 2014.
The results from BES I of searching for the critical point and first-order phase boundary
have narrowed the region of interest to collision energies below √

sNN = 20 GeV. The
BES I data also enabled other new and systematic measurements, such as the dielectron
mass spectrum in the LMR, which is considered to be a link to chiral symmetry restora-
tion. However, the strength of the conclusions is limited by statistical and systematic
uncertainties in the measurements of BES I program. BES II has been proposed based
on the results from BES I, aiming for collecting high-statistics data at the lower-energy
end of the BES I range (√sNN < 20 GeV) with the electron cooling [136] upgrade to the
collider. The electron cooling upgrade to the collider will increase the luminosity for
future low energy runs by a factor of four to fifteen. Meanwhile, two sub-systems (in-
ner Time Projection Chamber and end-cap Time of Flight) of STAR will be upgraded,
which will significantly improve the quality of the measurements. BES II is scheduled
to run in years 2019 and 2020 [7], and focuses on the low collision energies which cover
the range from 7.7 to 19.6 GeV (7.7, 9.1, 11.5, 14.5, and 19.6 GeV). An internal fixed
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target program focus on the energies below 7.7 GeV is also proposed [137]. The BES II
program has several goals, such asOnset of QGP , First−order Phase Transition,
Critical Point and Chiral Phase Transition. We only focus on the upgrade of the
STAR sub-systems and the dielectron measurements in BES II in the following sections.

7.2.1 Inner Time Projection Chamber (iTPC) Upgrade

Time Projection Charmer (TPC), as the main tracking device, has been playing a
central role in the STAR physics program for over 15 years. The performance of the
TPC remains close to the original design requirements. However, unlike the outer TPC
sectors, the current inner TPC sectors have separated pad rows instead of continuous pad
coverage, as shown in Fig. 2.6. This constraint was caused by the cost and the available
packing density of the front-end-electronics (FEE) channels at that time when the TPC
was designed and built. The smaller pad design (11.5 × 2.85 mm2) in the inner sectors
is good for two-hit separation and results in a good two-track resolution in high track
density region. However, the inner TPC sectors are only used for tracking to improve
the momentum resolution, but do not contribute significantly to improve the dE/dx
resolution due to the separated pad rows, resulting in a shorter sample track length.

Figure 7.1: Tracking efficiency of pion, kaon, and proton as a function of η and pT (GeV/c) for the
current TPC design (blue) and iTPC design (red). The theoretical curve for the efficiency for tracks
longer than 30 cm is shown as a green dashed line.
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The STAR Collaboration plans to upgrade the 24 inner TPC sectors by increasing
the segmentation on the inner pad plane and renewing the inner wires [138]. A detailed
study of the new iTPC design and performance has been carried out using the STAR
simulation framework. Finally, the configuration with a pad size of 15.5 × 4.5 mm2 is
chosen for the iTPC upgrade. With these larger pad configuration, the inner sectors will
have 40 pad rows instead of 13 pad rows, and the number of pads in inner iTPC sectors is
roughly double the number of pads in the existing inner TPC sectors. Figure. 7.1 [138]
shows the tracking efficiency of pion, kaon, and proton as a function of pseudo-rapidity
and transverse momentum for current TPC and iTPC configurations. The results of
current TPC are shown as blue curves while those of iTPC are shown as red curves.
The tracking efficiency of iTPC is approximately a factor of five higher than that of
current TPC in the 1 < |η| < 1.5, and a factor of two larger for the low pT hadrons
even at mid-rapidity. The dE/dx resolutions as a function of track length from the
primary vertex to the edge of TPC for different pseudo-rapidity regions are shown in
Fig. 7.2 [138]. The dE/dx resolution of iTPC is consistently better than that of current
TPC, especially in the high pseudo-rapidity region (|η| > 1). That’s because the dE/dx
resolution is roughly inversely proportional to

√
NdE/dx, whereNdE/dx is the number of

sampled TPC hits used in calculating the dE/dx. Thus, the dE/dx resolution depends
only on the sample track length. The iTPC has a factor of 3 more pad rows than current
TPC, resulting in a longer sample track length (95% vs. 20%) and thus a better dE/dx
resolution. Most analysis groups in STAR require at least 25 hits used for the track
fitting. This criterion requires tracks must reach a radius of 170 and 90 cm for current
TPC and iTPC respectively, which sets the pseudo-rapidity limits to be 1.0 and 1.5
respectively. The pseudo-rapidity can be converted to rapidity using the appropriate
transformation Jacobians. The acceptance maps of different hadrons for current TPC
and iTPC are shown in Fig. 7.3 [140].

Figure 7.2: The comparisons of dE/dx resolution between current TPC and upgraded iTPC in |η| <
1 (Left) and |η| > 1 (Right).
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Figure 7.3: The y-pT acceptancemaps for pions (Left), kaons (Middle), and protons (Right) showing
the limits due to tracking coverage and PID.

The proposed iTPC upgrade will provide better momentum resolution and dE/dx
resolution, which will slightly increase the particle identification (PID) capabilities.
Most importantly, the upgrade will increase the pT acceptance from >160 MeV/c to
>70 MeV/c and pseudo-rapidity coverage from |η| < 1.0 to |η| < 1.5, which are cru-
cial for the BES II program.

7.2.2 End-cap Time of Flight (eTOF) Upgrade

Even with the iTPC upgrade, the PID still be limited to pretty low pT regions
(π/K:0.75 GeV/c; (π,K)/p:1.6 GeV/c), as shown in Fig. 7.3, due to the dE/dx cross
over regions. Moreover, electron identification can not be extended to high pseudo-
rapidity region if PID is based on iTPC alone, due to high hadron background. There-
fore, another discriminating tool is needed for clean particle identification, such as time
of flight. The STAR collaboration and the CBM collaboration propose to install a
“wheel” of CBM TOF detectors [141] on the inside face of the STAR east pole tip for
the BES II program. The end-cap Time of Flight (eTOF) will be made up of 36 CBM
TOF modules with a total of 108 MRPCs and 6912 readout channels. The eTOF will
be located at a distance of 2.8 m from the interaction point. The inner and outer radii of
eTOF “wheel” are 0.75 and 1.75 m respectively, which correspond to η = -1.5 and η =

-1.1 respectively. Figure 7.4 shows the schematic view of the proposed eTOF.

The barrel and end-cap TOF (bTOF and eTOF) are all based on the MRPC tech-
nology and have similar 80 ps time resolution. Combining with iTPC and eTOF, the
π/K identification capability will extend from 0.75 to 1.60 GeV/c and (π,K)/p can
be identified from 1.1 to 3.0 GeV/c [79]. These TOF (bTOF and eTOF) PID limits are
shown in Fig. 7.3. Moreover, the electron identification can be made for the range 0.2
< pT < 2.0 GeV/c, which makes the dielectron measurements in forward rapidity be
possible.

101



Chapter 7 Summary and Outlook

Figure 7.4: A schematic view of the proposed eTOF layout.

7.2.3 Dielectron Measurements in BES II Program

Dilepton measurements play an essential role in the study of the hot and dense nu-
clear matter. Dileptons are produced in the whole evolution of the system and escape
with minimum interaction with the strongly interacting medium. Different kinemat-
ics (Mll, pllT ) of dilepton pairs can be used to probe the properties of the formed matter
throughout its entire evolution. In the BES II, we mainly focus on the LowMass Region
(LMR,Mll < 1.1 GeV/c2) of the dilepton measurements. As mentioned in Sec. 1.3, the
in-medium modification to the vector mesons in LMR are considered as a link to chiral
symmetry restoration. One can not directly observe the degenerating of the chiral part-
ners (e.g. ρ and a1(1260)), a direct signature of chiral symmetry restoration, since it is
extremely challenging to measure a spectral function for the a1(1260) in the heavy-ion
collisions. Instead, efforts are devoted to studying the modification of the vector me-
son spectral functions. Models are employed to connect the modification functions to
chiral symmetry restoration. The results from RHIC top energy and BES I energies are
consistently described by a theoretical models including the broadened ρ spectral func-
tion and QGP thermal radiation. However, with limited statistics and large systematic
uncertainties, we are unable to distinguish models with different broadened ρ mecha-
nisms. For instance, the Parton-Hadron String Dynamic (PHSD) transport model versus
Rapp’s many-body model with a macroscopic medium evolution. Furthermore, It has
been shown that the total baryon density is a critical factor in determining the dielectron
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excess yield in amodel which reasonably describes the STARdata. The (p+p̄)/(π++π−)
ratio which approximately represent the total baryon density at freeze-out, as shown in
Fig. 7.5, remains approximately similar from top RHIC energy down to the top SPS
energy and then increases by a factor of two as one goes down through the BES II ener-
gies. This means that the dielectron results of BES I and top RHIC energies (19.6-200
GeV) can not test the total baryon density dependence of broadened ρ spectrum.

Figure 7.5: The (p + p̄)/(π+ + π−) ratio as a function of center-of-mass energy for different cen-
tralities.

In BES II, we will be able to quantitatively evaluate the total baryon density de-
pendence of in-medium ρ modification toward chiral symmetry restoration. With the
proposed beam time, the statistics will be a factor of ten larger than that of BES I. Fur-
thermore, the upgrade of iTPC and eTOF will allow a full exploitation of these larger
data samples. The iTPC upgrade will provide significant improvement in dE/dx res-
olution and noticeable momentum resolution [138], resulting in a significant hadron
contamination reduction in the electron sample. For instance, STARhas performed a de-
tailed study of dielectron measurements in Au+Au collisions at√sNN =19.6 GeV [55].
The dominate systematic uncertainty is hadron contamination, which is up to 20% in
the mass region of interest. The iTPC upgrade is expected to reduce the hadron con-
tamination by more than an order of magnitude. The iTPC upgrade will enlarge the low
pT acceptance for the charged particles. The electrons and positrons will be identified
down to 0.1 GeV/c, compared to 0.2 GeV/c in current TPC configuration. Through the
virtual photon toy Monte Carlo simulation, discussed in Sec. 4.4.2, the detector accep-
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tance for dielectron measurements will be increased by more than a factor of two in the
0.4 < Mee < 0.7 GeV/c2 region [138]. This will further increase the statistics of the
LMR dielectron measurements by a factor of two. The iTPC upgrade will also signifi-
cantly improve the tracking efficiency for charged particles. In additional, it will reduce
the tracking efficiency uncertainty from 5% to 1-2%, which will reduce the systematic
uncertainties of the charged hadron yield measurements and thus reduce the system-
atic uncertainties of the cocktail simulation. Moreover, the iTPC upgrade will reduce
the systematic uncertainty of acceptance differences between unlike-sign and like-sign
pairs. With all of these improvements, the systematic uncertainties of the dielectron
excess mass spectra will be reduced by a factor of 2 while statistic uncertainties will be
reduced by a factor of 4.5 (

√
10×

√
2). The left panel of Fig. 7.6 shows the dielectron

excess spectrumwithin STAR acceptance in Au +Auminimum-bias collisions at√sNN
= 19.6 GeV in the BES I together with different model calculations [55], and the cor-
responding projections for BES II with current TPC configuration (black markers and
boxes) and with iTPC upgrade (red markers and boxes). Combining high statistics and
iTPC upgrade in BES II, we are able to distinguish the models with different ρ-meson
broadening mechanisms (e.g. PHSD vs. Rapp’s broadened ρ model). The right panel
of Fig. 7.6 shows the pion density (dNπ/dη) normalized integrated excess yields (after
STAR acceptance correction) for top RHIC energy and BES I energies [54, 55, 111]
and the projections for BES II energies with iTPC upgrade, together with model expec-
tations from PHSD for energies below 20 GeV and Rapp’s model above 20 GeV. The
results from top RHIC energy and BES I energies are reasonably described by Rapp’s
broadened ρ model. Most importantly, the total baryon density increases by a factor of
two with the collision energies going down from 19.6 to 7.7 GeV, and the PHSD model
calculation predicts the normalized dielectron excess yields in the LMR will increase
by a factor of two due to the total baryon density behavior. The precise BES II mea-
surements will allow a reliable study of total baryon density effect on the ρ broadening
spectrum.

With the eTOF upgrade, the electron identification will be extended to the range
|η| < 1.5. As shown in Fig. 7.7, the ratio of (p + p̄)/(π+ + π−) also increases by a
factor of two by shifting the analysis frame from middle rapidity to forward rapidity.
The rapidity dependent measurements during the BES II enabled by eTOF will provide
a strong and independent study on the total baryon density dependence of the broadened
ρ spectrum, which will provide complementary information on this important physics
topic.

The STAR detector during the BES II will play a unique and crucial role in studying
the in-medium broadened ρmechanism, which is fundamental to our understanding and
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assessment of chiral symmetry restoration in hot QCD matter.
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Figure 7.6: (Left) The dielectron excess spectrum within STAR acceptance in Au + Au minimum-
bias collisions at √sNN = 19.6 GeV in the BES I together with the statistical and systematic un-
certainty projections for BES II with current TPC configuration (black markers and boxes) and with
iTPC upgrade (red markers and boxes). Different model calculations are also added. (Right) The
dNπ/dη normalized dielectron integrated excess yield in 0.40 < Mee < 0.75 GeV/c2 for top RHIC
energy and BES I energies, together with statistical and systematic uncertainty projections for the
BES II energies. Model expectations from PHSD for energy below 20GeV and Rapp’s model above
20 GeV are also added.

Figure 7.7: The values of dN/dy for protons (circles) [142] and pions (squares) [143] from 17.3
GeV Pb + Pb data. The closed symbols are within the coverage of the current configuration. The
open symbols show the extension of coverage enabled by the iTPC and eTOF upgrades.
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Appendix A The Trigger Map of The MTD System for
Run14 and Run15

Here is a summary of the logic from the MTD modules to electronics in the STAR
trigger system called “QT board”. The whole MTD system (122 MTD modules) is
divided into 28 MTD trigger patches. In general, one trigger patch consists of 5 MTD
modules in the same η region. However, this is not necessary for every trigger patch
due to the asymmetric MTD geometry in ϕ direction. This granularity is reduced to 12
MTD trigger sectors (different TPC coverage scenarios) in the QT: 6 divisions in ϕ by
2 in η (positive (West) or negative (East) η).

The MTD QT boards are numbered MT001 - MT004. Each QT board, with 4
daughter cards, has 32 inputs in a line and the inputs can be numbered 1 - 32 from top
to bottom. Inputs 1 - 8, 9 - 16, 17 - 24, and 25 - 32 are belonging to daughter card A,
B, C and D, respectively. Each MTD trigger patch has two output signals, marked as J2
and J3, while each signal occupies two QT input channels recording the magnitude and
timing information. Thus there are a maximum of eight MTD trigger patches in any
given QT board. Inputs 1 - 4, 9 - 12, 17 - 20, 25 - 28 of QT board are for MTRG trigger
outputs. Inputs 5-8 are the associated TACs for inputs 1-4, etc. The J2 of the trigger
patches located at backleg position 1, 2 and 3 corresponds to the East-end readout while
the J3 corresponds to the West-end readout. Meanwhile, the J2 of the trigger patches
located at backleg position 4 and 5 corresponds to the West-end readout while the J3
corresponds to the East-end readout. The logic from the MTD modules to QT board
guarantees that there are a maximum of four MTD trigger sectors in any given QT and
the four sectors are identified with two bits.

The MTRG outputs go through a breakout board, BNC-to-Lemo, before going to
the QT board. Each breakout board handles up to 16 MTRG outputs.

NOTE: The red MTD modules (BL means Backleg) in the following tables are
the locations of the MTRG boards. In general, the MTRG board is located in the middle
(in ϕ) position of a MTD trigger patch.
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Table A.1: The trigger map of the MTD system (for MT001).

QT
Board ID

Daughter
Card ID

MTRG
Input

MTRG
Output

1st Breakout
Channel

QT Input
Channel

2-bit MTD
Sector ID

TPC Sector
Coverage

MT001
(0x10)

A

BL24-1, BL25-1,
BL26-1, BL27-1

J2 1 1 1 21, 22J3 2 2
BL24-5, BL25-5,
BL26-5, BL27-5

J2 3 3 2 2, 3J3 4 4

B

BL24-2, BL25-2,
BL26-2, BL27-2

J2 5 9 1 21, 22J3 6 10
BL24-4, BL25-4,
BL26-4, BL27-4

J2 7 11 2 2, 3J3 8 12

C

BL24-3, BL25-3,
BL26-3, BL27-3

J2 9 17 1 21, 22
J3 10 18 2 2, 3

BL28-3, BL29-3, BL30-3,
BL1-3, BL2-3

J2 11 19 3 23, 24
J3 12 20 4 1, 12

D

BL28-1, BL29-1, BL30-1,
BL1-1, BL2-1

J2 13 25 3 23, 24J3 14 26
BL28-5, BL29-5, BL30-5,

BL1-5, BL2-5
J2 15 27 4 1, 12J3 16 28

Table A.2: The trigger map of the MTD system (for MT002).

QT
Board ID

Daughter
Card ID

MTRG
Input

MTRG
Output

2nd Breakout
Channel

QT Input
Channel

2-bit MTD
Sector ID

TPC Sector
Coverage

MT002
(0x1a)

A

BL3-1, BL4-1, BL5-1,
BL6-1, BL7-1

J2 1 1 1 13, 14J3 2 2
BL3-5, BL4-5, BL5-5,

BL6-5, BL7-5
J2 3 3 2 10, 11J3 4 4

B

BL3-2, BL4-2, BL5-2,
BL6-2, BL7-2

J2 5 9 1 13, 14J3 6 10
BL3-4, BL4-4, BL5-4,

BL6-4, BL7-4
J2 7 11 2 10, 11J3 8 12

C

BL3-3, BL4-3, BL5-3,
BL6-3, BL7-3

J2 9 17 1 13, 14
J3 10 18 2 10, 11

N/A N/A 11 N/A N/A N/A12

D

BL28-2, BL29-2, BL30-2,
BL1-2, BL2-2

J2 13 25 3 23, 24J3 14 26
BL28-4, BL29-4, BL30-4,

BL1-4, BL2-4
J2 15 27 4 1, 12J3 16 28
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Table A.3: The trigger map of the MTD system (for MT003).

QT
Board ID

Daughter
Card ID

MTRG
Input

MTRG
Output

3rd Breakout
Channel

QT Input
Channel

2-bit MTD
Sector ID

TPC Sector
Coverage

MT003
(0x1c)

A
BL8-1, BL10-1, BL11-1

J2 1 1 1 15, 16J3 2 2

BL8-5, BL10-5, BL11-5
J2 3 3 2 8, 9J3 4 4

B

BL8-2, BL10-2,
BL11-2, BL12-2

J2 5 9 1 15, 16J3 6 10
BL8-4, BL10-4,
BL11-4, BL12-4

J2 7 11 2 8, 9J3 8 12

C

BL8-3, BL10-3,
BL11-3, BL12-3

J2 9 17 1 15, 16
J3 10 18 2 8, 9

BL13-3, BL14-3, BL15-3,
BL16-3, BL17-3

J2 11 19 3 17, 18
J3 12 20 4 6, 7

D
N/A N/A 13 N/A N/A N/A14

N/A N/A 15 N/A N/A N/A16

Table A.4: The trigger map of the MTD system (for MT004).

QT
Board ID

Daughter
Card ID

MTRG
Input

MTRG
Output

4th Breakout
Channel

QT Input
Channel

2-bit MTD
Sector ID

TPC Sector
Coverage

MT004
(0x1e)

A
BL21-1, BL22-1

J2 1 1 1 19, 20J3 2 2

BL21-5, BL22-5
J2 3 3 2 4, 5J3 4 4

B

BL18-2, BL19-2, BL20-2,
BL21-2, BL22-2

J2 5 9 1 19, 20J3 6 10
BL18-4, BL19-4, BL20-4,

BL21-4, BL22-4
J2 7 11 2 4, 5J3 8 12

C

BL18-3, BL19-3, BL20-3,
BL21-3, BL22-3

J2 9 17 1 19, 20
J3 10 18 2 4, 5

N/A N/A 11 N/A N/A N/A12

D

BL13-2, BL14-2, BL15-2,
BL16-2, BL17-2

J2 13 25 3 17, 18J3 14 26
BL13-4, BL14-4, BL15-4,

BL16-4, BL17-4
J2 15 27 4 6, 7J3 16 28
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Appendix B The Trigger Map of The MTD System for
Run16

To subtract the jitter between different daughter cards of the QT board, a monitor
signal is needed for each daughter card. The first ADC and first TAC channels of each
daughter card are favored to be used for monitor. The TAC channel will have the actual
TAC monitor signal while the ADC channel is used to record the running average of
that signal, allowing for checking the noise correction offline. That means one trigger
patch must be removed from each QT daughter card. Here is the Run 16 MTD trigger
map, which is based on the map of Run14 and Run15. To make cabling work easier,
the first 8 channels (4 trigger patches) of the breakout board go to one QT board and the
rest 8 channels go to another QT board.

NOTE: Each QT board, with 4 daughter cards, has 32 inputs in a line and the inputs
can be numbered 1 - 32 from top to bottom. Inputs 1 - 8, 9 - 16, 17 - 24, and 25 - 32 are
belonging to daughter card A, B, C and D, respectively. Inputs 1 - 4, 9 - 12, 17 - 20, 25
- 28 of QT board are for MTRG trigger outputs. Inputs 5-8 are the associated TACs for
inputs 1-4, etc.

Table B.1: The trigger map of the MTD system (for MT001).

QT
Board ID

Daughter
Card ID

MTRG
Input

MTRG
Output

1st Breakout
Channel

QT Input
Channel

2-bit MTD
Sector ID

TPC Sector
Coverage

MT001
(0x10)

A BL24-1, BL25-1,
BL26-1, BL27-1

J2 1 3 1 21, 22J3 2 4

B BL24-5, BL25-5,
BL26-5, BL27-5

J2 3 11 2 2, 3J3 4 12

C BL24-2, BL25-2,
BL26-2, BL27-2

J2 5 19 1 21, 22J3 6 20

D BL24-4, BL25-4,
BL26-4, BL27-4

J2 7 27 2 2, 3J3 8 28
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Appendix B The Trigger Map of The MTD System for Run16

Table B.2: The trigger map of the MTD system (for MT002).

QT
Board ID

Daughter
Card ID

MTRG
Input

MTRG
Output

1st Breakout
Channel

QT Input
Channel

2-bit MTD
Sector ID

TPC Sector
Coverage

MT002
(0x19)

A BL24-3, BL25-3,
BL26-3, BL27-3

J2 9 3 1 21, 22
J3 10 4 2 2, 3

B BL28-3, BL29-3, BL30-3,
BL1-3, BL2-3

J2 11 11 3 23, 24
J3 12 12 4 1, 12

C BL28-1, BL29-1, BL30-1,
BL1-1, BL2-1

J2 13 19 3 23, 24J3 14 20

D BL28-5, BL29-5, BL30-5,
BL1-5, BL2-5

J2 15 27 4 1, 12J3 16 28

Table B.3: The trigger map of the MTD system (for MT003).

QT
Board ID

Daughter
Card ID

MTRG
Input

MTRG
Output

2nd Breakout
Channel

QT Input
Channel

2-bit MTD
Sector ID

TPC Sector
Coverage

MT003
(0x1a)

A BL3-1, BL4-1, BL5-1,
BL6-1, BL7-1

J2 1 3 1 13, 14J3 2 4

B BL3-5, BL4-5, BL5-5,
BL6-5, BL7-5

J2 3 11 2 10, 11J3 4 12

C BL3-2, BL4-2, BL5-2,
BL6-2, BL7-2

J2 5 19 1 13, 14J3 6 20

D BL3-4, BL4-4, BL5-4,
BL6-4, BL7-4

J2 7 27 2 10, 11J3 8 28

Table B.4: The trigger map of the MTD system (for MT004).

QT
Board ID

Daughter
Card ID

MTRG
Input

MTRG
Output

2nd Breakout
Channel

QT Input
Channel

2-bit MTD
Sector ID

TPC Sector
Coverage

MT004
(0x1b)

A BL3-3, BL4-3, BL5-3,
BL6-3, BL7-3

J2 9 3 1 13, 14
J3 10 4 2 10, 11

B N/A N/A 11 N/A N/A N/A12

C BL28-2, BL29-2, BL30-2,
BL1-2, BL2-2

J2 13 19 3 23, 24J3 14 20

D BL28-4, BL29-4, BL30-4,
BL1-4, BL2-4

J2 15 27 4 1, 12J3 16 28
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Appendix B The Trigger Map of The MTD System for Run16

Table B.5: The trigger map of the MTD system (for MT005).

QT
Board ID

Daughter
Card ID

MTRG
Input

MTRG
Output

3rd Breakout
Channel

QT Input
Channel

2-bit MTD
Sector ID

TPC Sector
Coverage

MT005
(0x1c)

A BL8-1, BL10-1, BL11-1
J2 1 3 1 15, 16J3 2 4

B BL8-5, BL10-5, BL11-5
J2 3 11 2 8, 9J3 4 12

C BL8-2, BL10-2,
BL11-2, BL12-2

J2 5 19 1 15, 16J3 6 20

D BL8-4, BL10-4,
BL11-4, BL12-4

J2 7 27 2 8, 9J3 8 28

Table B.6: The trigger map of the MTD system (for MT006).

QT
Board ID

Daughter
Card ID

MTRG
Input

MTRG
Output

3rd Breakout
Channel

QT Input
Channel

2-bit MTD
Sector ID

TPC Sector
Coverage

MT006
(0x1d)

A BL8-3, BL10-3,
BL11-3, BL12-3

J2 9 3 1 15, 16
J3 10 4 2 8, 9

B BL13-3, BL14-3, BL15-3,
BL16-3, BL17-3

J2 11 11 3 17, 18
J3 12 12 4 6, 7

C N/A N/A 13 N/A N/A N/A14

D N/A N/A 15 N/A N/A N/A16

Table B.7: The trigger map of the MTD system (for MT007).

QT
Board ID

Daughter
Card ID

MTRG
Input

MTRG
Output

4th Breakout
Channel

QT Input
Channel

2-bit MTD
Sector ID

TPC Sector
Coverage

MT007
(0x1e)

A BL21-1, BL22-1
J2 1 3 1 19, 20J3 2 4

B BL21-5, BL22-5
J2 3 11 2 4, 5J3 4 12

C BL18-2, BL19-2, BL20-2,
BL21-2, BL22-2

J2 5 19 1 19, 20J3 6 20

D BL18-4, BL19-4, BL20-4,
BL21-4, BL22-4

J2 7 27 2 4, 5J3 8 28
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Table B.8: The trigger map of the MTD system (for MT008).

QT
Board ID

Daughter
Card ID

MTRG
Input

MTRG
Output

4th Breakout
Channel

QT Input
Channel

2-bit MTD
Sector ID

TPC Sector
Coverage

MT008
(0x1f)

A BL18-3, BL19-3, BL20-3,
BL21-3, BL22-3

J2 9 3 1 19, 20
J3 10 4 2 4, 5

B N/A N/A 11 N/A N/A N/A12

C BL13-2, BL14-2, BL15-2,
BL16-2, BL17-2

J2 13 19 3 17, 18J3 14 20

D BL13-4, BL14-4, BL15-4,
BL16-4, BL17-4

J2 15 27 4 6, 7J3 16 28
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