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摘 要

对于如何理解质子的自旋结构一直是量子色动力学（QCD）领域中一个具有挑
战性的问题。1988 年 EMC 合作组发表了关于质子的自旋依赖的结构函数 g1 的测量

结果，这一令人吃惊的结果显示出夸克和反夸克的自旋对质子自旋的贡献很小。这

一结果与夸克模型的预测大相径庭，由此引发了对质子自旋结构的深入研究。目前，

通过单举的极化轻子-强子深度非弹性散射（DIS）实验和半单举 DIS（SIDIS）实验
的测量得知，夸克和反夸克的自旋对质子自旋的贡献大约仅占 30%，其余贡献来自
胶子的自旋以及夸克和胶子的轨道角动量。在 QCD 部分子模型中，在纵向极化的质
子中，部分子（夸克和胶子）的自旋分布由纵向极化的部分子分布函数，又称螺旋度

分布函数，描述。目前，价夸克（u 夸克和 d 夸克）的螺旋度分布函数已经通过 DIS
实验和 SIDIS 实验得到了很好的限制。然而，由于轻子不参与强相互作用，DIS 实
验和 SIDIS 实验无法直接探测胶子的螺旋度分布。因此，在这类实验中对其的限制
也相对较差。此外，由于 SIDIS 实验中所引入的碎裂函数目前仍有相对较大的误差，
所以海夸克的螺旋度分布也没有得到很好的限制。

美国布鲁克海文国家实验室的相对论重离子对撞机（RHIC）是世界上第一台也
是目前唯一一台可以运行高能极化质子-质子对撞的对撞机。它能够在对撞质心能量
200 GeV 和 510 GeV 下进行纵向极化和横向极化的质子-质子对撞。纵向极化的质
子-质子对撞为研究质子内部胶子和海夸克的螺旋度分布提供了独特的机会。2005 年
以来，RHIC 上开展了一系列单举的喷注和双喷注的纵向双自旋不对称 ALL 的测量。

测量结果发现在部分子所占质子动量分数 0.05 < x < 0.2 内胶子具有相当大的正向

极化。然而，杰斐逊实验室角动量（JAM）合作组最近提出，RHIC 上对于单举的喷
注的 ALL 的测量并不能排除胶子具有负的极化的可能。在 RHIC 能区，夸克-胶子的
散射是其中一个主导的 QCD 部分子散射过程。因为 u 夸克和 d 夸克的螺旋度分布

函数的符号是相反的，所以它们跟胶子的散射对于胶子的螺旋度分布函数的符号是

敏感的。同时，由于在碎裂过程中 u 夸克和 d 夸克分别倾向于产生领头的 π+ 介子

和 π− 介子，因此通过测量 π± 介子标记的喷注的纵向双自旋不对称 ALL 可以对胶

子螺旋度分布函数的符号提供限制。

另一方面，目前奇异夸克和反奇异夸克的螺旋度分布在实验上仍然没有很好的

限制。由于 Λ、Λ 和 K0
S 中包含奇异夸克或反奇异夸克，因此测量这些粒子的纵向双

自旋不对称 ALL 可以对奇异夸克和反奇异夸克的螺旋度分布提供限制。此外，理论

研究表明，在极化的质子-质子对撞中，Λ 和 Λ 超子的纵向自旋转移 DLL 不仅对奇

异夸克和反奇异夸克的螺旋度分布敏感，还可以探测相对应的极化的碎裂函数。值
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得一提的是，最近的理论计算表明，测量 DLL 随着 Λ 超子所携带喷注的动量分数 z

的变化可以直接对极化的碎裂函数提供约束。

2015 年，RHIC 运行了最后一次纵向极化的质子-质子对撞，对撞的质心能量是
200 GeV。STAR 实验采集了积分亮度大约为 52pb−1 的对撞数据，这是在该能量下

RHIC 上所采集的最大的数据样本。利用这个数据样本，我们首次测量了 π± 标记的

喷注、Λ 超子和 K0
S 的纵向双自旋不对称 ALL。对 Λ 超子纵向自旋转移 DLL 随着超

子横动量 pT 的变化进行了更加精确的测量。同时，首次测量了 DLL 随着超子所携

带的喷注的动量分数 z 的变化。

对于 π± 标记的喷注的 ALL 的测量，结果显示 Aπ+

LL 大于 Aπ−
LL。基于 PYTHIA模

拟的样本，我们分别利用 NNPDF 合作组和 JAM 合作组给出的螺旋度分布对 ALL

进行了计算。NNPDF 合作组给出的胶子的螺旋度分布函数的符号是正的，而 JAM
合作组给出的胶子的螺旋度分布函数的符号是负的。测量的结果符合基于 NNPDF
合作组的螺旋度分布函数的计算，明显不符合基于 JAM合作组的螺旋度分布函数的
计算。因此，实验测量结果不支持胶子螺旋度分布函数为负的假设。对于 Λ 超子和

K0
S 的 ALL 的首次测量，在误差范围内与零一致，表明奇异夸克和反奇异夸克的螺

旋度分布较小。对于 DLL 随着超子 pT 的测量结果，分析中使用的数据大约比 STAR
2009年所采集的数据大了 2到 3倍，并且新的测量将超子的 pT 扩展到 8 GeV/c。我

们将新的测量结果与之前使用 STAR 2009 年采集的数据的测量结果进行了合并，并
且跟基于不同极化的碎裂函数的假设的理论预言进行了比较。我们的测量结果排除

了其中一个假设。首次对 DLL 随着 z 的变化的测量也与理论预测进行了比较。测得

的 DLL 结果相对较小。这一结果表明奇异夸克和反奇异夸克的螺旋度分布较小或者

极化碎裂函数较小。这些测量为研究胶子极化、奇异夸克螺旋度分布和极化碎裂函数

提供了重要的实验输入。

关键词: 质子自旋结构; 螺旋度分布函数; 纵向双自旋不对称; 纵向自旋转移; RHIC-
STAR
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ABSTRACT

Understanding the spin structure of the proton has been a challenging question in
the Quantum Chromodynamics (QCD). The first surprising result on the measure-
ment of the proton spin-dependent g1 structure function from the EMC Collaboration
indicates that quark and anti-quark spin contribute little to the proton spin. This re-
sult is in great contradiction with the prediction from naive quark model and inspired
tremendous studies in the understanding of the spin decomposition of the proton. Pre-
cision measurements from the inclusive polarized lepton-nucleon deep inelastic scat-
tering (DIS) experiments and semi-inclusive DIS (SIDIS) experiments have confirmed
that the contribution of quark and anti-quark spin to the proton spin only counts for
about 30% with the remaining contribution from the spin of the gluons and orbital an-
gular momentum of quarks and gluons. In the QCD parton model, the parton (quarks
and gluons) spin in a longitudinally polarized proton is described by the longitudinally
polarized parton distribution function, namely the helicity distribution. Helicity dis-
tributions for the valence quarks, u quark and d quark, have been well constrained by
the DIS and the SIDIS experiments. However, as the lepton does not participate in
the strong interaction, the helicity distribution of the gluon cannot be directly probed,
and was poorly constrained in such experiments. In addition, due to the relatively
large uncertainties of the fragmentation functions involved in the SIDIS experiments,
helicity distributions of sea quarks were not well constrained either.

The Relativistic Heavy Ion Collider (RHIC), located at the Brookhaven National
Laboratory in the US, is the first and only high energy polarized proton-proton collider
around the world. It is capable to collide both longitudinally and transversely polarized
proton-proton beams at

√
s = 200 GeV and

√
s = 510 GeV. The longitudinally

polarized proton-proton collisions provide unique opportunities to study the helicity
distributions of the gluons and sea quarks. Series measurements of the longitudinal
double spin asymmetry, ALL, for inclusive jets and di-jets since 2005 have confirmed
a sizeable positive gluon polarization in the x range 0.05 < x < 0.2. However, the
Jefferson Lab Angular Momentum (JAM) Collaboration recently proposed that the
ALL measurements for inclusive jets do not exclude negative solution of the gluon
polarization. At RHIC energy, the quark-gluon scattering is one of the dominant QCD
subprocesses. In addition, the helicity distributions of the u quark and d quark are in
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opposite sign. The ALL of the π±-tagged jets is thus expected to be sensitive to the
sign of the gluon helicity distribution as the u quark and d quark favor π+ and π− in
the fragmentation processes, respectively.

On the other hand, the helicity distributions of the strange quark and anti-quark
are still poorly constrained by the experimental data. The ALL of the Λ, Λ and K0

S is
expected to be sensitive to the helicity distributions of the strange quark and anti-quark
as they all contain a valence (anti-)strange quark. In addition, theoretical studies have
shown that the longitudinal spin transfer DLL of the Λ and Λ in the polarized proton-
proton collisions can not only shed light on the helicity distributions of the strange
quark and anti-quark but also can probe the polarized fragmentation functions. It is
worth mentioning that recent theoretical calculations suggest that measurements of
DLL as a function of jet momentum fraction z carried by the Λ hyperons can provide
direct constraints on the polarization fragmentation function.

In 2015, RHIC concluded its longitudinally polarized proton-proton collisions with
the largest

√
s = 200 GeV data set taken at STAR, which corresponds to an integrated

luminosity of about 52 pb−1. With this data set, we performed the first measurements
of the ALL of the π±-tagged jets, Λ hyperons and K0

S, and the improved measurements
of DLL as a function of the hyperon pT and the first measurements of the DLL as a
function of momentum fraction z in a jet.

For the π±-tagged jets ALL measurements, we found that the Aπ+

LL is larger than
Aπ−

LL. Predictions based on PYTHIA simulation using the helicity distributions from
the NNPDF Collaboration and the JAM Collaboration are compared with the mea-
surements. The gluon helicity distribution from the NNPDF Collaboration is positive
while the gluon helicity distribution from the JAM Collaboration can be chosen to be
negative. The predictions based on the helicity distributions from NNPDF Collabora-
tion can describe the measurements. However, the measurements strongly disfavor the
predictions based on the negative solution of gluon helicity distributions from the JAM
Collaboration. Thus, the measurements disfavor the negative gluon helicity distribu-
tion. The first measurements of the ALL for Λ hyperons and K0

S are consistent with
zero within uncertainties indicating small helicity distributions of the strange quark
and anti-quark. For the DLL vs pT measurements, the statistics used in the analysis
are about 2-3 times larger than the DLL measurements using the STAR 2009 data. This
analysis extends the hyperon pT up to 8 GeV/c. We combined the new measurements
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with previously published results using STAR 2009 data, and theoretical calculations
based on three scenarios of the polarized fragmentation functions are compared with
measurements. Our measurements strongly disfavor one extreme scenario. The first
measurements of the DLL vs z are also compared with the theoretical predictions. The
measured DLL results are small and consistent with zero, which indicate small helicity
distributions of the strange quark and anti-quark and/or small polarized fragmentation
functions. These measurements provide important experimental inputs in the study
of gluon polarization, strange quark helicity distribution and polarized fragmentation
functions.

Key words: proton spin structure; helicity distribution; longitudinal double spin
asymmetry; longitudinal spin transfer; RHIC-STAR
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Chapter 1 Introduction

In 1917, the proton was discovered by Ernest Rutherford [1], which at that time was
thought to be a fundamental particle. About 10 years later, the spin-1

2
nature of the

proton was revealed [2]. Subsequently, the measurement of its magnetic moment [3-4]
shown a notable deviation from the expected value of a point-like particle [5]. The
surprising anomalous magnetic moment of the proton since then challenged our under-
standing of the proton structure indicating firstly the composite nature of the proton.
In 1964, the quark model has been proposed independently by Murray Gell-Mann and
George Zweig [6-8] and achieved great success in the classification of the discovered
hadrons. In the quark model, the proton is composed of three spin-1

2
quarks, namely

two u quarks and one d quark. The deep inelastic scattering experiments conducted
in last 1960’s refreshed the understanding of the internal structure of the proton. In
particular, for the spin structure of the proton, the surprising EMC results [9-10] in
the late 1980’s since then triggered tremendous efforts on the understanding of the
proton spin structure. In this chapter, I will present an brief overview about journey
in understanding the proton spin structure starting from the deep inelastic scattering
experiments. I will then focus on the experiments conducted at the Relativistic Heavy
Ion Collider, which are relevant to the work presented in this thesis. A brief guide
about the structure of the thesis will be presented at the end of this chapter.

1.1 The Lepton-Nucleon Deep Inelastic Scattering

1.1.1 Unpolarized Lepton-Nucleon Deep Inelastic Scattering and Parton
Distribution Functions

Historically, our knowledge about the internal structure of the proton was firstly
obtained via the lepton-nucleon deep inelastic scattering (DIS) experiments. In DIS,
a high-energy lepton (such as an electron or a muon) is scattered off a target nucleon
(proton or neutron). The interaction between the lepton and the nucleon is mainly
mediated via a virtual photon transferring large momentum q between the lepton and
the nucleon. The virtual photon interacts with the internal objects of the nucleon and
breaks the nucleon up, which is schematically shown in Fig. 1.1. Detailed introduction
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Figure 1.1: Schematic diagram of the deep inelastic scattering mediated by a virtual
photon. The diagram is taken from Ref. [15]

about DIS process can be found in Refs. [11-14].

One of the key observables in DIS is the inclusive cross section of the scattered
lepton, which can be expressed as the following:

d2σ

dxdQ2
=

4πα2

Q4

[(
1− y − M2y2

Q2

)
F2 (x,Q

2)

x
+ y2F1

(
x,Q2

)]
, (1.1)

where Q2 ≡ −q2 is the momentum transfer squared and q is the momentum of the
mediated virtual photon. x ≡ Q2/2Mq is the so-called Bjorken x. F1(x,Q

2) and
F2(x,Q

2) are the structure functions describing the internal structure of the scattered
nucleon. A set of DIS experiments have been firstly conducted at the Spectrometer
Facility of the Stanford Linear Accelerator (SLAC) in the late 1967 with electron beams
scattering off a liquid hydrogen. Two striking features of the structure functions have
been revealed in the experiments:

• Bjorken Scaling: F1(x,Q
2) and F2(x,Q

2) are almost independent with the Q2,
namely F1(x,Q

2) → F1(x) and F2(x,Q
2) → F2(x).

• Callan-Gross Relation: 2xF1(x) = F2(x)

The Q2 reflects the spatial resolution of the virtual photon. Constant structure
functions indicate that the virtual photon interact with some point-like particles inside
the nucleon and the Callan-Gross relation reflects their spin-1

2
nature of such particles.

Figure 1.2 illustrates two features of the structure functions discovered at SLAC. Sub-
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Figure 1.2: Measured structure functions at SLAC. Left: the structure function F2

as a function of Q2 showing Bjorken scaling. Right: the measured 2xF1/F2 showing
Callan-Gross relation. Plots are taken from Ref. [14].

sequent experiments extended the coverage of x and Q2. Figure 1.3 shows the world
data of the measured F2 as a function of Q2. The groundbreaking discoveries at SLAC
inspired Richard Feynman and others to formulate and develop the parton model [16-
17]. In the model, a nucleon is composited of free, point-like particles called ‘parton’
and the basic process in DIS is the elastic scattering between the virtual photon and
the parton described with the parton distribution function (PDF) formulated in the so-
called ‘infinite momentum frame’. The structure functions F1(x) and F2(x) are defined
in terms of PDFs as following:

F2(x) = 2xF1(x) = x
∑
i

e2qq(x), (1.2)

where eq is the electric charge of a parton, which has been confirmed to be fractional
charge and has been linked to quark postulated in the quark model [6-8]. x is the mo-
mentum fraction of the nucleon carried by a parton. DIS experiments and the parton
model plays an important role in the establishment of the Quantum Chromodynamics
(QCD), a fundamental quantum field theory about strong interaction. In QCD, inter-
actions between quarks inside a proton are mediated by gluons and gluons can split
into quark-antiquark pairs. Therefore, within a proton, there are not only three valence
quarks postulated in the quark model but also sea quarks (quark-antiquark pairs) and
gluons. The parton distribution functions of quarks and gluons can be extracted from
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the experiments via global QCD analysis. There are many groups working on the PDF
extraction, such as HERAPDF, CTEQ, MSTH, and NNPDF etc. Figure 1.4, as an
example, presents the extracted PDFs of proton from MSTH [18].

Figure 1.3: The world data of the structure function F2 as a function of Q2. Left plot:
the F2 of the proton. Right plot: the F2 of the neutron. Plots are taken from Ref. [19]
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dependent on the strange quark; the ratios of Z and tt̄ cross sections at 8 TeV and 13 TeV

at ATLAS [30]; the CMS measurements of single-top production [31, 32]; the potential impact

of LHCb exclusive J/ production data [33, 34], as accounted for in the analysis of [35], and

LHCb data on D meson production [33, 36, 37], as accounted for in the analysis of [38]. In

Section 11 we compare our MSHT PDFs with those of the other most recent global analyses of

PDFs – NNPDF3.1 [2] and CT18 [3], and also with older sets of PDFs of other collaborations.

In Section 12 we summarise the availability of the MSHT20 PDF sets and their delivery. In

Section 13 we present our conclusions.

2 Changes in the theoretical procedures

As in the case of MMHT14, we present PDF sets at LO, NLO and NNLO in ↵S. In the latter

case we use the splitting functions calculated in [39, 40] and for structure function data, the

massless coe�cient functions calculated in [41–46]. There are however, a significant number

of changes in our theoretical description of the data, compared to that used in the MMHT14

analysis. We present these in this section, and when appropriate we also mention some of the

main e↵ects on the PDFs resulting from these improvements.

2.1 Input distributions

In MMHT14 we began to use parameterisations for the input distributions based on Chebyshev

polynomials. Following the detailed study in [47], we take for most PDFs a parameterisation
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Figure 1.4: The parton distribution functions of proton from MSTH20 NNLO [18].
Plots are taken from Ref. [19]
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1.1.2 Polarized DIS Experiments

DIS experiments as introduced above have revealed and confirmed that proton is
composed of not only valence quarks but also sea quarks and gluons. Experimental
studies on how is the spin of a proton composed of its constituent quarks and glu-
ons were firstly carried out via the polarized lepton-nucleon deep inelastic scattering
(pDIS), where both leptons and nucleons are polarized. For longitudinally polarized
lepton and nucleon, the difference of the inclusive cross section for the scattered lep-
ton with its polarization direction parallel (↑⇑) and anti-parallel (↑⇓) to the nucleon
polarization can be expressed with the following formula [20]:(

d2σ↑⇑

dΩdE ′ −
d2σ↑⇓

dΩdE ′

)
=

4α2

Mν

E ′

Q2E

[
(E + E ′ cos θ) g1

(
x,Q2

)
− 2xMg2

(
x,Q2

)]
, (1.3)

where g1(x,Q2) and g2(x,Q
2) are the spin-dependent structure functions. In the parton

model, g1(x,Q2) can be written as the linear combination of the longitudinally polarized
parton distribution functions ∆q(x,Q2), also called helicity distribution:

g1(x,Q
2) =

1

2

∑
q

e2q∆q(x,Q2), (1.4)

∆q(x,Q2) = q+(x,Q2)− q−(x,Q2), (1.5)

where q+(x,Q2) and q−(x,Q2) are the parton distribution functions with parton spin
parallel and anti-parallel to the nucleon spin, respectively.

Following the pioneering pDIS experiments at SLAC [21-24], the European Muon
Collaboration (EMC) published the surprising results on the proton g1 structure func-
tion and the flavor-singlet axial-charge g0A [9-10] in the late 1980’s. The results sug-
gested that the quarks’ spin contribute little to the proton spin showing great contra-
diction to the prediction from relativistic quark model, in which 60% of the proton
spin is carried by quarks spin. This striking result has led to the so-called ‘spin crisis’
in history and triggered tremendous experimental and theoretical studies on the nu-
cleon spin structure. Subsequent measurements conducted at CERN, DESY and JLab
extended the kinematic coverage and improve the precision of g1 structure function.
Figure 1.5 summarizes the world data of the measured proton g1 structure function as
a function of Q2 [10, 25-31]. The measured g1 structure function together with assump-
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tions of SU(6) symmetry and data from β decay of neutron and hyperon [32] allow one
to extract proton spin contributions from u, d and s quarks, separately, which are [33]:

• ∆u = 0.84± 0.01(stat.)± 0.02(syst.)

• ∆d = −0.43± 0.01(stat.)± 0.02(syst.)

• ∆s = −0.08± 0.01(stat.)± 0.02(syst.)

According to Eq. (1.4), the g1 structure function is the linear combination of he-
licity distributions weighted with the electrical charge squared. Therefore, the flavor-
separated helicity distributions can not be directly probed in the inclusive DIS exper-
iments. In order to separately measure the helicity distributions of different flavors,
the semi-inclusive DIS (SIDIS) experiments [10] have been performed. In addition to
the scattered lepton, a final state hadron (like π± or K±) is also measured in these
experiments. The g1 structure function in SIDIS process can be written as [34]:

gh1
(
x,Q2, z

)
=

1

2

∑
q

e2q
[
∆q(x)Dh

q

(
z,Q2

)
+∆q̄(x)Dh

q̄

(
z,Q2

)]
, (1.6)

where Dh
q (z,Q

2) is the fragmentation function of parton q to hadron h, which varies
with parton flavors. However, the flavor-separated helicity distributions for sea quarks
have not been constrained well due to the relative large uncertainties of fragmentation
functions [33]. Detailed information about polarized deep inelastic scattering can be
found in these review articles [35-36, 33, 37, 15, 38]. Similar to the extraction of un-
polarized parton distribution functions, the helicity distributions are also obtained via
global QCD analysis from different groups, like DSSV, NNPDF and JAM. Figure 1.6
shows the extracted helicity distributions from NNPDF Collaboration [39]. The helicity
distributions of u quark and d quark have been constrained reasonably well. However,
helicity distribution of sea quarks and gluons still remain relatively large uncertainties.

1.2 Proton Spin Structure Study at RHIC

The Relativistic Heavy Ion Collider (RHIC), located at the Brookhaven National
Laboratory in the US, is the first and only high energy polarized proton-proton collider
around the world. It is capable to collide both longitudinally and transversely polarized
proton-proton beams at

√
s = 200 GeV and

√
s = 510 GeV [41]. The detailed overview
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Figure 1.5: The world data of measured proton g1 structure function as a function of
Q2 [19].

about RHIC will be presented in Chapter 2. The gluon helicity distribution, ∆g, is
mainly constrained via the longitudinal double spin asymmetry, ALL, for inclusive jets,
di-jets etc. The flavor-separated constraints on the helicity distributions of ū and d̄

are realized via the single spin asymmetry, AL, of the W± bosons. For the helicity
distribution of strange quark and anti-quark (∆s and ∆s̄), theoretical studies have
suggested that the longitudinal spin transfer, DLL, for Λ and Λ can provide sensitivity.
In this section, I will briefly review the key measurements performed at RHIC and
mainly focus on the ALL measurements of jets and DLL of Λ and Λ, which are relative
to the works presented in this thesis.

1.2.1 Constraining Helicity Distribution of Gluon

Jet and hadron production in proton-proton collisions at RHIC provides direct
access to the gluon helicity at leading order. At RHIC energy, the dominated gluon-
related QCD subprocesses are quark-gluon scattering (gq → gq) and gluon-gluon scat-
tering (gg → gg) [42-43]. Figure 1.7 illustrates the relative fraction of different QCD
sub-processes for inclusive jets production at RHIC energy.
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Figure 1.6: The helicity distributions of quarks and gluons extracted from NNPDF
Collaboration [39]. Results from DSSV2008 [40] are compared.

• Longitudinal Double Spin Asymmetry of Inclusive Jets

The longitudinal double spin asymmetry, ALL, of inclusive jets is defined as the
cross section asymmetry as following:

ALL ≡ σ++ − σ+−

σ++ + σ+−
=

∆σ

σ
, (1.7)

where σ++ and σ+− represent the cross section of jets from equal and opposite helicity
states of proton beams. The ALL can be factorized in the following way at the leading
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We report the first measurement of the inclusive jet and the dijet longitudinal double-spin asymmetries,
ALL, at midrapidity in polarized pp collisions at a center-of-mass energy

ffiffiffi
s

p
¼ 510 GeV. The inclusive jet

ALL measurement is sensitive to the gluon helicity distribution down to a gluon momentum fraction of
x ≈ 0.015, while the dijet measurements, separated into four jet-pair topologies, provide constraints on the
x dependence of the gluon polarization. Both results are consistent with previous measurements made atffiffiffi
s

p
¼ 200 GeV in the overlapping kinematic region, x > 0.05, and show good agreement with predictions

from recent next-to-leading order global analyses.

DOI: 10.1103/PhysRevD.100.052005

I. INTRODUCTION

The proton consists of quarks and antiquarks, bound by
gluons. The gluons provide about half of the momentum of
the proton (see e.g., [1]), and their interactions provide
most of the mass [2,3]. Nonetheless, we know very little
about the role that gluons play in determining the funda-
mental proton quantum numbers, such as its spin.
The spin program at the Relativistic Heavy Ion Collider

(RHIC) has made significant progress toward addressing
the question of howmuch, if at all, gluon spins contribute to
the spin of the proton. The STAR and PHENIX collabo-
rations have performed a sequence of measurements of
the longitudinal double-spin asymmetry, ALL, for inclusive
jet [4–7] and pion [8–12] production. The results have
been incorporated, along with inclusive and semi-inclusive
lepton-proton scattering data, into the recent DSSV14 [13]
and NNPDFpol1.1 [14] next-to-leading order (NLO) per-
turbative QCD global analyses. These extractions of the
helicity parton distribution functions (PDFs) indicate that,
at momentum transfer scale of Q2 ¼ 10 ðGeV=cÞ2 and for
momentum fractions x > 0.05 that are sampled by the
included RHIC data, gluon spins contribute approximately
40% of the total proton spin.
RHIC data provide direct, leading-order sensitivity to

gluon polarization because hard scattering processes at
RHIC energies are dominated by gluon-gluon and quark-
gluon scattering, as shown in Fig. 1. In contrast, polarized
lepton scattering data constrain the gluon polarization
indirectly, via Q2 evolution effects. There have been two
recent global analyses [15,16] that only included lepton
scattering data in their fits. These fits also find substantial
gluon polarization in the region x > 0.05, albeit with
larger uncertainties than those of [13,14]. Recently, the
first lattice QCD calculation of the full first moment of the
gluon helicity distribution Δgðx;Q2Þ has been calculated to

be ΔGðQ2Þ ¼
R
1
0 Δgðx;Q2Þdx ¼ 0.251$ 0.047ðstat:Þ $

0.016ðsyst:Þ at Q2 ¼ 10 ðGeV=cÞ2 [17]. In addition, the
small-x asymptotic behavior of ΔgðxÞ has been derived in
the large-Nc limit [18], although the x range where the
asymptotic limit is applicable is not yet clear.
While the DSSV14 and NNPDFpol1.1 analyses are in

good agreement for the kinematic region x > 0.05 where
the included data from RHIC on inclusive jet and neutral
pion production at

ffiffiffi
s

p
¼ 200 GeV are most sensitive, the

extrapolations over smaller x and their associated errors are
markedly different. For example, at x ¼ 10−3, the quoted
gluon polarization uncertainty in NNPDFpol1.1 is twice as
large as that for DSSV14. These extrapolations are needed
to determine the full first moment of the gluon helicity
distribution. Complementary measurements are thus
required both to extend the sensitivity to smaller x and
better to resolve the x dependence of Δgðx;Q2Þ.
The inclusive jet and the dijet longitudinal double-spin

asymmetries presented in this paper will help address both
issues. The data for these measurements were collected
from

ffiffiffi
s

p
¼ 510 GeV polarized pp collisions during the

2012 RHIC running period. For a given jet transverse
momentum, pT , and pseudorapidity, η, the increased
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Figure 1.7: Next-to-leading-order sub-processes fraction as a function of xT = 2pT/
√
s

for inclusive jets production [42-43]. Plot is taken from Ref. [44].

order:

ALL =

∑
ab ∆fa

⊗
∆fb

⊗
dσ̂fafb→jet+X âfafb→jet+X

LL∑
ab fa

⊗
fb
⊗

dσ̂fafb→jet+X
, (1.8)

where ∆f and f correspond to helicity distribution and unpolarized parton distribution
function. The partonic cross section dσ̂ and partonic spin asymmetry âLL can be
calculated by the perturbative QCD [45]. As g-q scattering and g-g scattering are
dominant QCD hard scatterings in the jet production and the âLL is relative large [45],
the ALL of inclusive jets provide unique probe to the gluon helicity distribution without
involving fragmentation processes.

Limited by statistics, early STAR published ALL measurements [46-48] did not pro-
vide significant impact on gluon helicity distribution. The first influential ALL result
of inclusive jets [49] using the STAR data taken in 2009 was published in 2015. The
results have been included into global QCD analysis [39, 50] and have significantly
impacted on gluon helicity distribution. The left panel of Fig. 1.8 presents the gluon
helicity distribution from the DSSV2014 [50]. This new gluon helicity distribution im-
plied a positive gluon polarization inside the proton at Bjorken-x range 0.05 < x < 1

as shown in the right panel of Fig. 1.8. The subsequent measurements of the ALL

for inclusive jets and di-jets [44, 51-55] extended kinematic coverage and improved the
measurement precision, providing more precise constraints on the gluon helicity dis-
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tribution of the proton. The left panel of Fig. 1.9 summarizes the recent STAR ALL

measurements of inclusive jets [44, 49, 53-54] as a function of xT = 2pT/
√
s. The

new DSSV2014 + RHIC≤2022 preliminary result [56] of gluon helicity distribution af-
ter including all the RHIC measurements up to 2022 is presented in the right panel of
Fig. 1.9. The truncated integration of ∆g over x > 0.05 suggests that gluon contributes
to about 40% of proton spin.

Δg in the context of a new NLO global analysis of helicity
parton densities.
Global analysis and new and updated data sets.—As just

described, the key ingredients to our new QCD analysis are
the 2009 STAR [6] and PHENIX [7] data on the double-
spin asymmetries for inclusive jet and π0 production. At
the same time, we also update some of the earlier RHIC
results used in [3] and add some new DIS data sets by the
COMPASS experiment. More specifically, we now utilize
the final PHENIX π0 data from run 6 at

ffiffiffi
s

p
¼ 200 GeV [8]

and 62.4 GeV [9], the final STAR jet results from run 5 and
run 6 [10], and the recent inclusive [11] and semi-inclusive
[12] DIS data sets from COMPASS. As far as the impact
on Δg is concerned, the data sets [6,7] clearly dominate.
The COMPASS data sets will primarily affect the quark and
antiquark helicity distributions as reported in [13].
The method for our global analysis has been described in

detail in [3] and will not be presented here again. It is based
on an efficient Mellin-moment technique that allows one
to tabulate and store the computationally most demanding
parts of a NLO calculation prior to the actual analysis. In
this way, the evaluation of the relevant spin-dependent pp
cross sections [14] becomes so fast that it can be easily
performed inside a standard χ2 minimization analysis. As a
small technical point, we note that STAR has moved to the
“anti-kt” jet algorithm [15] for their analysis of the data
from the 2009 run. In order to match this feature, we use the
NLO expressions derived in [16] for the polarized case.
As in our previous DSSV analysis [3], standard Lagrange
multiplier (LM) and Hessian techniques are employed in
order to assess the uncertainties of the polarized parton
distributions determined in the fit.
We adopt the same flexible functional form as in [3] to

parametrize the NLO helicity parton densities at the initial
scale Q0 ¼ 1 GeV, for instance,

xΔgðx;Q2
0Þ ¼ Ngxαgð1 − xÞβgð1þ ηgxκgÞ; ð2Þ

with free parameters Ng, αg, βg, ηg, and κg. Note that this
parametrization allows for a node in the distribution, as
realized by the central gluon density of the DSSV analysis
[3]. We enforce positivity jΔfj=f ≤ 1 of the parton
densities, using the unpolarized distributions fðx;Q2Þ of
[17], from where we also adopt the running of the strong
coupling. We use the same set for computing the spin-
averaged cross sections in the denominators of the spin
asymmetries.
Results of global analysis.—Figure 1 shows our new

result for the gluon helicity distribution Δgðx;Q2Þ at
Q2 ¼ 10 GeV2. The solid line presents the updated central
fit result, with the dotted lines corresponding to additional
fits that are within the 90% confidence level (C.L.) interval.
In defining this interval, we follow the strategy adopted
in Ref. [17]. These alternative fits may be thought of
as spanning an uncertainty band around Δg within this

tolerance and for the adopted functional form (2). The
dotted-dashed curve represents the result of a fit—
henceforth labelled as “DSSV*”—for which we only
include the updates to the various RHIC data sets already
used for the original DSSV analysis [3] (dashed line); i.e.,
we exclude all the new 2009 data [6,7]. The new
COMPASS inclusive [11] and semi-inclusive [12] DIS
data sets have little impact on Δg and are included in the
DSSV* fit.
The striking feature of our new polarized gluon distri-

bution is its much larger size as compared to that of the
DSSV analysis [3]. For Q2 ¼ 10 GeV2, it is positive
throughout and clearly away from zero in the regime
0.05 ≤ x ≤ 0.2 predominantly probed by the RHIC data,
as is demonstrated by the alternative fits spanning the
90% C.L. interval. In contrast to the original DSSV gluon
distribution, the new Δg does not show any indication of a
node in the RHIC x range [18]. It is interesting to notice that
the DSSV* fit, without the new 2009 but with updated
earlier RHIC data sets, already tends to have a positive Δg.
This trend is then very much strengthened, in particular, by
the 2009 STAR data [6].
Figure 2 shows the comparison to the new STAR jet

data [6] obtained with our new set of spin-dependent
distributions. As in the analysis itself, we have chosen
both the factorization and renormalization scales as pT .
STAR presents results for two rapidity ranges, jηj < 0.5
and 0.5 < jηj < 1. It is evident that the new fit describes
the data very well in both ranges. We also illustrate the
uncertainties corresponding to our analysis, using the
LM method with a tolerance Δχ2 ¼ 1 unit (inner bands)
and 90% C.L. (outer bands). The result for our previous
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FIG. 1 (color online). Gluon helicity distribution at
Q2 ¼ 10 GeV2 for the new fit, the original DSSV analysis of
[3], and for an updated analysis without using the new 2009
RHIC data sets (DSSV*, see text). The dotted lines present the
gluon densities for alternative fits that are within the 90% C.L.
limit. The x range primarily probed by the RHIC data is indicated
by the two vertical dashed lines.
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data mainly probe the region 0.05 ≤ x ≤ 0.2, but the more
precise 2009 results help to constrain ΔgðxÞ better down to
somewhat lower values x≃ 0.02. Here, some very limited
information on Δg is also available from scaling violations
of the DIS structure function g1 which is, of course, fully
included in our global QCD analysis. Overall, the con-
straints on ΔgðxÞ in, say, the regime 0.001 ≤ x ≤ 0.05 are
much weaker than those in the RHIC region, as can be
inferred from Fig. 1. Very little contribution to ΔG is
expected to come from x > 0.2.

Figure 5 shows our estimates for the 90% C.L. area in the
plane spanned by the truncated moments of Δg calculated
in 0.05 ≤ x ≤ 1 and 0.001 ≤ x ≤ 0.05 for Q2 ¼ 10 GeV2.
Results are presented both for the DSSV* and our new fit.
The symbols in Fig. 5 denote the actual values for the
best fits in the DSSV, DSSV*, and the present analyses. We
note that for our new central fit the combined integralR
1
0.001 dxΔgðx;Q2Þ accounts for over 90% of the full ΔG
at Q2 ¼ 10 GeV2. Not surprisingly, the main improvement
in our new analysis is to shrink the allowed area in the
horizontal direction, corresponding to the much better
determination of ΔgðxÞ in range 0.05 ≤ x ≤ 0.2 by the
2009 RHIC data. Evidently, the uncertainty in the smaller-x
range is still very significant, and better small-x probes
are badly needed. Data from the 2013 RHIC run at

ffiffiffi
s

p
¼

510 GeV may help here a bit. In the future, an electron-ion
collider would provide the missing information, thanks to
its large kinematic reach in x and Q2 [20].
Conclusions and outlook.—We have presented a new

global analysis of helicity parton distributions, taking into
account new and updated experimental results. In particu-
lar, we have investigated the impact of the new data on ALL

in jet and π0 production from RHIC’s 2009 run. For the first
time, we find that the jet data clearly imply a polarization of
gluons in the proton at intermediate momentum scales, in
the region of momentum fractions accessible at RHIC. This
constitutes a new ingredient to our picture of the nucleon.
While it is too early to draw any reliable conclusions on the
full gluon spin contribution to the proton spin, our analysis
clearly suggests that gluons could contribute significantly
after all. This in turn also sheds a new light on the possible
size of orbital angular momenta of quarks and gluons.
We hope that future experimental studies, as well as lattice-
QCD computations that now appear feasible [21], will
provide further information onΔgðxÞ and eventually clarify
its role for the proton spin. We plan to present a full new
global analysis with details on all polarized parton dis-
tributions once the 2009 RHIC data have become final and
additional information on the quark and antiquark helicity
distributions, in particular from final data on W boson
production at RHIC, has become available. Also, on the
theoretical side, a new study of pion and kaon fragmenta-
tion functions should precede the next global analysis of
polarized parton distributions.
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FIG. 5 (color online). 90% C.L. areas in the plane spanned by
the truncated moments of Δg computed for 0.05 ≤ x ≤ 1 and
0.001 ≤ x ≤ 0.05 at Q2 ¼ 10 GeV2. Results for DSSV, DSSV*,
and our new analysis, with the symbols corresponding to the
respective values of each central fit, are shown.
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Figure 1.8: Left: the red curve (NEW FIT) presents the gluon helicity distribution from
DSSV2014 [50] after including the measured ALL results [49] using STAR 2009 data.
Right: truncated moment of gluon helicity distribution. The green and blue areas
present the 90% C.L. region from DSSV2008 [40] and DSSV2014 [50], respectively.
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Figure 6: The impact of the recent jet and di-

jet [18–22], pion [23,24] and W [13,14,16] data

on the x-dependence of the gluon helicity dis-

tribution at Q2 = 10GeV2
based on the global

fit by the DSSV group. The black curve with

the 1� uncertainty light blue band illustrates

the DSSV14 results [17], while the blue curve

with 1� uncertainty band in dark blue [2] shows

the preliminary results after the inclusion of the

new data.

forward-forward jets (top left), forward-central jets (top right), central-central jets (bottom
left), and forward-backward jets (bottom right), where forward jet rapidity is 0.3 < ⌘ < 0.9,
central jet rapidity is |⌘| < 0.3, and backward jet rapidity is �0.9 < ⌘ < �0.3. The forward-
forward and forward-central configurations probe the most asymmetric collisions down to
x ' 0.015. The forward-forward and central-central events probe collisions with | cos ✓⇤|
near zero, whereas forward-central and forward-backward events are more sensitive to larger
| cos ✓⇤|, where ✓⇤ is the scattering angle in the center-of-mass frame of scattering partons.
In both Figs. 7 and 8, the DSSV14 calculations are plotted as the black curves with the 1�
uncertainty bands marked in light blue. The blue curves with 1� uncertainty bands in dark
blue show the impact of all the data sets included in the new preliminary DSSV fit [2] as in
Fig. 6. The curves for JAM �g < 0 solution [41] are presented in red.

3.3 Nonlinear QCD effects

To understand where the saturation of gluon densities sets in, whether there is a simple
boundary that separates this region from that of more dilute quark-gluon matter, is one of
the most important physics cases of the RHIC Cold QCD program and future EIC.

It is well known that PDFs grow rapidly at small-x. The power-law growth of the
gluon density can be explained by gluon splitting, which leads to a linear evolution of gluon
dynamics. But if one imagines how such a high number of small-x partons would fit in the
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V. RESULTS

Figure 3 shows the 2013 inclusive jet ALL (blue) as a
function of the parton jet transverse momentum scaled by
2=

ffiffiffi
s

p
. The shaded blue boxes represent systematic uncer-

tainty (width indicates the jet energy resolution). The
vertical lines correspond to statistical uncertainties, includ-
ing consideration of the correlation between two jets when
they are found in the same event. Table VI presents the
numerical results for the inclusive jet measurement. This
result is compared with previous STAR results [2,11,12]
with all their systematic uncertainties added in quadrature,
and expectations from the latest global analyses available

in [4,5]. There is good agreement among all measurements
and with the global fits.
Figure 4 shows the x1 and x2 distributions using the

reconstructed dijet events from the embedded simulation
for the most asymmetric collisions (topology A) in the
region 12 < Minv < 14 GeV=c2. Figure 4 corresponds to
the lowest momentum fraction values probed in these
studies. The obtained values of x1 and x2 are weighted
by the partonic asymmetry to indicate the region that is
sensitive to the double-helicity measurement. The dijet
triggers were introduced in this analysis specifically to
enhance statistics at low x, sacrificing statistics at low pT
for the inclusive jet measurement, as seen in Fig. 3, while
providing an order of magnitude greater statistics for the
lower Minv bins for the dijet results.
Figure 5 shows the dijet ALL as a function of the parton

level invariant mass for the four topologies. Systematic
uncertainties for dijet ALL were estimated following the
same procedure as used for inclusive jet ALL. The 2012
results [11] and the expectations from global analyses are
also shown. Table VII presents the numerical results of the
dijet measurements in each topology. Similar to the
inclusive jet results, there is good agreement between these
and previous dijet results and with the global fits for all
topologies.
There are point-to-point correlations between inclusive

jet and dijet measurements from systematic effects, in
addition to statistical correlations originating from the fact
that ∼32% of dijet events included at least one jet from the
inclusive measurement. The underlying-event and trigger
bias systematic uncertainties were treated as fully corre-
lated in ALL. Events with two reconstructed jets, both

TABLE VI. Inclusive jet ALL results.

pT bin Jet pT ALL ! stat:! syst:

7.0–8.2 7.79! 0.86 0.00626! 0.00241! 0.00060
8.2–9.6 9.62! 0.59 0.00258! 0.00249! 0.00056
9.6–11.2 11.67! 0.47 0.00277! 0.00176! 0.00054
11.2–13.1 13.59! 0.51 −0.00075! 0.00187! 0.00054
13.1–15.3 15.76! 0.54 −0.00085! 0.00216! 0.00051
15.3–17.9 19.89! 0.73 0.00444! 0.00112! 0.00050
17.9–20.9 22.68! 0.81 0.00308! 0.00114! 0.00050
20.9–24.5 25.94! 0.89 0.00572! 0.00128! 0.00051
24.5–28.7 29.75! 1.00 0.01008! 0.00161! 0.00054
28.7–33.6 34.29! 1.21 0.01033! 0.00217! 0.00059
33.6–39.3 39.59! 1.40 0.01249! 0.00312! 0.00064
39.3–46.0 45.76! 1.52 0.01824! 0.00478! 0.00068
46.0–53.8 53.17! 1.73 0.02205! 0.00788! 0.00092
53.8–62.8 61.37! 1.95 0.04527! 0.01388! 0.00212
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logy A (the most asymmetric collisions). A represent-
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p
¼ 200 GeV [2,12] and 510 GeV [11], and

evaluations from DSSV14 [4] and NNPDFpol1.1 (with its
uncertainty) [5] global analyses. The vertical lines are statistical
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uncertainties. Scale uncertainties from polarization (not shown)
are !6.5%, !6.6%, !6.4%, and !6.1% from 2009 to 2015,
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092011-10

Figure 1.9: Left: some STAR ALL measurements of inclusive jets [49, 44, 53-
54] as a function of xT = 2pT/

√
s at

√
s = 200 and 500 GeV. Right: new

DSSV2014 + RHIC≤2022 preliminary result [56] of gluon helicity distribution after in-
cluding all the RHIC measurements up to 2022.
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• Is Negative Gluon Polarization Possible?

As mentioned above, measurements conducted at RHIC have confirmed sizable pos-
itive gluon polarization inside the proton [50, 56]. However, the Jefferson Lab Angular
Momentum (JAM) Collaboration [57] recently proposed that the gluon helicity distri-
bution ∆g is strongly dependent on the theoretical assumptions applied, namely the
positivity constrain on the helicity distribution [50], SU(2) isospin symmetry and the
SU(3) flavor symmetry. The left panel of Fig. 1.10 shows the ∆g from the JAM Collab-
oration [57] with/without applying these constraints while the right panel of Fig. 1.10
presents the prediction of ALL for inclusive jets for both positive and negative solu-
tions of gluon helicity distributions, which shows that both predictions can describe
the STAR measurements. Why does ALL of inclusive jets allow a negative gluon ∆g?
One of the reason is that ALL is proportional to the ∆g2 in the dominant g-g scattering
channel, which is not sensitive to the sign of ∆g. Some measurements conducted at
RHIC, for example, the ALL measurement of direct photons [58], which are mainly pro-
duced via the quark-gluon scattering at RHIC energy making ALL a linear dependence
on ∆g, and the di-jets ALL measurements [51-52, 44, 53-55] reducing parton scattering
kinematics have shown their ability to distinguish between two scenarios of ∆g. Fig-
ure 1.11 shows the measured ALL of direct photons at PHENIX and ALL of di-jets at
STAR. In Fig. 1.11, measured ALL results disfavor the predictions from JAM negative
∆g.

In addition to these two measurements, the ALL of jets tagged with charged pions
carrying large momentum fraction of jets can shed light on the sign of the ∆g. The
ALL of π±-tagged jets can be factorized as following:

ALL =

∑
ab ∆fa

⊗
∆fb

⊗
dσ̂fafb→fc+X âfafb→fc+X

LL

⊗
Dπ±

fc∑
abc fa

⊗
fb
⊗

dσ̂fafb→fc+X
⊗

Dπ±
fc

, (1.9)

where Dπ±

fc
is the jet fragmentation function from parton fc to π±. In the fragmentation

processes, the u quark and d quark preferentially fragment into π+ and π−. As quark-
gluon scattering is one of dominant subprocesses at RHIC energy, the π± tagging
not only enhances the u-g and d-g scattering but also suppresses the g-g scattering,
which is blind in discrimination on the sign of ∆g. As we can see from the Fig. 1.6,
helicity distributions of u quark and d quark have been well constrained and they are
in opposite sign. Therefore, one would expect Aπ+

LL > 0 and Aπ+

LL > Aπ−
LL for positive
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∆g and the opposite case for negative ∆g. Figure 1.12 shows the ALL measurements of
inclusive π± conducted at PHENIX Collaboration [59-60], and predictions with JAM
positive and negative gluon ∆g [57, 61] are compared. Though, the measurements are
not precise to distinguish two ∆g scenarios, the predictions clearly show that the π±

ALL is sensitive to the sign of ∆g. In this thesis, more precise ALL measurements of
the π±-tagged jets have been performed, and details about the measurements will be
discussed in Chapter 3.

Imposition of the positivity constraints in Eq. (14) further
reduces the uncertainties on the polarized quark PDFs,
especially for the strange quark, and augments somewhat
the shape of the Δdþ PDF in particular. The latter effect is
induced by assuming a flavor symmetric polarized sea,
Δū ¼ Δd̄ ¼ Δs̄ ¼ Δs, so that changes in Δs propagate to
theΔuþ andΔdþ distributions. Since the absolute values of
Δdþ are smaller than those of Δuþ, the impact on the
polarized d quark is greater. The dependence of the strange
helicity distribution on theoretical assumptions, such as
SU(3) symmetry and positivity, may be reduced with
additional experimental data on semi-inclusive DIS and
single inclusive eþe− annihilation data, which can provide
independent combinations of the quark flavor PDFs [9,28].
For the gluon helicity distribution, we find in the absence

of PDF positivity constraints two distinct sets of solutions
that differ in sign, with the positive Δg solutions closely
resembling results from earlier PDF analyses [26,30].
Examining the solution space more closely, we observe
that the Δg solutions are extremely non-Gaussian for the
SU(2) and SU(3) scenarios, as Fig. 7 illustrates for the
individual replicas. For the SU(2) scenario, we find 72%
are positive solutions and 28% are negative solutions, while
for the SU(3) case the fractions are 85% and 15%,
respectively. With the inclusion of the PDF positivity
constraints, when using the negative solutions from the
SU(3) scenario as starting points for the minimization

process all the replicas remain negative with very large
values of χ2red ≈ 5.7. These results indicate that the pos-
itivity constraints are satisfied at the expense of a signifi-
cant deterioration in the description of the jet ALL data.

FIG. 6. Expectations values for spin-dependent Δuþ, Δdþ, Δsþ, and Δg PDFs at Q2 ¼ 10 GeV2 fitted under various theory
assumptions according to the SU(2) (yellow 1σ bands), SU(3) (blue 1σ bands) and SUð3Þ þ positivity (red 1σ bands) scenarios, as well
as with the SU(2) scenario but filtered to ensure ALL positivity at large x (dashed lines). The vertical dotted lines indicate the range of
parton momentum fractions x constrained by data.

FIG. 7. Monte Carlo replicas for the spin-dependent gluon PDF
xΔg at Q2 ¼ 10 GeV2 fitted under various theory assumptions
according to the SU(2) (yellow lines), SU(3) (blue lines) and
SUð3Þ þ positivity (red lines) scenarios, with 300 replicas
randomly selected from the total of 723, 647 and 639 for the
three scenarios, respectively. The vertical lines indicate the range
of parton momentum fractions x constrained by data.
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of bands represent solutions with Δg > 0 and Δg < 0, as
we discuss below, with each giving very similar descrip-
tions. Only the fits to the STAR 2005 [19] and 2012 [21]
data show noticeable deviations, with χ2red ≈ 1.5 for these
sets, which is mostly due to the presence of some outliers in
these spectra.
The fits to the jet ALL asymmetries are similar for the

other scenarios, with χ2red values almost identical, as listed
in Table II. As may be expected, the less restrictive SU(2)
scenario produces moderately wider uncertainty bands at
the larger pT values, pT ≳ 30 GeV, due to the relatively
larger uncertainties on the helicity PDFs in the absence of
the SU(3) flavor symmetry constraint. Conversely, the more
restrictive SUð3Þ þ positivity scenario yields narrower
error bands for pT ≳ 30 GeV as a result of the significant

suppression of the Δg solution space from the positivity
constraints, as we discuss next.
To illustrate more explicitly the influence of theoretical

assumptions on the PDFs and their uncertainties, we
compare in Fig. 6 the Δuþ, Δdþ, Δsþ and Δg distributions
at Q2 ¼ 10 GeV2 for the different scenarios with SU(2),
SU(3), or SUð3Þ þ positivity constraints. For the least
constrained fit with only the SU(2) relation in Eq. (12)
imposed, the Δuþ and Δdþ PDFs are reasonably well
determined, while the Δsþ distribution has a very large
uncertainty and is consistent with zero. The imposition of
the SU(3) relation in Eq. (12a) has a dramatic effect on the
polarized quark PDF uncertainties, especially for the Δsþ
distribution, but also on the nonstrange spin PDFs which
have reduced uncertainties.

FIG. 5. Double longitudinal spin asymmetries ALL in polarized pp collisions from STAR [17,19–23] and PHENIX [24] versus jet
transverse momentum pT for bins in pseudorapidity η. The data are compared with the JAM global QCD analysis using the SU(3)
scenario in Eq. (12b) for the “positive” gluon solutions Δg > 0 (blue bands) and “negative” gluon solutions Δg < 0 (green bands) with
1σ uncertainties. The final panel (with the same data as for the STAR 2015 panel on its left) shows the contributions from the gg (solid
lines) and qg channels (dashed lines).

HOW WELL DO WE KNOW THE GLUON POLARIZATION IN THE … PHYS. REV. D 105, 074022 (2022)

074022-11

of bands represent solutions with Δg > 0 and Δg < 0, as
we discuss below, with each giving very similar descrip-
tions. Only the fits to the STAR 2005 [19] and 2012 [21]
data show noticeable deviations, with χ2red ≈ 1.5 for these
sets, which is mostly due to the presence of some outliers in
these spectra.
The fits to the jet ALL asymmetries are similar for the

other scenarios, with χ2red values almost identical, as listed
in Table II. As may be expected, the less restrictive SU(2)
scenario produces moderately wider uncertainty bands at
the larger pT values, pT ≳ 30 GeV, due to the relatively
larger uncertainties on the helicity PDFs in the absence of
the SU(3) flavor symmetry constraint. Conversely, the more
restrictive SUð3Þ þ positivity scenario yields narrower
error bands for pT ≳ 30 GeV as a result of the significant

suppression of the Δg solution space from the positivity
constraints, as we discuss next.
To illustrate more explicitly the influence of theoretical

assumptions on the PDFs and their uncertainties, we
compare in Fig. 6 the Δuþ, Δdþ, Δsþ and Δg distributions
at Q2 ¼ 10 GeV2 for the different scenarios with SU(2),
SU(3), or SUð3Þ þ positivity constraints. For the least
constrained fit with only the SU(2) relation in Eq. (12)
imposed, the Δuþ and Δdþ PDFs are reasonably well
determined, while the Δsþ distribution has a very large
uncertainty and is consistent with zero. The imposition of
the SU(3) relation in Eq. (12a) has a dramatic effect on the
polarized quark PDF uncertainties, especially for the Δsþ
distribution, but also on the nonstrange spin PDFs which
have reduced uncertainties.

FIG. 5. Double longitudinal spin asymmetries ALL in polarized pp collisions from STAR [17,19–23] and PHENIX [24] versus jet
transverse momentum pT for bins in pseudorapidity η. The data are compared with the JAM global QCD analysis using the SU(3)
scenario in Eq. (12b) for the “positive” gluon solutions Δg > 0 (blue bands) and “negative” gluon solutions Δg < 0 (green bands) with
1σ uncertainties. The final panel (with the same data as for the STAR 2015 panel on its left) shows the contributions from the gg (solid
lines) and qg channels (dashed lines).

HOW WELL DO WE KNOW THE GLUON POLARIZATION IN THE … PHYS. REV. D 105, 074022 (2022)

074022-11

Figure 1.10: Left: gluon helicity distribution ∆g from JAM Collaboration [57]. Right:
longitudinal double spin asymmetry of inclusive jets with STAR 2015 data [53] together
with the predictions with JAM positive and negative ∆g.

acceptance, trigger efficiencies, and pileup effect, are in
total less than 7%.
Figure 1(a) shows the measured inclusive direct-photon

cross section at midrapidity in p⃗þ p⃗ collisions at
ffiffiffi
s

p
¼

510 GeV compared with NLO pQCD calculations [29,30]
using NNPDF3.0 parton-distribution functions (PDF)
[31,32] and Glück-Reya-Vogt (GRV) fragmentation
functions (FF) [33]. The pseudorapidity range for this
measurement is jηj < 0.25 after the fiducial requirement
that removes edge towers of the EMCal. The calculation is
in good agreement with the data within the uncertainties for
pT > 12 GeV=c, but underestimates the yield by up to a
factor of ≈3 for pT < 12 GeV=c. This discrepancy is
possibly due to multiparton interactions and parton showers
[34–38]. The isolated direct-photon cross section is shown
in Fig. 1(c) as a function of pT and compared with the NLO
pQCD calculation [29,30] using NNPDF3.0 [31,32] and
GRV FF [33]. The calculation is in good agreement with
the data within the uncertainties, with slight overestimation
in the lowest pT bins.
The double-helicity asymmetry is defined as

ALL ¼ Δσ
σ

¼ σþþ − σþ−
σþþ þ σþ−

; ð4Þ

where σþþ (σþ−) is the cross section for the same
(opposite) helicity proton-proton collisions. This can be
rewritten in terms of particle yield and beam polarizations:

ALL ¼ 1

PBPY

Nþþ − RNþ−
Nþþ þ RNþ−

; ð5Þ

where Nþþ (Nþ−) is the number of isolated direct photons
from the collisions with the same (opposite) helicities.
PB (PY) are the polarizations for the blue (yellow) proton
beams, and the average values in 2013 were 0.55 (0.57)
[39]. R ¼ ðLþþ=Lþ−Þ is the relative luminosity that is
measured by the BBC. The systematic contribution of R to
ALL was found to be 3.8 × 10−4 [13].
The asymmetry was calculated for photon candidates

that passed the same time-of-flight, minimum-energy, and
isolation requirements as in the cross-section analysis.
A z-vertex requirement of 30 cm is used for the asymmetry
measurement. The asymmetry contribution for back-
ground photons from π0 ’s decay was calculated from
the sideband regions (47–97 and 177–227 MeV=c2) below
and above the π0 mass peak (112–162 MeV=c2) using the
inclusive photon sample due to the limited statistics in
the isolated photon sample. The asymmetry for other
hadron decays (mostly η decays) was taken as Aη

LL from
previous PHENIX measurements at

ffiffiffi
s

p
¼ 200 GeV [6]

by assuming xT scaling. The difference in Aη
LL between

200 and 510 GeV for a given xT is expected to be
much smaller than the experimental uncertainty of the
200 GeV result which was used to assign a systematic

uncertainty [11,12]. The background-corrected asymmetry
can be calculated as

Adir
LL ¼ Atotal

LL − rπ0Aπ0
LL − rhA

η
LL

1 − rπ0 − rh
; ð6Þ

where rπ0 (10%–14%) and rh (0.6%–1.4%) are background
fractions of π0 and other hadron-decay photons, respec-
tively. We used a bunch-shuffling technique which assigned
a random spin polarization to each bunch and examined the
distribution of resulting asymmetries ensure there were
no false asymmetries arising from unknown systematic
effects [6]. The data were divided into subgroups according
to the bunch spin patterns that were used to fill the RHIC
rings, and calculated asymmetries were found to be
consistent.
Figure 2 shows the double-helicity asymmetry of iso-

lated direct-photon production in longitudinally polarized
proton-proton collisions at

ffiffiffi
s

p
¼ 510 GeV for 6 < pT <

20 GeV=c. The corresponding gluon momentum fraction is
x ≈ 2pT=

ffiffiffi
s

p
. In the asymmetry measurement, systematic

effects are largely canceled. The systematic uncertainties
in Fig. 2 include point-to-point uncertainties from back-
ground estimation and false asymmetries in the background
due to pileup effects at low pT. The NLO pQCD calculation

 [GeV/c]
T

p
5 10 15 20

LLA

0.04

0.02

0

0.02

0.04
| < 0.25 = 510 GeV, |s + X, isop + p

PHENIX Data
 uncertaintyMCDSSV14 with DSSV

 uncertainty
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g > 0 with JAMJAM22
 uncertainty

MC
g < 0 with JAMJAM22

FIG. 2. Double-helicity asymmetry ALL vs pT for isolated
direct-photon production in polarized pþ p collisions at

ffiffiffi
s

p
¼

510 GeV at midrapidity. Vertical error bars (boxes) represent the
statistical (systematic) uncertainties. The systematic uncertainties
for pT < 10 GeV=c are smaller than the marker size. Not shown
are a 3.9 × 10−4 shift uncertainty from relative luminosity and
a 6.6% scale uncertainty from polarization. The DSSV14 and
JAM22 calculations are shown with 1σ uncertainty bands
obtained fromMC replicas [11,15,16,40,41]. JAM22 calculations
are based on PDF sets from the global analysis of the JAM
Collaboration [16], and the code to calculate the asymmetries was
provided by W. Vogelsang.
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Figure 8: STAR double-helicity asymmetries

ALL for dijet production vs dijet invariant

mass Minv in polarized pp collisions at
p
s=510

GeV at midrapidity from 2013 data set [21].

DSSV14 evaluation [17] is plotted as the black

curve with the 1� uncertainty band marked

in light blue. The blue curve with 1� uncer-

tainty band in dark blue shows the impact of

all the data sets included in the new prelimi-

nary DSSV fit [2] as in Fig. 6. The red curves

show the JAM �g < 0 solution [41] calculated

by the DSSV group.

contributions from double-parton scatterings (DPS) to the d+A! ⇡0⇡0X cross section are
suggested as an alternative explanation for the suppression [47] beyond gluon saturation.
Therefore, it is important to make the same measurements in the theoretically and experi-
mentally cleaner pA collisions. Under the color glass condensate (CGC) framework [48–50],
at a given x, gluons from different nucleons are predicted to amplify the total transverse
gluon density by a factor of A1/3 for a nucleus with mass number A. RHIC 2015 pp, pAl,
and pAu datasets are ideal to study the A-dependence by varying the nuclei species.

The recent published forward di-⇡0 correlation measured by the STAR detector pioneered
the observation of the dependence of nonlinear gluon dynamics on the nuclear mass number
A [51], see the left panel of Fig. 9. The area is extracted by a Gaussian fit of the back-to-
back correlation measured from each collision system. The area ratio of pA/pp presents the
relative yields of back-to-back di-⇡0s in pA with respect to pp collisions. The area ratio in
pAu over pp is about 50% indicating a clear suppression of back-to-back di-⇡0 correlation in
pAu compared to pp collisions. The same trend but smaller amount of suppression is observed
in pAl collisions. The suppression is found to scale with A and linearly dependent on A1/3.
The extracted slope from the linear dependence will be critical input for the gluon saturation
model in CGC. Meanwhile, STAR revisited the same measurement for dAu collisions. It was
predicted by comparing the forward di-⇡0 correlation in pp, pAu, and dAu collisions, one
can access the contribution from DPS [47].

For RHIC 2016 data, a large background of ⇡0 identification is found in dAu collisions,

17

Figure 1.11: Left: longitudinal double spin asymmetry of direct photon as a function
of pT in proton-proton collision at

√
s = 510 GeV. Right: the longitudinal double spin

asymmetry of di-jets as a function of di-jet invariant mass in proton-proton collision
at

√
s = 510 GeV.
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contribution from the gluon-gluon channel and a negative
contribution from the quark-gluon channel, giving equally
good descriptions of the inclusive jet data.
Earlier, Jäger et al. [13] discussed possible constraints on

the sign of Δg from inclusive pion production in polarized
pp collisions. In particular, they considered PHENIX
data [14] for neutral pions produced with relatively low
transverse momentum, 1 < pT < 5 GeV, within a collinear
factorization framework. While the applicability of collin-
ear factorization in this region may be questionable, Jäger
et al. extracted a small but negative lower bound for the
double spin asymmetry by finding the extremum of the
asymmetry in Mellin space as a function of the moments

of Δg. They found that the extremum corresponds to a
negative gluon helicity, with associated violations of PDF
positivity bounds at higher x values, similar to those found
in the JAM analysis [8].
Moreover, the sign of Δg was investigated by comparing

PHENIX data on inclusive charged pion production
[15,16]. A positive Δgwas expected to produce a hierarchy
of double spin asymmetries with that for πþ > π0 > π−.
In Fig. 2, we show the πþ and π− asymmetries at pp center
of mass energies

ffiffiffi
s

p
¼ 200 and 510 GeV as a function of

xT ¼ 2pT=
ffiffiffi
s

p
, where pT is the transverse momentum

of the final state pion in the laboratory frame, compared
with predictions from the recent JAM analysis [8]. While
the πþ asymmetry in particular has the potential to
discriminate between the different Δg solutions, the uncer-
tainties on these data do not exclude either a positive or
negative Δg.
A possible way to resolve this problem would be to

identify observables that are linear in the gluon polarization
Δg, and where the gluon contribution is not suppressed
relative to the quark contribution, as it is in inclusive deep-
inelastic scattering (DIS). One candidate process is polar-
ized lepton-nucleon semi-inclusive DIS (SIDIS), with
production of hadrons in the final state with large transverse
momentum. Here, the contribution in which the hard
scattering involves an initial state gluon enters at the same
order in the strong coupling αs as the quark scattering
contribution. One therefore expects greater sensitivity to
the Δg PDF at high transverse momentum than at low
transverse momentum.
In this paper, we examine the polarized SIDIS process

for the production of charged pions at large transverse

FIG. 1. Polarized gluon distribution xΔgðxÞ at Q2 ¼ 10 GeV2

from the recent JAM global QCD analysis [8], showing sepa-
rately solutions with Δg > 0 (red lines) and Δg < 0 (blue lines),
and compared with % the unpolarized gluon distribution, xgðxÞ
(green lines).

FIG. 2. Inclusive double spin asymmetry for πþ (left column) and π− (right column) production from the PHENIX experiment [15,16]
at

ffiffiffi
s

p
¼ 200 GeV (top row) and 510 GeV (bottom row) as a function of xT ¼ 2pT=

ffiffiffi
s

p
, compared with the predictions from the JAM

analysis [8] with positive (red bands) and negative (blue bands) gluon helicity.

WHITEHILL, ZHOU, SATO, and MELNITCHOUK PHYS. REV. D 107, 034033 (2023)

034033-2

Figure 1.12: Longitudinal double spin asymmetry of inclusive charge pions as a function
of xT in proton-proton collisions at

√
s = 200 GeV (first row) and

√
s = 510 GeV

(second row) together with predictions from JAM [57].

1.2.2 Constraining Helicity Distributions of ū and d̄ Quarks

At RHIC, constraints on the flavor-separated helicity distributions of ū and d̄ come
from the measurements of the single spin asymmetry AL of the W± bosons, which are
mainly produced via u+ d̄ → W+ and ū+d → W− at RHIC energy. Due to the V −A

nature of the weak interaction, W+ (W−) can only be produced with positive-helicity
d̄ (ū) quark and negative-helicity u (d) quark, as illustrated in Fig. 1.13.

26 Bunce et al

Figure 12: Production of a W+ in a p⃗p collision, at lowest order. (a) ∆u is probed in
the polarized proton. (b) ∆d̄ is probed.

in bunches, alternately right- (+) and left- (−) handed. The parity-violating
asymmetry is the difference of left-handed and right-handed production of W s,
divided by the sum and normalized by the beam polarization:

AW
L =

1

P
×

N−(W )−N+(W )

N−(W ) +N+(W )
. (16)

As Figure 4 shows, we can construct this asymmetry from either polarized beam,
and by summing over the helicity states of the other beam. The production of
the left-handed weak bosons violates parity maximally. Therefore, if for example
the production of the W+ proceeded only through the diagram in Figure 12a,
the parity-violating asymmetry would directly equal the longitudinal polarization
asymmetry of the u quark in the proton:

AW+

L =
u−−(x1)d̄(x2)− u−+(x1)d̄(x2)

u−−(x1)d̄(x2) + u−+(x1)d̄(x2)
=

∆u(x1)

u(x1)
. (17)

Similarly, for Figure 12b alone,

AW+

L =
d̄+−(x1)u(x2)− d̄++(x1)u(x2)

d̄+−(x1)u(x2)− d̄++(x1)u(x2)
= −

∆d̄(x1)

d̄(x1)
. (18)

Figure 1.13: The lowest order Feynman diagrams of the W+ production [41].
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The single spin asymmetry AL is defined as following:

AL =
σ+ − σ−

σ+ + σ− , (1.10)

where σ+ and σ− are the cross section from positive and negative proton beam helicity.
This formula, at the leading order, can be written in terms of parton distribution
functions as following:

AW+

L (yw) =
−∆u (x1) d̄ (x2) + ∆d̄ (x1) u (x2)

u (x1) d̄ (x2) + d̄ (x1) u (x2)
, (1.11)

AW−

L (yw) =
−∆d (x1) ū (x2) + ∆ū (x1) d (x2)

d (x1) ū (x2) + ū (x1) d (x2)
, (1.12)

where yw is the rapidity of W± bosons. x1 and x2 are proton momentum fraction
carried by scattering partons from two proton beams, respectively. In general, the
momentum fraction x carried by valence quarks is much larger than that carried by
sea quarks. Therefore, for yW ≫ 0 (yW ≪ 0) with respect to the polarized beam,
AW+

L will be reduced to AW+

L = −∆u/u (AW+

L = −∆d̄/d̄) and AW−
L will be reduced

to AW−
L = −∆d/d (AW−

L = −∆ū/ū) [41, 62-63]. Series measurements performed at
RHIC [64-69] (see Fig. 1.14) have confirmed that the ∆ū is positive and the ∆d̄ is
negative and have found the violation of the isospin symmetry between ū and d̄ in
polarized proton. Figure 1.15 (left) shows the ∆ū and ∆d̄ from DSSV2014 [50] and
DSSV2014 + RHIC≤2022 [56]. The NNPDFpol1.1rw in Fig. 1.15 (right) represents the
∆ū−∆d̄ results after including the measured AW±

L [69] with STAR 2013 data.

1.2.3 Constraining Helicity Distributions of Strange Quarks

• Longitudinal Spin Transfer DLL of Λ and Λ

The self-analyzing weak decay of Λ and Λ [70-72] guarantees that its polarization
can be measured experimentally. As a large fraction of Λ’s spin is carried by its
valence strange quark, extensive studies on Λ polarization have been carried out in both
lepton-nucleon DIS and proton-proton collisions providing insights of the spin content
of strange quark in the proton and the spin effects in the hadronization processes [73-
74]. Theoretical studies on the longitudinal spin transfer DLL of Λ hyperons in DIS
processes [75-80] and proton-proton collisions [81-86] have shown that measuring of DLL

can not only shed light on the helicity distribution of strange quark and anti-quark but
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Figure 1.14: The longitudinal single spin asymmetry of W± bosons with STAR data
taken from 2011-2013 [69].
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Figure 3: The impact of the RHIC W AL

results on ū (top) and d̄ (bottom) polarizations

as a function of x at a scale of Q2
= 10 GeV

2
.

The black curves with the 1� uncertainty bands

marked in light blue show the results from the

DSSV14 global fit [17] and the blue curves with

1� uncertainty bands in dark blue show the

results for the new preliminary DSSV fit [2]

including the RHIC W data [13, 14, 16].

3.2 Double helicity asymmetries ALL and gluon polarization

The measurement of the gluon polarization inside protons has been a major emphasis of the
longitudinally polarized RHIC program. At RHIC, gluon polarization can be accessed by
measurements of the spin-dependent rates of production of jets [19–21,26–29], dijets [18–21,
30], ⇡0s and charged pions, [23,24,31–37], and direct photons [38]. Data from the RHIC run
in 2009 have for the first time shown that gluons inside a proton are polarized with a strong
constraint from the jet data at a center-of-mass energy of

p
s = 200 GeV [17,25]. Perturbative

QCD analyses [17,25] of the world data, including 2009 inclusive jet and ⇡0 results, at next-
to-leading order (NLO) precision, suggest that gluon spins contribute ' 40% to the spin of
the proton for gluon fractional momenta x > 0.05 at a scale of Q2 = 10 (GeV/c)2. Results for
dijet production provide a better determination of the functional form of �g(x), compared
to inclusive observables, because of better constraints on the underlying kinematics [39].

Recent STAR results [19–21] and preliminary results [22,40] on longitudinal double-spin
asymmetries of inclusive jet and dijet production at center-of-mass energies of 200 GeV
(Run-15) and 510 GeV (Run-12 and Run-13) at mid and intermediate rapidity complement
and improve the precision of previous STAR measurements. Figure 5 shows recent STAR
results on inclusive jet ALL versus xT = 2pT /

p
s at

p
s = 200 GeV and 510 GeV at mid-

rapidity from data collected in years 2009-2015, and evaluations from the DSSV14 [17] and
NNPDFpol1.1 [25] global analyses. The overall impact of the recent jet and dijet [18–22],
pion [23, 24] and W [14, 16] data on the x-dependence of the gluon helicity distribution at

13

reweighting procedure of Refs. [36,37] with the 100
publicly available NNPDFpol1.1 PDFs. The results from
this reweighting, taking into account the total uncertainties
of the STAR 2013 data and their correlations [38], are
shown in Fig. 5 as the blue hatched bands. The
NNPDFpol1.1 uncertainties [1] are shown as the green

bands for comparison. Figure 6 shows the corresponding
differences of the light sea-quark polarizations versus x at a
scale of Q2 ¼ 10 ðGeV=cÞ2. The data confirm the exist-
ence of a sizable, positive Δū in the range 0.05 < x < 0.25
[4] and the existence of a flavor asymmetry in the polarized
quark sea.
In addition, AL was determined for Z=γ$ production

from a sample of 274 electron-positron pairs with
70 < meþe− < 110 GeV=c2. The eþ and e− were each
required to be isolated, have jηej < 1.1, and Ee

T > 14 GeV.
The result, AZ=γ$

L ¼ −0.04& 0.07, is consistent with that
in Ref. [4] but with half the statistical uncertainty.
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FIG. 5. Longitudinal single-spin asymmetries, AL, for W&

production as a function of the positron or electron pseudor-
apidity, ηe, for the combined STAR 2011þ 2012 and 2013 data
samples for 25 < Ee

T < 50 GeV (points) in comparison to theory
expectations (curves and bands) described in the text.
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FIG. 6. The difference of the light sea-quark polarizations as a
function of x at a scale of Q2 ¼ 10 ðGeV=cÞ2. The green band
shows the NNPDFpol1.1 results [1] and the blue hatched band
shows the corresponding distribution after the STAR 2013 W&

data are included by reweighting.

TABLE I. Longitudinal single- and double-spin asymmetries, AL and ALL, for W& production obtained from the STAR 2013 data
sample, as well as the combination of 2013 with 2011þ 2012 results. The longitudinal single-spin asymmetry is measured for six decay
positron or electron pseudorapidity intervals. The longitudinal double-spin asymmetry was determined in the same intervals and the
results for the same absolute pseudorapidity value were combined. The systematic uncertainties include all contributions and thus also
include the point-by-point correlated uncertainties from the relative luminosity and beam polarization measurements that are broken out
separately in Figs. 4 and 5.

hηei

AL & σstat & σsyst ALL & σstat & σsyst

2013 2011–2013 2013 2011–2013
−1.24 −0.493& 0.181& 0.022 −0.312& 0.145& 0.017
−0.72 −0.255& 0.035& 0.016 −0.251& 0.030& 0.014 ' ' ' ' ' '

Wþ −0.25 −0.327& 0.027& 0.014 −0.331& 0.023& 0.014
0.25 −0.406& 0.027& 0.016 −0.412& 0.023& 0.016 0.039& 0.049& 0.014 0.016& 0.042& 0.011
0.72 −0.557& 0.034& 0.024 −0.534& 0.029& 0.022 0.049& 0.063& 0.014 0.072& 0.054& 0.011
1.24 −0.365& 0.183& 0.023 −0.482& 0.140& 0.022 −0.052& 0.331& 0.044 0.000& 0.262& 0.028

−1.27 0.269& 0.185& 0.010 0.241& 0.146& 0.010
−0.74 0.264& 0.060& 0.010 0.260& 0.051& 0.010 ' ' ' ' ' '

W− −0.27 0.282& 0.066& 0.010 0.281& 0.056& 0.011
0.27 0.254& 0.066& 0.010 0.239& 0.056& 0.010 0.067& 0.120& 0.025 −0.012& 0.101& 0.019
0.74 0.383& 0.059& 0.015 0.385& 0.051& 0.014 −0.096& 0.107& 0.026 −0.028& 0.092& 0.020
1.27 0.218& 0.185& 0.009 0.205& 0.148& 0.009 −0.133& 0.331& 0.061 −0.147& 0.260& 0.038

MEASUREMENT OF THE LONGITUDINAL SPIN … PHYS. REV. D 99, 051102 (2019)

051102-7

x

Figure 1.15: Left: the helicity distributions of ū quark and d̄ quark from DSSV2014 [50]
and DSSV2014 + RHIC≤2022 [56] including all the measured results at RHIC before
2022. Right: the asymmetry between ∆ū and ∆d̄ from [39].

also provide sensitivity to the polarized fragmentation functions. In polarized proton-
proton collisions, longitudinal spin transfer DLL of Λ hyperons is defined as:

DLL ≡
dσp+p→Λ+X − dσp+p→Λ−X

dσp+p→Λ+X + dσp+p→Λ−X

=
d∆σ

dσ , (1.13)

where ‘+’ and ‘−’ denote the helicity of proton or Λ hyperon. The spin-dependent
differential cross section d∆σ, for example, can be factorized into the convolution
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of parton distribution functions, partonic scattering cross section and fragmentation
functions:

d∆σ ∝
∫

dxa dxb

∑
abcd

∆fa (xa) fb (xb)∆DΛ
c d∆σ̂ab→cd, (1.14)

where ∆f is the helicity distribution of a parton and ∆DΛ
c is the polarized fragmen-

tation function. The spin-dependent partonic scattering cross section d∆σ̂ab→cd can
be calculated via the perturbative QCD. Figure 1.16 (left) shows the theoretical cal-
culations of the DLL from Ref. [84] with three scenarios of polarized fragmentation
functions [87] considered. The right panel of Fig. 1.16 presents the DLL prediction of Λ
from Ref. [83], which is sensitive to the helicity distribution of the anti-strange quark.

way as in [10,14–18]. The second rank antihyperons and
those from gluon fragmentation are taken as unpolarized.
The different contributions to the !" production are calcu-
lated using PYTHIA6.205. The factorization scale is taken as
pT .

After the calculations, we found out that jP !"j is indeed
somewhat larger than jP"j obtained in [15] using the same
sets of polarized parton distribution functions. The differ-
ence between the results obtained using different spin
transfer models is relatively small whereas the difference
between the results obtained using different parametriza-
tions of the polarized parton distributions can be quite
large. The latter difference originates predominantly from
the differences in the parametrizations for #!s in the x
region 0:05< x< 0:25 from which most !"’s with pT >
8 GeV=c originate. As examples, we show the results
obtained using the GRSV ‘‘standard’’ and ‘‘valence’’ sets
of parametrization of the polarized parton distributions
[31] in Fig. 3. The influence from the differences in # !u
or # !d is very small since aforementioned fragmentation
and spin contributions are small. We have cross-checked
that P !" evaluated with # !u ! # !d ! 0 shows no visible
difference from the results in Fig. 3. In view of the current
status of our knowledge on #!s"x# in nucleon, in particular,
the large difference between the different sets of parame-
trizations [31], the measurements of !" polarization are
valuable.

In the calculations, we chose pT $ 8 GeV so that the
factorization theorem and pQCD calculations are expected
to apply. We expect that the qualitative features of the
results are similar at lower pT . We used the spin transfer
factors for the hard elementary processes to the leading
order (LO) in pQCD. This is to be consistent with the
fragmentation functions where the empirical knowledge
is used. Clearly, NLO corrections can and should be
studied, in particular, in view of the results for ALL as
discussed e.g. in [35]. Such a study can be performed if
we know the polarized fragmentation functions to this
order. The fragmentation functions have to be extracted
from experiments and the presently available data in this
connection is still too scare for such a study.

At RHIC [36], we expect 100 K !"’s with pT > 8 GeV/c
and%1< !< 1, corresponding to a statistical uncertainty
of 0.01 in the extracted asymmetry, for an integrated lumi-
nosity of 100 pb%1 and a beam polarization of 50%. RHIC
should thus have a good chance to distinguish between the
different quark polarization parametrizations.

We can extend the calculations to the transversely po-
larized case, where we have,

d"# !"

d!
!
Z
pmin
T

dpT
X

abcd

Z
dxadxb"fa"xa#fb"xb#"D !"

c "z#

&Da"b!c"d
T "y# d#̂

dt̂
"ab! cd# (4)

Here, "DH
c "z# and "q"x# are the polarized fragmentation

functions in the transversely polarized case and transver-
sity distributions of the quarks or antiquarks. They can be
studied experimentally e.g. in semi-inclusive deep-
inelastic lepton-nucleon scattering with transversely polar-
ized nucleon or high-pT hyperon production in trans-
versely polarized pp collisions by measuring the hyperon
polarization in the final state. The partonic spin transfer
factor for the elementary hard scattering process is re-
placed by Da"b!c"d

T "y# for transverse polarization, which
is also calculable from pQCD for the elementary hard
scattering processes (see e.g. [37]).

As in the longitudinally polarized case, the !" polariza-
tion in the transversely polarized pp collision is also
dominated by the !s fragmentation and spin contributions.
Therefore P !";T should be sensitive to "!s"x#. We made an
estimate of P !";T assuming "DH

c "z# ! #DH
c "z# and
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The relevant differential polarized cross section can be schematically written as (the subscripts “1”, “2” below
denote helicities)

dDsp $p! $LX

dh
;

dspp1!L1X

dh
2

dspp2!L1X

dh

≠
Z

pmin
T

dpT

X

ff 0!iX

Z
dx1 dx2 dz fpsx1, m2dDf 0psx2, m2dDDL

i sz, m2d
dDsf $f 0!$iX

dh
, (1)

the sum running over all possible LO subprocesses, and
where we have integrated over pT , with pmin

T denoting
some suitable lower cutoff to be specified below. The
Dfp s fpd are the usual (un)polarized parton distributions
of the proton, and

DDL
i sz, m2d ; D

Ls1d
is1d sz, m2d 2 D

Ls2d
is1d sz, m2d (2)

describes the fragmentation of a longitudinally polar-
ized parton i into a longitudinally polarized L, where
D

Ls1d
is1d sz, m2d fDLs2d

is1d sz, m2dg is the probability for finding
a L at a mass scale m with positive (negative) helicity in
a parton i with positive helicity, carrying a fraction z of
the parent parton’s momentum.
The directly observable quantity will be not the cross

section in (1) itself but the corresponding spin asymmetry,
defined as usual by

AL ;
dDsp $p! $LXydh

dspp!LXydh
, (3)

where the unpolarized cross section dspp!LXydh is
given by an expression similar to the one in (1), with all
D’s removed.
To study the sensitivity of (3) to the poorly known

L fragmentation functions DDL
i , we use the three LO

sets obtained in [2]. For the discussion below, the idea
behind these very different models for spin-dependent L
fragmentation should be briefly recalled here.
Scenario 1.—is based on expectations from the non-

relativistic naive quark model, where only strange quarks
can contribute to the fragmentation processes that eventu-
ally yield a polarized L.
Scenario 2.—is inspired by estimates of Burkardt and

Jaffe [10,11] for a fictitious DIS structure function gL
1 ,

taking into account a similar breaking of the Gourdin-
Ellis-Jaffe sum rule [12] for L’s as is observed for
nucleons. Assuming the same features also for the DDL

i ,
a sizable negative contribution from u and d quarks to L
fragmentation is predicted here.
Scenario 3.—is the most extreme counterpart of sce-

nario 1 since all of the polarized fragmentation functions
are assumed to be equal here, which might be realistic
if, for instance, a sizable contribution to the production
of polarized L’s results from decays of heavier hyperons
who have inherited the polarization of u and d quarks pro-
duced originally.
For the unpolarized parton distributions of the pro-

ton, fp , appearing in (1) and (3) we use the LO set of

Ref. [13] throughout our calculations (using other recent
LO sets would not lead to any sizable differences here).
Unless otherwise stated we use for the corresponding
polarized densities Dfp the LO Glück-Reya-Stratmann-
Vogelsang (GRSV) “standard” scenario [14]. For the
unpolarized L fragmentation functions DL

i needed for cal-
culating dspp!LXydh we use the LO set presented in
[2], which provides an excellent description of all avail-
able, rather precise e1e2 data. It should be emphasized,
however, that there are still sizable uncertainties for the
DL

i , mainly related to possible SUs3df breaking effects
not discernible from the presently available data. We note
that, in contrast to this, the assumption of SUs2df symme-
try (DL

u ≠ DL
d ) appears to have a far more solid founda-

tion. Clearly, further measurements of theDL
i are required

here. Nevertheless, the uncertainty in the DL
i resulting

from SUs3df breaking does not really affect our con-
clusions to be drawn below, since the contribution from
strange quark fragmentation to the unpolarized cross sec-
tion is only about 5%.
Figure 1(a) shows our predictions for the spin asymme-

try AL as a function of rapidity, calculated according to
Eqs. (3) and (1) for

p
s ≠ 500 GeV and pmin

T ≠ 13 GeV.
Note that we have counted positive rapidity in the forward
region of the polarized proton. We have used the three
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FIG. 1. (a) The asymmetry AL as defined in Eq. (3) as a
function of rapidity of the L at RHIC energies for the various
sets of spin-dependent fragmentation functions. The error bars
have been calculated according to (4) and as discussed in the
text. (b) same as for scenario 3 in (a), but using the “maximal”
DDL

g (see text), a hard scale m ≠ pT y2, Dg ≠ 0, or the spin-
dependent parton distributions of the proton of set 1 of [15].
For comparison the solid line repeats the original result for
scenario 3 of (a).

531

Figure 1.16: Left: prediction of DLL of Λ [84] as a function of rapidity of Λ in proton-
proton collision at

√
s = 500 GeV. Three scenarios of polarized fragmentation functions

from Ref. [87] are considered. Right: theoretical calculation of DLL of Λ as a function
of pseudo-rapidity with hyperon pT > 8 GeV in proton-proton collisions at

√
s = 200

GeV with different parameterizations of anti-strange quark helicity distribution from
GRSV [88].

Measurements on the DLL have been conducted at STAR [89-90] using the data
taken in 2009, as illustrated in Fig. 1.17 (left), which have been fed into a model [91]
showing that the measurements can provide constraints on the strange quark and
anti-quark helicity distributions shown in Fig. 1.17 (right). It is worth to mention
that recent theoretical study [92], as illustrated in Fig. 1.18, has demonstrated that
measuring DLL as a function of jet momentum fraction carried by Λ hyperons can
directly probe the polarized fragmentation functions. In this thesis, we have performed
improved measurements on the DLL of Λ and Λ as a function of pT using

√
s = 200
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GeV proton-proton collisions data taken at STAR in 2015. We also conducted the
first measurements of DLL as a function of jet momentum fraction carried by the Λ

hyperons as suggested in Ref. [92]. Details about the measurements will be discussed
in Chapter 5.

of positive and negative pseudorapidity with respect to the
momentum of the incident polarized proton. Only statistical
uncertainties are shown and the data satisfied the JP1
trigger condition. Figure 2(b) shows the corresponding Λ̄
results. The Λ and Λ̄ results are constant with cos θ!, as
expected and as confirmed by the fit quality of the averages.
A null measurement was performed by analyzing the spin
transfer to the spinless K0

S meson, δLL, through the K0
S →

πþπ− decay channel. This decay channel has a topology
similar to the Λ → pπ− and Λ̄ → p̄πþ channels. The values
for δLL were determined with an artificial weak decay
parameter α ¼ 1 using otherwise identical methods as for
the hyperon spin-transfer measurements. The results are
shown in Fig. 2(c) and are consistent with zero as expected.
No significant asymmetries AL, defined as the cross-section
asymmetry for positive and negative beam helicity in single
polarized proton-proton scattering, were observed either, as
expected at

ffiffiffi
s

p
¼ 200 GeV. The asymmetries ALL, defined

as the cross-section asymmetry for aligned and opposed
beam helicity configurations in double polarized proton-
proton scattering, do not necessarily vanish. While no
statistically significant values were observed for the Λ
and Λ̄ hyperons, an average value of ALL ¼ 0.006$ 0.002
was observed for K0

S mesons associated with jets for
pT > 1 GeV=c.
Figure 3 shows a comparison of the results of DLL to the

Λ (top) and Λ̄ (bottom) for negative (left) and positive
(right) hyperon pseudorapidities obtained from the JP1 and
L2JetHigh triggered data samples in comparison with
previously published data [31] in the region of kinematic
overlap. The error bars show the size of the statistical
uncertainties, while the boxes indicate the size of the total
systematic uncertainty. The central values along the x axis
have been shifted slightly to higher pT values for the
L2JetHigh data for visual clarity, while the previously
published results have been offset to slightly smaller
values. The present data are seen to surpass the prior
results in precision and kinematic range.
The size of the total systematic uncertainties ranges from

0.006 to 0.017, varying with pT . The improvement in
overall size compared to our previous DLL measurement
[31] is due mostly to the refined treatment of background
[cf. Eqs. (4) and (5)] made practicable with the larger data
sample. The size of the systematic uncertainty was esti-
mated by considering contributions from uncertainties in
the decay parameter, the beam polarization, residual trans-
verse beam polarization components, the relative luminos-
ities, as well as contributions from uncertainties in the
fraction of residual background, uncertainties caused by
event overlap (pileup) in the detector, and uncertainties
introduced by the trigger conditions [36]. Among these, the
dominant sources of the systematic uncertainty are from
pileup and from trigger bias. These causes of systematic
uncertainty are uncorrelated and their effects act primarily
as offsets to the data. The effects of pileup were studied

with the data by considering variations of the reconstructed
spin-sorted hyperon yields per beam-collision event for
different collision rates. The reconstructed hyperon yield
per collision event is expected to be constant in the absence
of pileup. Constant and linear extrapolations to small
collision rates, where pileup vanishes, were then used to
estimate the contribution from any existing pileup effects
in the data to the systematic uncertainty. The resulting
uncertainty contribution is found to be largest for small
values of pT . The trigger conditions can affect the compo-
sition of the recorded data sample in several ways.
For example, it could change the relative fractions of the
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(a) Longitudinal spin transfer to Λ. (b) Longitudinal spin transfer to Λ̄ .

Fig. 4 Comparison of the measured spin transfer data with theory pre-
dictions AΛ and AΛ̄ for positive η versus pT at

√
s = 200 GeV. Markers

with error bars are the data collected by the STAR Collaboration [55].
The vertical bars and boxes indicate the sizes of the statistical and
systematical uncertainties, respectively. The solid curve represents the
result with the asymmetric input of the polarized strange and antistrange

quarks, and the dashed curve, with cuts to a much smaller range in pT
compared to Fig. 3, represents the result with the symmetric input of the
polarized strange and antistrange quarks. The asymmetric coefficients
αi for corresponding process are presented with errors. The shadow
region covers the error band. More details about the fitting results of αi
are presented in Table 1

Table 1 Fitting results of αi and
calculated results of ∆s and ∆s̄ Coefficient Value ∆s ∆s̄ χ2

min

α1 − 1.20 ± 1.31 − 0.014 ± 0.015 0.37

α2 − 0.24 ± 0.49 − 0.003 ± 0.005 2.48

resolution can be viewed as a fluctuating system coupling
to the intermediate baryon–meson Fock state p(uudss̄) =
Λ(uds)+K+(us̄), predicts the nucleon asymmetric strange–
antistrange sea distributions: the intrinsic s quarks in the
proton sea are negatively polarized, whereas the intrinsic s
antiquarks give zero contributions to the proton spin. From
previous results, we see that under the present experimen-
tal conditions, the spin transfer process from proton to Λ

is sensitive to the polarized strange and antistrange quarks.
The results in Fig. 4 also illustrate this point well. In order
to further explore the influence of the polarized strange and
antistrange quarks, a strange–antistrange asymmetry is given
in the following way.

To test the asymmetry of the polarized strange–antistrange
quarks in the proton, based on the assumption ∆s(x) =
∆s̄(x) provided by the DSSV parametrization [64,65], we
take an asymmetric coefficient on the polarized strange
quark with ∆sth = α1∆sDSSV, and antistrange quark with
∆s̄th = α2∆s̄DSSV, respectively. To insure that the value
of the asymmetric coefficients αi are in a reasonable phys-
ical range, we adopt the relation |∆sth| = |αi∆sDSSV| ≤
sMSTW to satisfy the constraint condition in energy scale
pT < 7 GeV. By making a χ2 test with the simplest form
χ2 = ∑

n(A
Λ,th
n − AΛ,data

n )2/σ 2
n on the value of αi between

range (αi,min, αi,max), we obtain the fitting results of αi with
corresponding χ2

min and errors in Table 1. We also calculate
the first moment of the modified polarized strange quark,

∫ 1
x̄a
dx∆s(x, Q2)th = α1

∫ 1
x̄a
dx∆s(x, Q2)DSSV, and the

corresponding antiquark counterpart
∫ 1
x̄a
dx∆s̄(x, Q2)th =

α2
∫ 1
x̄a
dx∆s̄(x, Q2)DSSV. We then compare the calculated

results with the light-cone meson–baryon fluctuation model
prediction. According to the calculated results presented in
Table 1, where the first moment is ∆s ≈ −0.014 ± 0.015
for strange quark and ∆s̄ ≈ −0.003 ± 0.005 for antistrange
quark, we see that the central values of the fitting results are
basically consistent with the model prediction ∆s ≈ − 0.05
to − 0.01 and ∆s̄ ≈ 0.

We also compare our results of spin transfers AΛ and AΛ̄

with the experiment data in Fig. 4, with the solid curves repre-
senting the results with the asymmetric input of the polarized
strange and antistrange quarks. The asymmetric coefficients
αi for corresponding processes are presented with errors.
The shadow region covers the error band. One can see that
the spin transfer to Λ/Λ̄ in the polarized pp collision is sen-
sitive to the polarization of strange–antistrange quarks and
the fitting results can describe the experimental data within
a reasonable error range.

Since the polarization of gluon is not negligible, it is unrea-
sonable to take ∆DΛ

g (z, Q
2) = 0 in an oversimplified and

crude way. As before, due to the lack of the knowledge of the
polarized gluon fragmentation into Λ, it makes sense to con-
sider ∆DΛ

g (z, Q
2) = DΛ

g (z, Q
2)(∆gΛ(z, Q2)/gΛ(z, Q2))

assuming that the gluon polarization behaves in a similar way
between the octet baryons, i.e.,

123
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Figure 1.17: Left: longitudinal spin transfer DLL of Λ and Λ as a function of pT
in proton-proton collisions at

√
s = 200 GeV with STAR data taken at 2009 [90].

Theoretical predictions from [84, 93, 83] are compared with the measurements. Right:
a model from Ref. [91] fitting the measured DLL [90] provides constraints on the strange
quark and anti-quark helicity distributions.

Figure 1.18: Theoretical predictions of longitudinal spin transfer DLL of Λ and Λ
at RHIC energy [92]. Three scenarios of polarized fragmentation from Ref. [87] are
considered.
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1.3 Thesis Structure

This chapter presented an brief overview on the DIS and polarized DIS experiments
and several measurements conducted at RHIC regarding on the helicity distributions
for gluon and sea quarks and outlined two works of this thesis: (1) longitudinal double
spin asymmetry ALL of π±-tagged jets, which can shed light on the sign of gluon helicity
distribution; (2) longitudinal spin transfer DLL, which can not only provide constraints
on the helicity distribution of strange quark and anti-quark but also can probe the
polarized fragmentation functions. Chapter 2 briefly introduces the Relativistic Heavy
Ion Collider, the relevant STAR detectors and the dataset used in this thesis. Three
measurements performed are discussed in the following three chapters. Chapter 3
focuses on the details of ALL measurements of π±-tagged jets. In Chapter 4, details
about the ALL measurements of Λ, Λ and K0

S will be discussed, which aim to shed light
on the helicity distributions of strange quark and anti-quark. The details about the
measurements of longitudinal spin transfer DLL of Λ and Λ are presented in Chapter
5, followed by a brief summary and outlook presented in the Chapter 6.

– 18 –



山东大学博士学位论文

Chapter 2 Experimental Setup

This chapter will briefly introduce the Relativistic Heavy Ion Collider, the STAR
detectors relevant to the analyses presented in this thesis and the data set used in the
analyses.

2.1 RHIC: A Polarized Proton-Proton Collider

The Relativistic Heavy Ion Collider (RHIC), located at Brookhaven National Lab-
oratory, New York, US, is also the first and only high energy polarized proton-proton
collider in the world. RHIC consists of two approximately circular accelerators/stor-
age rings with a circumference of 3.8 km each. The two rings are situated in the same
horizontal plane, with one ring (blue) having a clockwise beam, and the other (yellow)
having a counterclockwise beam. Each ring contains 120 bunches of proton beams,
which are filled separately. It takes about 10 minutes to fill all bunches into both
rings. The duration between the initial bunch injection and the moment when the
beam is intentionally dumped is called a ‘fill’. Taking into account the decay of the
beam polarization and luminosity, a ‘fill’ typically lasts approximately 3-8 hours for
different beam energy. The orientation of the polarization direction for each bunch
can be independently chosen. The RHIC is capable of colliding both longitudinally
and transversely polarized proton beams at the center-of-mass energy up to

√
s = 510

GeV and heavy ion beams at the center-of-mass energy per nucleon up to √
sNN = 200

GeV. Figure 2.1 shows the layout of the RHIC facility.

2.1.1 Acceleration of Polarized Proton Beams

At RHIC, an optically pumped polarized ion source (OPPIS) [95] are used to pro-
duce polarized proton beams. The OPPIS produces polarized beam of H− at rates of
up to 1012 particles per 300 µs, achieving a high polarization level ranging from 82%
to 84%. Subsequently, the generated H− beams undergo injection into the 200 MeV
Linac and are further accelerated to 1.1 GeV. Following this, the beams are directed
to the Booster synchrotron, where charge-exchange injection with a carbon foil strips
the electrons from the H− beams. The resulting proton beams then experience three
successive synchrotron accelerations. Initially, the proton beams are accelerated in
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Transverse Single Spin Asymmetries in Hadronic Interactions

An Experimental Overview and Outlook

L.C. Bland
1Brookhaven National Laboratory, Upton, New York (USA)

Abstract. Transverse single-spin asymmetries (SSA) are expected to be small in perturbative QCD because
of the chiral nature of the theory. Experiment shows there are large transverse SSA for particles produced in
special kinematics. This contribution reviews the experimental situation and provides an outlook for future
measurements.

1 Introduction

We now agree that Quantum Chromodynamics (QCD)
is the theory of the strong interaction. QCD describes
mesons and baryons as being composed of color-charged
quarks (q) and anti-quarks that interact via the exchange
of gluons (g). Two non-trivial aspects of QCD are that
the gluons carry color charge and that color is absolutely
confined into color-neutral objects. These aspects make
it complicated to understand the structure of mesons and
baryons, and lead to emergent phenomena that are not
readily evident from the QCD Lagrangian. The quest
to understand how the proton gets its spin from its con-
stituents is one avenue to tackling the big question regard-
ing color confinement.

Since the up and down quarks are so light and QCD
is a vector gauge theory, we expect that helicity is es-
sentially unchanged at the q → qg vertex [1], with the
probability for helicity flip being proportional to the quark
mass. Transverse single-spin asymmetries (SSA) are an
azimuthal modulation of particles that can be observed ei-
ther from decay or via spin-dependent particle production.
Transverse SSA requires helicity flip, so are expected to
be small. Experiment observes large transverse SSA for
particles produced via the strong interaction in particular
kinematics at collision energies where the hadroproduc-
tion is described by next-to-leading order (NLO) perturba-
tive QCD (pQCD) calculations.

Spin-orbit correlations and qg correlations are two
suggestions by theory why transverse SSA are so large.
Transverse momentum (kT ) can be correlated with the spin
of either the quark or hadron. This kT can be either in the
initial state [2] (Sivers effect) or in the fragmentation of
partons into hadrons [3] (Collins effect). An issue for the
Sivers effect is that factorization theorems have not been
proven for the use of kT -dependent distribution functions
to describe inclusive particle production in hadronic inter-
actions, except in the case of Drell-Yan production. Fac-
torization is used for collinear calculations [4] that use qg

correlators [5]. The qg correlators can appear in the ini-
tial state or in the fragmentation, but are collinear so do
not involve kT . Explicit relations between initial-state qg
correlators and kT moments of the Sivers function have
been found [6]. The Sivers function is important to under-
stand because it can provide new insight into the structure
of the proton, regarding the role of orbital motion of the
confined partons [7, 8], although model independent con-
nections have not been found.
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(longitudinal polarization)

Siberian Snakes

200 MeV Polarimeter

RHIC pC PolarimetersAbsolute Polarimeter (Hn jet)

AGS pC Polarimeter
Strong AGS Snake

Helical Partial Siberian Snake

Spin Rotators
(longitudinal polarization)

Siberian Snakes

Figure 1. Schematic of RHIC as a polarized proton collider. Po-
larization is produced at the source, and is preserved through the
acceleration sequence using Siberian Snake magnets. Each ring
has two full snakes that each precess the polarization by 180◦.
Beams are transversely polarized in the rings. Spin rotator mag-
nets can precess the polarization to become longitudinal at STAR
and PHENIX. The 2 o’clock interaction region was originally for
the BRAHMS experiment, and later for the ANDY experiment.
Results from both are discussed below.

This contribution reviews recent experimental mea-
surements of transverse SSA in hadroproduction. Oper-
ation of the Relativistic Heavy Ion Collider (RHIC) at
Brookhaven National Laboratory includes polarized pro-
ton collisions, at center-of-mass energies spanning from

Figure 2.1: The layout of the RHIC facility [94].

the Booster to reach 2.3 GeV, followed by an increase to 23 GeV in the Alternating
Gradient Synchrotron (AGS). Finally, the proton beams are injected into the RHIC
rings and accelerated to full energy up to 255 GeV.

2.1.2 The Spin Dynamics of the Polarized Beams

The orbital motion of the proton beam in an external magnetic field B is governed
by the Lorentz force by the following formula,

dβ

dt
=

q

γmc
β × B, (2.1)

where β is the velocity of the proton and q is the proton electric charge. γ is the Lorentz
factor and the m is the mass of proton at rest. Similar to the orbital motion equation,
the evolution of the spin vector for the polarized proton in an external magnetic field
is given by the Thomas-BMT equation [45, 96-97],

ds
dt

=
q

γmc
s ×

[
(γG+ 1)B − γ2G

γ + 1
(β · B)β

]
, (2.2)

where s is the spin vector of proton in the frame that moves with the proton, G = 1.7928

is the anomalous magnetic moment of the proton. Ideally, the external magnetic field
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B is perfectly transverse. The spin vector s will precess around the axis of the external
magnetic field B. By solving the Eq. (2.1) and (2.2), we can get the angular frequencies
for both orbital motion Ωc and the precession of the spin vector Ωs as followings:

• For orbital motion: Ωc =
q

γmc
B

• For spin precession: Ωs = (γG+ 1) q
γmc

B = (γG+ 1)Ωc

This means the precession of the spin vector is γG (called spin tune) times faster
than the orbital motion. However, in the reality, there are several effects that lead to
disturbation of the ideally transverse magnetic field, such as:

(i) non-zero longitudinal component and variant transverse component in the radial
direction of the quadrupole magnetic field using to focus proton beam

(ii) imperfections of the magnetic field due to the errors of the field and the misalign-
ment of the magnets

Therefore, the accelerating proton beam will undergo various depolarizing reso-
nances, i.e., the intrinsic resonance caused by effect (i) and the imperfection resonances
due to effect (ii). It is crucially important to maintain the beam polarization during
the acceleration. This is achieved by the so called ‘Siberian Snakes’ [98], which are ar-
rays of constant field helical dipole magnets and are installed diametrically opposed on
each RHIC ring. The ‘Siberian Snakes’ can apply a full spin-flip of the proton beams
in a single passage, which results in a complete cancellation of depolarization at the
first order [99]. The proton beams are transversely polarized during the acceleration,
which is the stable orientation as this orientation is approximately parallel to the ex-
ternal magnetic field. To achieve longitudinal collisions, two spin rotators are installed
on each side of the interaction points, like STAR or sPHENIX. They can switch the
beam polarization direction from transverse direction to longitudinal direction before
the collision and switch it back after the collision.

2.1.3 Measurement of the Beam Polarization

In addition to the maintenance of the beam polarization, it is crucially important to
measure the beam polarization precisely, which is an indispensable input for the Spin
Physics Program carried out at RHIC. Two types of polarimeter, as shown in Fig. 2.1,
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are employed: (1) proton-Carbon (p-C) polarimetry [100], which is installed on each
RHIC rings at 12 o’clock and (2) hydrogen gas jet (H-jet) polarimeter [101] installed at
the collision point at 12 o’clock of the RHIC ring. The beam polarization is measured
based on measuring the left-right spin asymmetry in the Coulomb-Nuclear Interference
(CNI) region with the following formula:

εN = PAN =
NL −NR

NL +NR

, (2.3)

where εN is the measured asymmetry, and P is the polarization of the beam or target
AN is the analyzing power.

The pC polarimetry consists of a thin carbon ribbon target and six silicon strip
detectors in a vacuum chamber shown in Fig. 2.2. The beam polarization is measured
based on the left-right spin asymmetry of the p-C elastic scattering at the CNI region.
However, as the analyzing power of the p-C elastic scattering, ApC

N , is not known at
RHIC energy, the absolute beam polarization cannot be measured by the p-C polarime-
try. Due to the relative large p-C elastic scattering cross section, the measurement can
be performed quickly. Therefore, the p-C polarimetry is used to measure the relative
beam polarization and the depolarization rate of the beams.

side facing the target.^ The middle panel in Fig. 4 illustrates the cross section of the 
silicon sensor. The detectors were mounted on the one end of the detector holder whose 
flange on the other end was mounted on the scattering chamber maintaining distance 
fi-om target to the silicon sensors to be 18.5 cm. 

Silicon Sensors 

Carbon Ribbon 
Target 

FIGURE 3. The RHIC pC-polarimeter setup. Silicon sensors are aligned 45, 90, and 135 degrees 
azimuthally in both left and right side with respect to the beam direction. The beam is pointing into 
the figure perpendicularly. 

Charge Collection Al Elctrodes 

^ ^ ^ ^ ^ _ ^ ^ ^ ^ ^ . 

p^ Implants-1 50 nm deep 

n Type Si Wafer 

n"̂  Implants and Al Backplane 

FIGURE 4. (Left) the mechanical drawing of the silicon sensor. Each sensor is segmented into 12 strips 
with 2mm pitch. (Middle) The cross section of the silicon sensor. (Right)The silicon detector mounted on 
a support structure attached on a flange. 

EVENT RECONSTRUCTION AND EVENT SELECTION 

As it is described in the introduction, extending the energy range to lower region is 
certainly an advantage in terms of 1) the larger magnitude of ̂ N in lower —t and 2) larger 
cross section (more statistics). However, the practical range is limited by the tolerable 
size of the uncertainty to reconstruct the energy in the low energy region. The current 
dE/dx model to describe the energy loss in a "effective" dead-layer^ fits very well in the 
region £ > 500 keV (residual ^ 0), while it tends to undershoot the data £ < 500 keV 

^ The layer to the depth of the Boron implantation is so called dead-layer and corresponding thickness is 
150 nm X 2.33 g/cm^ ^ 35 /ig/cm^, which is reasonably consistent with what were initially observed in 
the both blue and yellow polarimeters at the beginning of Run05 
^ The effective dead-layer is the dead-layer plus ineflicient charge collection region around the surface of 
the silicon detector. The energy correction for the energy loss in this region is discussed in references[4, 5] 

383 

Si:6

Si:5

Si:4 Si:3

Si:2

Si:1

⊗
Beam

Silicon Sensors

Carbon Ribbon  
Target

18.5cm

Figure 2.2: Cross section of the p-C polarimetry at RHIC [100].

The absolute beam polarization is measured with the H-jet polarimeter shown in
Fig. 2.3. The measurement is based on the p-p elastic scattering between the polarized
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FIG. 1: Schematic layout of this experiment.

In this Letter we report on a precise measurement of
the analyzing power AN in the CNI region of 0.001 <
|t| < 0.032 (GeV/c)2 at

√
s = 13.7 GeV using an in-

ternal polarized atomic hydrogen gas jet target and the
100 GeV/c RHIC proton beam. The RHIC collider ac-
celerates transversely polarized protons in bunches of op-
posite polarization [10]. By averaging over the bunch
polarizations and several accelerator fills, one obtains an
unpolarized proton beam.

Figure 1 shows the schematic layout of this experiment,
located at the 12 o’clock interaction point of RHIC. The
polarized atomic hydrogen beam crossed the RHIC pro-
ton beams from above. The two RHIC beams were ra-
dially displaced by about 10 mm, so that only the beam
circulating clockwise (the blue beam) interacted with the
jet target. The polarization of the atomic beam was di-
rected vertically. In the CNI region at high energies re-
coil protons from pp elastic scattering emerge close to 90◦

with respect to the incident beam direction. The scat-
tered beam protons did not exit the beam pipe and were
not detected. In the covered t region, however, the elastic
process is fully constrained by the recoil particle alone.

The polarized hydrogen jet is produced by an atomic
beam source in which molecular hydrogen is dissociated
by a radio frequency (RF) discharge. Hydrogen atoms
emerge through a 2 mm diameter nozzle cooled to 70 K
and enter a set of sextupole magnets that spin separate
and focus the atomic beam according to the electron
spin. Nuclear polarization of the atoms is obtained using
two RF transitions that induce spin-flips in the hydro-
gen atoms. To avoid depolarization of the atoms a set of
Helmholtz coils around the interaction point provided a
very uniform vertical magnetic holding field (0.12 T).

The target polarization was constantly monitored with
a Breit-Rabi polarimeter located below the interaction
point. The net proton polarization was 0.958 ± 0.001.
A measured (3.5 ± 2.0)% contamination of the atomic
beam by hydrogen atoms bound into molecules resulted
in a small dilution of the target polarization. Taking
into account this dilution, the target polarization was

PT = 0.924 ± 0.018. The proton polarization was re-
versed every 600 s by turning on one or the other of
two RF coils. The efficiency of the spin-flip transi-
tions was above 99%. Most systematic effects associ-
ated with the spin-asymmetry extraction thus cancel.
The atomic jet achieved a polarized beam intensity of
1.2 × 1017 H atoms/s at a speed of (1560 ± 50) m/s,
which is the highest intensity recorded to date. At the
interaction point the target profile is nearly gaussian with
a FWHM of 6.5 mm. The areal density of the target is
(1.3± 0.2)× 1012 H/cm2. For more details see [11].
The recoil protons were detected using an array of sil-

icon detectors located to the left and to the right of the
beam at a distance D ≃ 80 cm. On each side, the de-
tectors cover an aziumuthal angle of 15◦ centered on the
horizontal mid-plane. Since the momenta of the recoil
protons are very low, a second set of Helmholtz coils,
coaxial to the first one with the current circulating in
the opposite direction, was used to cancel the deflection
of the recoil proton trajectory induced by the inner coils.
The resulting total magnetic field integral

∫

Bdl seen by
the recoil protons is nearly zero, and the deviation from
the original trajectory was less than 3 mm for the low-
est momentum detected protons, leading to an almost
identical acceptance for the left and right detectors.

Each array consisted of 3 silicon detectors segmented
horizontally, 80 × 50 mm2 in size, with a 4.4 mm read
out pitch for a total of 16 channels per detector. The de-
tectors were ∼ 400 µm thick. Recoil protons with kinetic
energies TR up to 7 MeV were fully absorbed. More ener-
getic protons punched through the detectors, depositing
only a fraction of their energy. The energy calibration of
the silicon detectors was performed using two α sources
of different energies (148Gd and 241Am), which allowed us
also to estimate the thickness of the detector’s entrance
window (∼ 2 µm) and correct for it. The detectors were
read out with waveform digitizers (WFD) that performed
simultanously the function of peak sensing ADC’s and
constant fraction discriminators, and provided a dead-
time free data acquisition system.

The recoil detectors provided energy (TR), recoil polar
angle (ϑR), and time of flight (ToF) measurements for
the recoil particles. The 4-momentum transfer squared
is given by −t = 2MpTR. The ToF is measured with
respect to the bunch crossing given by the accelerator RF
clock. Typical resolutions were ∆TR ≤ 60 keV, ∆ϑR ≃
3.8 mrad, and ∆ToF ≃ 3 ns. The angular resolution
receives contributions from the spatial resolution of the
detector (≃ 1.6 mrad) and the jet target profile. The
ToF resolution comes from the intrinsic time resolution
of the detectors (≤ 2 ns) and the length of the RHIC
beam bunches (σ ≃ 1.5 ns).

Recoil protons were identified using the non-relativistic
relation TR = 1

2Mp(D/ToF)2 shown in Figure 2. Re-
coil protons of given TR could be clearly separated from
prompt particles on the ToF basis. Below 7 MeV re-

Figure 2.3: Schematic layout of the hydrogen gas jet polarimeter at RHIC [101].

hydrogen gas target and the polarized proton beams at CNI region. As the both beam
and target are the proton, the analyzing power, AN for beam and target are the same.
Therefore, based on Eq. (2.3), the beam polarization Pbeam can be calculated as:

Pbeam =
εbeam
N

εtarget
N

Ptarget, (2.4)

where the εbeam
N and εtarger

N are the measured left-right asymmetry for proton beam and
hydrogen gas target, respectively. Ptarget is the polarization of the hydrogen gas jet
target, which is measured with a Breit-Rabi polarimeter with the relative precision of
about 2% [101].

2.2 The STAR Detectors

The Solenoidal Track at RHIC (STAR) is one of two large detector systems at RHIC
located at the 6 o’clock of the RHIC ring as shown in Fig. 2.1. It is designed to measure
both hadronic and electromagnetic particles generated in heavy ion and proton-proton
collisions. As illustrated in Fig. 2.4, STAR comprises multiple specialized detector
subsystems serving various purposes. The key sub-detectors related to the analyses in
this thesis are listed in below:
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Figure 2.4: The perspective view of the STAR detector.

• Time Projection Chamber, covering pseudo-rapidity |η| < 1.5 and 2π in azimuth

• Barrel Electromagnetic Calorimeter, covering |η| < 1.0 and 2π in azimuth

• End-cap Electromagnetic Calorimeter, covering 1.086 < η < 2.0 and 2π in az-
imuth

• Time of Flight Detector, covering |η| < 0.9 and 2π in azimuth

• Vertex Position Detector, covering 4.24 < |η| < 5.1, and 2π in azimuth. It is
used to measure the relative luminosity of proton beams.

• Zero Degree Calorimeter, 18 meters away from the center of the Time Projection
Chamber. It is also used to measure the relative luminosity of proton beams.

2.2.1 The Time Projection Chamber

The Time Projection Chamber (TPC) [102] is a crucial component within the STAR
detector system. As shown schematically in Fig. 2.5, the TPC is 4.2 meters long and
4 meters in diameter, which is surrounded by a large solenoidal magnet operating at
the 0.5 T magnetic field [103]. The acceptance of the TPC covers the pseudo-rapidity
|η| < 1.3, which has been extended to |η| < 1.5 after the iTPC upgrade [104-105],
and 2π in the azimuthal direction. It records the charged particles produced in a
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collision and is capable of measuring their momenta over a range of 100 MeV/c to
30 GeV/c. Filled with P10 gas (90% argon + 10% methane) [106], the TPC allows
charged particles to ionize the gas as they traverse its volume. Subsequently, electrons
liberated by the gas atoms will drift towards the readout end caps at the ends of the
chamber under an uniform electric field of approximately 135 V/cm. This electric field
is generated by a thin conductive Central Membrane at the center of the TPC as shown
in Fig. 2.5. The P10 gas is regulated at 2 mbar above the atmospheric pressure [102]
making the drift velocity of the electrons stable and insensitive to the fluctuation of
the temperature and the gas pressure.

Figure 2.5: The layout of the STAR Time Projection Chamber [102].

The drifted electrons are collected by the end-cap readout system, which is based
on Multi-Wire Proportional Chambers (MWPC). The readout sectors are arranged as
on a clock with 12 sectors around the circle. Figure 2.6 shows one sector of the readout
planes. The inner sectors are instrumented with 13 pad-row readouts and had been
upgraded to 40 pad-row readouts in the iTPC upgrade project [104-105]. The avalanche
of the drifted electrons at the anode wires provide an amplification of about 1000-3000.
Positive ions generated in such process induce image charges on several adjacent pads.
Therefore, the x-y position of the drifted electrons can be determined and their arrival
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Figure 2.6: The layout of one sector of the anode pad plane [102].

Figure 2.7: The ionization energy loss dE/dx of charged particles as a function of
momentum [102].

time is recorded at the end caps. Based on the the start time of a collision and
the electron drift velocity, the original z component of the drifting electrons can be
calculated. Therefore, the tracks produced in a collision can be reconstructed with the
3-dimensional coordinates of the drifting electrons. The ionization energy loss dE/dx

of a track is determined with the avalanche electrons and is used to identify different
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particles based on the Bethe-Bloch formula [32]. Figure 2.7 shows the dE/dx of charged
particles as a function of particle momentum.

2.2.2 The Barrel Electromagnetic Calorimeter

The Barrel Electromagnetic Calorimeter (BEMC) [107] is positioned between the
magnet and the TPC, covering −1 < η < 1 and 2π in the azimuthal direction, as
illustrated in Fig 2.8. Its primary purpose is to investigate and trigger rare or high pT

events, including high pT jet events, leading hadrons, heavy quarks, and direct photons.

Figure 2.8: The layout of the Barrel Electromagnetic Calorimeter [62].

The BEMC is a segmented lead-scintillator sampling detector. It includes 120
calorimeter modules in total and each module are segmented into 40 towers spanning
approximately 0.05 rad in the azimuthal direction and 0.05 in η. In Fig. 2.9, these
towers projectively point back to the center of the TPC with a total depth of about 20
radiation lengths at η = 0. Each towers consist of 19 layers of 5 mm thick scintillator,
2 layers of 6 mm thick scintillator, and 20 layers of 5mm thick lead. Additionally, a
shower maximum detector (SMD) is located at a depth of about 5 radiation length
of the tower, enabling precise energy measurements for the isolated electromagnetic
showers [107]. The SMD plays a crucial role in the identification of direct photons, π0

reconstruction, and electron identification. Figure 2.10 shows a side view of a module
illustrating the detail construction of the module.
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Figure 2.9: The side view of a BEMC module illustrating the projective nature of the
towers [107].

Figure 2.10: The side view of a BEMC module showing the detailed construction of
the module [107].
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rear of the poletip. The EEMC is supported from a
strong stainless steel backplate, which attaches to
the poletip, and a terraced, conical stainless steel
hub at the inner radius, to which the radiator
sheets are attached.

A standard layer of the calorimeter consists of
Pb/stainless steel laminate followed by a 4-mm
thick (Kuraray SCSN-81) plastic scintillator. Each
radiator sheet comprises 4.57-mm thick calcium-
loaded Pb sheets laminated on each face with
0:5 mm stainless steel, for a total of E0:85 r:l: The
four specially configured layers providing pre-
shower, postshower and SMD functions are

described in later sections. The total mass of the
radiator sheets and active elements, for the two
EEMC halves combined, is E25;000 kg: Follow-
ing designs of endcap subsystems in both the D0
[7] and CDF [8] detectors, the large loads are
carried by stainless steel—ultimately by the back
plate and hub—with the Pb serving as filler in the
laminated radiator plates. Additional structural
integrity is provided by tie-rods that bolt the
aluminum front plate to the back plate at two radii
along radial lines every 301 in azimuth (see Figs. 1
and 3). These tie-rods pass through stainless steel
inserts in every radiator sheet, and naturally divide
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Fig. 1. Schematic EEMC tower structure. The left-hand view shows the subdivision into half of the total 720 towers. The towers are
projective, with edges aligned with the center of the beam intersection region, 2:7 m distant along the z-axis from the EEMC front face.
Towers span Df ¼ 0:1 in azimuthal angle, and varying size in pseudorapidity (DZ ¼ 0:057 to 0.099). The two halves of the EEMC will
actually be mounted in STAR with their dividing line 151 away from horizontal. The right view, drawn with a different scale, represents
a cross-section at constant f; showing the depth (z-) profile of the calorimeter and the structural tie-rods used at 301 intervals in f:
Each tower has 23 layers of lead/stainless steel absorber interleaved with 24 layers of plastic scintillator. Also indicated are the
preshower, post-shower and shower-maximum detector layers, and the stainless steel mounting ring that will be inserted into a poletip
recess to partially support the weight of the lower half EEMC.

C.E. Allgower et al. / Nuclear Instruments and Methods in Physics Research A 499 (2003) 740–750 743

Figure 2.11: Left: the schematic tower structure of the End-cap Electromagnetic
Calorimeter. Right: the cut view of the EEMC at constant ϕ [108].

2.2.3 The End-cap Electromagnetic Calorimeter

The End-cap Electromagnetic Calorimeter (EEMC) significantly extends the STAR
detector’s coverage, encompassing 1.086 < η < 2 and spanning 2π in azimuth [108]. In
Fig. 2.11, the left side schematically illustrates the EEMC tower structure, while the
right side presents a cross-sectional view of the calorimeter at a constant azimuthal
angle ϕ. The EEMC is segmented into 12 modules in azimuth, with each module
housing 60 towers. Consequently, there are a total of 720 towers, and each covers 0.1
in the azimuthal direction and varies its size in the η direction, ranging from 0.057 to
0.099. It consists of 24 layers of 4mm thick scintillator, 23 layers of 5 mm thick lead
and stainless steel laminate layers.

Similar to the BEMC, the EEMC incorporates a Shower Maximum Detector (SMD),
illustrated in Fig. 2.12. Positioned at a depth of about 5 radiation lengths in each tower,
the SMD plays a pivotal role in distinguishing between single photons, π0 and η decays.
Additionally, it aids in discriminating between electrons and hadrons and facilitates the
matching of electron hits to TPC tracks.
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Figure 2.12: Layout of one 30◦ sector of the EEMC-SMD [108].

2.2.4 The Vertex Position Detector

The Vertex Position Detectors (VPD) [109] are used for triggering on the minimum
bias events and monitoring the relative luminosity. They covers 4.24 < |η| < 5.1 and
2π in azimuth and are 5.7 m away from the center of the TPC.

There are two identical detector assemblies located on each side of STAR. Fig-
ure 2.13 shows the front view of one assembly. Each assembly consists of 19 detectors,
which are composed of a Pb converter and a plastic scintillator. It measures up to 19
times on each side in a collision, and the z component of the collision vertex Zvtx and
the start time of a collision Tstart can be calculated via the following formula:

Zvtx = c(Teast − Twest)/2, (2.5)

Tstart = (Teast + Twest)/2− L/c, (2.6)

where Teast and Twest are the times recorded by two VPD assemblies and c is the speed
of light. L is the distance of the VPD assembles to the center of the TPC. The typical
resolution of the Tstart is about 80 ps in p+ p collisions and about 20-30 ps in 200 GeV
Au + Au collisions.
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Figure 2.13: The schematic front view of one VPD assembly [109].

Figure 2.14: The plan view of the interaction region [110].

2.2.5 The Zero Degree Calorimeter

In high energy collisions, the nuclei beams can usually emit evaporation neutrons.
In √

sNN = 200 GeV heavy ion collisions, the emission angle is less than 2 mrad
from the beam axis. The Zero Degree Calorimeter (ZDC) [110] is designed to detect
and measure the energy of such emitted neutrons in the downstream of the heavy ion
collisions. In every experiment at RHIC, there are two identical ZDCs placed on either
sides of the interaction point. Figure 2.14 shows the plan view of the interaction region.
As we can see, the DX magnets remove all charged particles out of the acceptance of
the ZDC.

There are three modules of each ZDC. Each of them consists of multiple quartz
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and tungsten layers, and corresponds to 2 nuclear interaction length and 50 radiation
length. Similar to VPD, ZDC can be also used for triggering on minimum bias events
and measuring relative luminosity between different spin patterns of bunching crossings.

2.2.6 The Time of Flight Detector

The Time of Flight (TOF) [111] detector is designed to enhance the particle iden-
tification (PID) probability of STAR. It covers the |η| < 0.9 and 2π in azimuth. It
is based on the Multi-gap Resistive Plate Chamber (MRPC) [112]. The TOF consists
of 120 trays and each tray covers 6◦ in the azimuthal direction and consists of 32
MRPC modules. As its name implies, the TOF measures the flight time of a particle
∆T = Tend − Tstart, where the Tstart is the start time of a collision provided by VPD or
ZDC and the Tend is arriving time of the particle at TOF. The typical resolution of the
flight time is 80 ps, making TOF a fast detector. With the path length L of a particle
measured with the TPC, the velocity β and the mass of a particle m can be calculated
by the following formulas:

β =
L

c∆T
, (2.7)

m = p

√
1

β2
− 1, (2.8)

where c is the speed of light and p is the momentum of a particle measured by the
TPC.

2.3 Data Set

STAR concludes its longitudinally polarized proton-proton collision data collection
at

√
s = 200 GeV in 2015. The data set used in the analysis was labeled as ‘pro-

duction_pp200long2_2015’. I will called it ‘long2’ for convenience. The ‘long2’ data
collection lasted about 5 weeks. The sampled data set corresponds to an integrated
luminosity of about 52 pb−1 with average beam polarization of about 52% and 56%
for blue beam and yellow beam, respectively.

At STAR, the smallest data collection period is called a ‘run’, which usually lasts
about 30 minutes. There are 737 runs collected during the ‘long2’ data collection
period. In the case where there were malfunctions of detectors and other effects during
the data taking, a run-by-run basis quality assurance (QA) procedure was applied to
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the whole data set. Runs that cannot pass the QA criteria will be marked as ‘bad runs’
and rejected from the analysis. The run-by-run QA has been done in the inclusive jet
ALL measurement [53]. There are 557 runs that passed the whole QA procedures, and
these runs have been used in our analyses. Detailed information about the run-by-run
QA can be found in Ref. [113].

2.3.1 Event Selections

The bunch crossing rate at RHIC for the full-energy collision is about 10 MHz.
For high luminosity proton-proton collision, the interaction rate is comparable to the
bunch crossing rate. However, the operational rate of the slow detectors at STAR,
like the TPC, are only about 100 Hz. To effectively select valuable collision events,
STAR designed a multi-level trigger system [114-115] based on the response on the fast
detectors, like BEMC, EEMC, VPD etc. Details about the trigger system can be found
in Refs. [114-115].

To select high pT jet events, triggers based on the energy deposits on the EMCs
(BEMC and EEMC) have been designed. As described in Sec. 2.2.2, a BEMC tower
spans a region of 0.05 × 0.05 in η and ϕ. A trigger patch in the BEMC comprises
4 × 4 BEMC towers, covering a larger area of 0.2 × 0.2 in η and ϕ, and a jet patch
consists of 25 trigger patches spanning coverage of 1.0× 1.0 in η and ϕ. There are 30
jet patches defined on the BEMC and EEMC overlapping in η. In the analysis, two
jet-patch triggers, JP1 and JP2, are used. The JP1, for example, will be fired if the
sum of the ADC over a jet patch exceeds a certain threshold. Table 2.1 summarizes
the thresholds for JP1 and JP2 used in 2015.

Trigger ID Threshold (ADC) Equivalent ET (GeV)
JP1 490404 28 5.4
JP2 490401 36 7.3

Table 2.1: The trigger thresholds for JP1 and JP2 used in 2015. The Equivalent
transverse energy ET on the BEMC and EEMC can be calculated approximately with
ET = 0.236× (ADC − 5).

In addition, the z component of the reconstructed collision vertex (primary vertex)
is required to fall within ±90 cm to the center of the TPC, which is reconstructed with
the TPC tracks and the energy deposits on the EMCs with a Pile-up Proof Vertex
(PPV) finder [116]. For high luminosity collisions, it is likely to reconstruct several
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primary vertices in a single event. The PPV finder assigns a rank to each vertex and
the higher the rank, the greater the likelihood of it being a real primary vertex of an
event that fires triggers. Therefore, the highest ranked vertex is used in the analysis.

2.3.2 Beam Polarization

As mentioned in Sec. 2.1.3, the beam polarization is measured with the p-C po-
larimetry [100] and the H-jet polarimeter [101]. In a fill, the beam polarization is mea-
sured many times and the measured polarization is fitted by an linear function as
following:

P (t) = P0 − P
′
t, (2.9)

where t is the time interval starting from the beginning of a fill. P0 is the beam polar-
ization at the beginning of a fill and P

′ is the decreasing rate of the beam polarization.
These two values and their corresponding uncertainties are provided by the RHIC
Polarimetry Group [117].
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Figure 2.15: Run-by-run beam polarization as a function of run index (early run first)
for blue beam and yellow beam.

The run-by-run beam polarization can be obtained based on Eq. (2.9). The middle
time of each run is used in the calculation. The calculated run-by-run beam polarization
for blue beam and yellow beam is shown in Fig. 2.15. We can see a clear decreasing
pattern of the beam polarization for each fill. The average beam polarization Pset for
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the whole data set can be obtained with the following equation:

Pset =
LrunPrun

Lset

, (2.10)

where the Lrun is the luminosity of each run and Prun is the beam polarization of
each run. The uncertainties of the beam polarization for the whole data set can be
determined by following the procedure described in Ref. [118]. These uncertainties will
contribute to all the final measurement results as systematic uncertainties in this thesis.
The calculated beam polarizations and their uncertainties for blue beam PB, yellow
beam PY and their product PY PB are list below:

• PB = (51.6± 1.55)%, approximately 3.0% relative uncertainty.

• PY = (56.4± 1.69)%, approximately 3.0% relative uncertainty.

• PY PB = (29.7± 1.80)%, approximately 6.06% relative uncertainty.

2.3.3 Relative Luminosity

There are 120 bunches in each RHIC ring. For longitudinally polarized proton-
proton collision, the helicity state of each bunch can be both ‘+’ and ‘−’ and varies
among bunches. Therefore, there are four helicity combinations of two beams (‘++’,
‘+−’, ‘−+’, ‘−−’). However, collision data may not be sampled equally among four
helicity combinations, leading to a non-physical asymmetry of the sampled data from
different helicity combinations. The relative luminosity is used to correct such effect.
There are 6 relative luminosities R1, R2, R3, R4, R5, and R6, which are defined as the
following:

R1 =
L++ + L−+

L−− + L+− , (2.11)

R2 =
L++ + L+−

L−− + L−+
, (2.12)

R3 =
L++ + L−−

L+− + L−+
, (2.13)

R4 =
L++

L−− , (2.14)

R5 =
L−+

L−− , (2.15)

R6 =
L+−

L−− , (2.16)
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where L is the luminosity. The first and second superscript of L denotes the helicity
of the blue beam and the yellow beam, respectively. R1 and R2 are related to single
spin asymmetry measurements of yellow and blue beam, respectively. R3 is used in the
double spin asymmetry calculation, i.e. the longitudinal double spin asymmetry ALL

of the π±-tagged jet and Λ, Λ and K0
S in this thesis. R4, R5, and R6 are used in the

longitudinal spin transfer DLL measurement for Λ and Λ.

0 100 200 300 400 500 600
runnumber index

0.8
0.85
0.9

0.95
1

1.05
1.1

1.15
1.2  / ndf 2χ  0.8451 / 556

p0        0.001652± 1.004 
 / ndf 2χ  0.8451 / 556

p0        0.001652± 1.004 

1R

0 100 200 300 400 500 600
runnumber index

0.8
0.85
0.9

0.95
1

1.05
1.1

1.15
1.2  / ndf 2χ  0.4532 / 556

p0        0.00121±     1 
 / ndf 2χ  0.4532 / 556

p0        0.00121±     1 

2R

0 100 200 300 400 500 600
runnumber index

0.8
0.85
0.9

0.95
1

1.05
1.1

1.15
1.2  / ndf 2χ  0.4567 / 556

p0        0.001214± 1.004 
 / ndf 2χ  0.4567 / 556

p0        0.001214± 1.004 

3R

0 100 200 300 400 500 600
runnumber index

0.8
0.85
0.9

0.95
1

1.05
1.1

1.15
1.2  / ndf 2χ   1.18 / 556

p0        0.001952± 1.004 
 / ndf 2χ   1.18 / 556

p0        0.001952± 1.004 

4R

0 100 200 300 400 500 600
runnumber index

0.8
0.85
0.9

0.95
1

1.05
1.1

1.15
1.2  / ndf 2χ  1.437 / 556

p0        0.002154± 1.001 
 / ndf 2χ  1.437 / 556

p0        0.002154± 1.001 

5R

0 100 200 300 400 500 600
runnumber index

0.8
0.85
0.9

0.95
1

1.05
1.1

1.15
1.2  / ndf 2χ  1.033 / 556

p0        0.001827± 0.9968 
 / ndf 2χ  1.033 / 556

p0        0.001827± 0.9968 

6R

0 100 200 300 400 500 600
runnumber index

0.8
0.85
0.9

0.95
1

1.05
1.1

1.15
1.2  / ndf 2χ  0.8451 / 556

p0        0.001652± 1.004 
 / ndf 2χ  0.8451 / 556

p0        0.001652± 1.004 

1R

0 100 200 300 400 500 600
runnumber index

0.8
0.85
0.9

0.95
1

1.05
1.1

1.15
1.2  / ndf 2χ  0.4532 / 556

p0        0.00121±     1 
 / ndf 2χ  0.4532 / 556

p0        0.00121±     1 

2R

0 100 200 300 400 500 600
runnumber index

0.8
0.85
0.9

0.95
1

1.05
1.1

1.15
1.2  / ndf 2χ  0.4567 / 556

p0        0.001214± 1.004 
 / ndf 2χ  0.4567 / 556

p0        0.001214± 1.004 

3R

0 100 200 300 400 500 600
runnumber index

0.8
0.85
0.9

0.95
1

1.05
1.1

1.15
1.2  / ndf 2χ   1.18 / 556

p0        0.001952± 1.004 
 / ndf 2χ   1.18 / 556

p0        0.001952± 1.004 

4R

0 100 200 300 400 500 600
runnumber index

0.8
0.85
0.9

0.95
1

1.05
1.1

1.15
1.2  / ndf 2χ  1.437 / 556

p0        0.002154± 1.001 
 / ndf 2χ  1.437 / 556

p0        0.002154± 1.001 

5R

0 100 200 300 400 500 600
runnumber index

0.8
0.85
0.9

0.95
1

1.05
1.1

1.15
1.2  / ndf 2χ  1.033 / 556

p0        0.001827± 0.9968 
 / ndf 2χ  1.033 / 556

p0        0.001827± 0.9968 

6R

Figure 2.16: Relative luminosities R1-R6 as a function of run index. A constant fit (red
line) was applied to extract the mean value.

At STAR, relative luminosity is measured with scalar detectors, i.e. the Beam-Beam
Counter (BBC) [119], the VPD, and the ZDC. In our analysis, the relative luminosities
were calculated in a run-by-run basis with the VPD. Details about the calculation can
be found in Refs. [113, 120]. A QA procedure was performed for every runs and fills.
Table 2.2 shows the bad bunch crossings founded during the QA. Correspondingly, these
data was excluded from the relative luminosity calculation and our analysis. Figure
2.16 shows the calculated R1-R6. Their systematic uncertainties were obtained by
comparing the results between the VPD and the ZDC, see Ref. [113]. Their differences
were fitted with a Gaussian function (see Fig. 2.17) and the fitted width were treated
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as the systematic uncertainties of relative luminosities. Table 2.3 summarizes the mean
values and the systematic uncertainties of R1-R6.

  

VPD (rate-safe corr) – ZDC Front WEST (CDF corr)

 R1: FCN=57.0573 FROM MIGRAD    STATUS=CONVERGED      70 CALLS          71 TOTAL
                     EDM=9.96931e-08    STRATEGY= 1      ERROR MATRIX ACCURATE 
  EXT PARAMETER                                   STEP         FIRST   
  NO.   NAME      VALUE            ERROR          SIZE      DERIVATIVE 
   1  Constant     2.97661e+01   1.64714e+00   4.62232e-03   2.45056e-04
   2  Mean         1.22830e-04   1.29290e-05   4.81288e-08   2.33268e+01
   3  Sigma        3.08522e-04   1.13245e-05   3.14617e-05   3.48664e-02
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   2  Mean        -1.74120e-03   1.89898e-05   7.54127e-08   5.33925e+00
   3  Sigma        4.28696e-04   1.62014e-05   3.67978e-05  -1.51120e-03
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                     EDM=6.55451e-07    STRATEGY= 1      ERROR MATRIX ACCURATE 
  EXT PARAMETER                                   STEP         FIRST   
  NO.   NAME      VALUE            ERROR          SIZE      DERIVATIVE 
   1  Constant     2.04515e+01   1.13043e+00   3.34804e-03   8.20410e-04
   2  Mean        -5.31075e-05   1.96003e-05   7.65776e-08   2.59524e+00
   3  Sigma        4.49716e-04   1.74910e-05   3.79131e-05   1.17884e-01
 R4: FCN=45.9337 FROM MIGRAD    STATUS=CONVERGED      67 CALLS          68 TOTAL
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  NO.   NAME      VALUE            ERROR          SIZE      DERIVATIVE 
   1  Constant     1.88853e+01   1.01775e+00   2.62065e-03   3.49214e-05
   2  Mean        -1.66008e-03   2.17531e-05   7.21041e-08  -9.43006e-01
   3  Sigma        4.97547e-04   1.86567e-05   3.15227e-05   1.05072e-02
 R5: FCN=83.7 FROM MIGRAD    STATUS=CONVERGED      79 CALLS          80 TOTAL
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  NO.   NAME      VALUE            ERROR          SIZE      DERIVATIVE 
   1  Constant     1.58916e+01   9.25874e-01   3.05504e-03  -2.16461e-05
   2  Mean         1.47844e-04   2.42292e-05   1.08360e-07  -1.42374e-01
   3  Sigma        5.51624e-04   2.27831e-05   4.37453e-05  -4.52313e-03
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   2  Mean        -1.67004e-03   3.45270e-05   1.49248e-07   1.99037e-01
   3  Sigma        7.17637e-04   2.98747e-05   5.03210e-05   2.45356e-03
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 R6: FCN=77.9934 FROM MIGRAD    STATUS=CONVERGED      75 CALLS          76 TOTAL
                     EDM=4.52416e-10    STRATEGY= 1      ERROR MATRIX ACCURATE 
  EXT PARAMETER                                   STEP         FIRST   
  NO.   NAME      VALUE            ERROR          SIZE      DERIVATIVE 
   1  Constant     1.28847e+01   6.92915e-01   2.38203e-03   2.77647e-05
   2  Mean        -1.67004e-03   3.45270e-05   1.49248e-07   1.99037e-01
   3  Sigma        7.17637e-04   2.98747e-05   5.03210e-05   2.45356e-03

  

VPD (rate-safe corr) – ZDC Front WEST (CDF corr)

 R1: FCN=57.0573 FROM MIGRAD    STATUS=CONVERGED      70 CALLS          71 TOTAL
                     EDM=9.96931e-08    STRATEGY= 1      ERROR MATRIX ACCURATE 
  EXT PARAMETER                                   STEP         FIRST   
  NO.   NAME      VALUE            ERROR          SIZE      DERIVATIVE 
   1  Constant     2.97661e+01   1.64714e+00   4.62232e-03   2.45056e-04
   2  Mean         1.22830e-04   1.29290e-05   4.81288e-08   2.33268e+01
   3  Sigma        3.08522e-04   1.13245e-05   3.14617e-05   3.48664e-02
 R2: FCN=68.1908 FROM MIGRAD    STATUS=CONVERGED      67 CALLS          68 TOTAL
                     EDM=6.16689e-09    STRATEGY= 1      ERROR MATRIX ACCURATE 
  EXT PARAMETER                                   STEP         FIRST   
  NO.   NAME      VALUE            ERROR          SIZE      DERIVATIVE 
   1  Constant     2.11385e+01   1.16904e+00   3.61907e-03   4.43796e-05
   2  Mean        -1.74120e-03   1.89898e-05   7.54127e-08   5.33925e+00
   3  Sigma        4.28696e-04   1.62014e-05   3.67978e-05  -1.51120e-03
 R3: FCN=63.0106 FROM MIGRAD    STATUS=CONVERGED      66 CALLS          67 TOTAL
                     EDM=6.55451e-07    STRATEGY= 1      ERROR MATRIX ACCURATE 
  EXT PARAMETER                                   STEP         FIRST   
  NO.   NAME      VALUE            ERROR          SIZE      DERIVATIVE 
   1  Constant     2.04515e+01   1.13043e+00   3.34804e-03   8.20410e-04
   2  Mean        -5.31075e-05   1.96003e-05   7.65776e-08   2.59524e+00
   3  Sigma        4.49716e-04   1.74910e-05   3.79131e-05   1.17884e-01
 R4: FCN=45.9337 FROM MIGRAD    STATUS=CONVERGED      67 CALLS          68 TOTAL
                     EDM=6.56656e-09    STRATEGY= 1      ERROR MATRIX ACCURATE 
  EXT PARAMETER                                   STEP         FIRST   
  NO.   NAME      VALUE            ERROR          SIZE      DERIVATIVE 
   1  Constant     1.88853e+01   1.01775e+00   2.62065e-03   3.49214e-05
   2  Mean        -1.66008e-03   2.17531e-05   7.21041e-08  -9.43006e-01
   3  Sigma        4.97547e-04   1.86567e-05   3.15227e-05   1.05072e-02
 R5: FCN=83.7 FROM MIGRAD    STATUS=CONVERGED      79 CALLS          80 TOTAL
                     EDM=1.21307e-09    STRATEGY= 1      ERROR MATRIX ACCURATE 
  EXT PARAMETER                                   STEP         FIRST   
  NO.   NAME      VALUE            ERROR          SIZE      DERIVATIVE 
   1  Constant     1.58916e+01   9.25874e-01   3.05504e-03  -2.16461e-05
   2  Mean         1.47844e-04   2.42292e-05   1.08360e-07  -1.42374e-01
   3  Sigma        5.51624e-04   2.27831e-05   4.37453e-05  -4.52313e-03
 R6: FCN=77.9934 FROM MIGRAD    STATUS=CONVERGED      75 CALLS          76 TOTAL
                     EDM=4.52416e-10    STRATEGY= 1      ERROR MATRIX ACCURATE 
  EXT PARAMETER                                   STEP         FIRST   
  NO.   NAME      VALUE            ERROR          SIZE      DERIVATIVE 
   1  Constant     1.28847e+01   6.92915e-01   2.38203e-03   2.77647e-05
   2  Mean        -1.67004e-03   3.45270e-05   1.49248e-07   1.99037e-01
   3  Sigma        7.17637e-04   2.98747e-05   5.03210e-05   2.45356e-03

  

VPD (rate-safe corr) – ZDC Front WEST (CDF corr)

 R1: FCN=57.0573 FROM MIGRAD    STATUS=CONVERGED      70 CALLS          71 TOTAL
                     EDM=9.96931e-08    STRATEGY= 1      ERROR MATRIX ACCURATE 
  EXT PARAMETER                                   STEP         FIRST   
  NO.   NAME      VALUE            ERROR          SIZE      DERIVATIVE 
   1  Constant     2.97661e+01   1.64714e+00   4.62232e-03   2.45056e-04
   2  Mean         1.22830e-04   1.29290e-05   4.81288e-08   2.33268e+01
   3  Sigma        3.08522e-04   1.13245e-05   3.14617e-05   3.48664e-02
 R2: FCN=68.1908 FROM MIGRAD    STATUS=CONVERGED      67 CALLS          68 TOTAL
                     EDM=6.16689e-09    STRATEGY= 1      ERROR MATRIX ACCURATE 
  EXT PARAMETER                                   STEP         FIRST   
  NO.   NAME      VALUE            ERROR          SIZE      DERIVATIVE 
   1  Constant     2.11385e+01   1.16904e+00   3.61907e-03   4.43796e-05
   2  Mean        -1.74120e-03   1.89898e-05   7.54127e-08   5.33925e+00
   3  Sigma        4.28696e-04   1.62014e-05   3.67978e-05  -1.51120e-03
 R3: FCN=63.0106 FROM MIGRAD    STATUS=CONVERGED      66 CALLS          67 TOTAL
                     EDM=6.55451e-07    STRATEGY= 1      ERROR MATRIX ACCURATE 
  EXT PARAMETER                                   STEP         FIRST   
  NO.   NAME      VALUE            ERROR          SIZE      DERIVATIVE 
   1  Constant     2.04515e+01   1.13043e+00   3.34804e-03   8.20410e-04
   2  Mean        -5.31075e-05   1.96003e-05   7.65776e-08   2.59524e+00
   3  Sigma        4.49716e-04   1.74910e-05   3.79131e-05   1.17884e-01
 R4: FCN=45.9337 FROM MIGRAD    STATUS=CONVERGED      67 CALLS          68 TOTAL
                     EDM=6.56656e-09    STRATEGY= 1      ERROR MATRIX ACCURATE 
  EXT PARAMETER                                   STEP         FIRST   
  NO.   NAME      VALUE            ERROR          SIZE      DERIVATIVE 
   1  Constant     1.88853e+01   1.01775e+00   2.62065e-03   3.49214e-05
   2  Mean        -1.66008e-03   2.17531e-05   7.21041e-08  -9.43006e-01
   3  Sigma        4.97547e-04   1.86567e-05   3.15227e-05   1.05072e-02
 R5: FCN=83.7 FROM MIGRAD    STATUS=CONVERGED      79 CALLS          80 TOTAL
                     EDM=1.21307e-09    STRATEGY= 1      ERROR MATRIX ACCURATE 
  EXT PARAMETER                                   STEP         FIRST   
  NO.   NAME      VALUE            ERROR          SIZE      DERIVATIVE 
   1  Constant     1.58916e+01   9.25874e-01   3.05504e-03  -2.16461e-05
   2  Mean         1.47844e-04   2.42292e-05   1.08360e-07  -1.42374e-01
   3  Sigma        5.51624e-04   2.27831e-05   4.37453e-05  -4.52313e-03
 R6: FCN=77.9934 FROM MIGRAD    STATUS=CONVERGED      75 CALLS          76 TOTAL
                     EDM=4.52416e-10    STRATEGY= 1      ERROR MATRIX ACCURATE 
  EXT PARAMETER                                   STEP         FIRST   
  NO.   NAME      VALUE            ERROR          SIZE      DERIVATIVE 
   1  Constant     1.28847e+01   6.92915e-01   2.38203e-03   2.77647e-05
   2  Mean        -1.67004e-03   3.45270e-05   1.49248e-07   1.99037e-01
   3  Sigma        7.17637e-04   2.98747e-05   5.03210e-05   2.45356e-03

Figure 2.17: The difference of R1-R6 calculated with the VPD and the ZDC. A Gaussian
fitting was applied (red line).

Fill number Removed bunch
crossing number

18875 0
18876 13
18881 12
18900 30
18907 101
18930 12
18931 20

Table 2.2: The removed bunch crossing
number.

Relative luminosity Results
R1 1.004± 0.00031

R2 1.000± 0.00043

R3 1.004± 0.00045

R4 1.004± 0.00050

R5 1.001± 0.00055

R6 0.997± 0.00072

Table 2.3: The averaged relative lumi-
nosities and their systematic uncertain-
ties.
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2.4 Summary

In this chapter, a brief introduction on the RHIC facility and some STAR detectors
that are relevant to the measurements in this thesis are presented. A brief introduction
to the data set used in the measurements of this thesis are presented in the last section.
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Chapter 3 Longitudinal Double Spin Asymmetry of
π±-tagged Jet

The longitudinal double spin asymmetry ALL of π±-tagged jets is expected to be
sensitive to the sign of the gluon helicity distribution. This chapter will present the
analysis details of the measurements.

3.1 Jet Reconstruction & π± Identification

3.1.1 Jet Reconstruction

Similar to STAR previously published results [44, 52-54, 121], jet is reconstructed
with the anti-kT algorithm [122] with the resolution parameter R = 0.6 in

√
s = 200

GeV proton-proton collision. The anti-kT algorithm was found to be insensitive to the
soft background from the pile-up events and the underlying events. Event-by-event
jet reconstruction was applied using the TPC tracks and the energy deposits inside
the towers of the BEMC and EEMC. Primary tracks that directly emitted from the
primary vertex were selected. A pT -dependent Distance of Closest Approach (DCA)
cut, which helps to reduce the tracks from pile-ups, was applied to the primary tracks,
as shown in the following:

DCA <


2 cm if pT < 0.5GeV

−1.0 cm/GeV × pT + 2.5 cm if 0.5 < pT < 1.5GeV

1 cm if pT > 1.5GeV

(3.1)

The tracks and the energy deposits inside the EMCs towers are converted into
Lorentz 4-vector objects. The tracks are converted with their mass assumed to be the
charged pion mass. For the energy deposits in the EMC towers, they are assumed to
be massless particles with their momentum pointing from the primary vertex to the
center of that tower. For primary tracks pointing to an EMC tower, a ‘pT subtraction’
procedure [44, 52] was applied, which subtracts the track pT from the tower ET . If
the matched tower ET is less than the track pT , the tower energy will be excluded
from the jet finding inputs. This procedure avoids the double counting of electrons
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and positrons that were fully reconstructed by both the TPC and EMCs. For charged
hadrons, the average energy deposits in the EMCs count only about 30% of their total
energy. However, in some rare cases, this procedure leads to an over-subtraction where
a photon hit the same tower as a hadron. Nevertheless, the ‘pT subtraction’ procedure
reduces the sensitivity to the fluctuation of the energy deposits of charged hadrons and
improves the resolution of the jet energy [52]. The selection criteria for the TPC tracks
and EMC towers used in the jet reconstruction are summarized in Tab. 3.1.

Selection criteria for tracks
Track flag > 0

Number of TPC hits > 12

Number of TPC hits/Number of geometrically possible TPC hits > 0.51

pT -dependent DCA, see Eq. (3.1)
pT > 0.2 GeV

|η| < 2.5

Radius of the last point > 125 cm
Selection criteria for towers

Tower status = 1

Tower ADC − pedestal > 4

Tower ADC − pedestal > 3RMS
Tower ET > 0.2 GeV

Table 3.1: The selection criteria of the TPC tracks and BEMC and EEMC towers used
in the jet reconstruction.

Additional selection criteria were applied to the reconstructed jet candidates, as
summarized in Tab. 3.2, to ensure they are covered in the detector acceptance. Cuts
on the sum of the in-jet track pT and the neutral energy fraction Rt were applied to
ensure that the reconstructed jet candidates are not fully composed by neutral particles.

An off-axis cone method, adapted from the ALICE experiment [123], was used to
estimate the underlying events (UE) contribution, and the jet pT was corrected by
subtracting the estimated UE pT in a jet-by-jet basis. In our analysis, the UE-corrected
jet pT was divided into 11 bins, and the minimum UE-corrected jet pT was required
to be larger than 6 GeV for JP1 trigger and 8.4 GeV for JP2 trigger. The bin widths
were taken as 18% of the lower edge of that bin. Jets are rejected if the UE correction
shifts the jet pT by more than two jet pT bins. Additionally, as the track reconstruction
becomes unreliable at track pT > 30 GeV, jets containing such track were rejected from
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our analysis. Each jet is classified into JP1-type jet or JP2-type jet. The classification
criteria are:

1. A jet is JP2-type jet if the following criteria fulfilled:

• JP2 trigger fired and JP2 trigger should fire

• UE-corrected jet pT > 8.4 GeV

• Jet axis matches geometrically with at least one triggered jet patch

• The energy deposits on the matched jet patch are above JP2 threshold

2. A jet is JP1-type jet if the following criteria fulfilled:

• Jet is not JP2-type jet

• JP1 trigger fired and JP1 trigger should fire

• UE-corrected jet pT > 6 GeV

• Jet axis matches geometrically with at least one triggered jet patch

• The energy deposits on the matched jet patch are above JP1 threshold

If a jet can neither be classified as JP2-type nor JP1-type, it will be excluded from
the analysis. The number of reconstructed jets in each jet pT bins for two triggers are
summarized in Tab. 3.3.

−0.7 < ηdetector < 0.9

−1.0 < η < 1.0

Jet neutral energy fraction Rt < 0.95

Sum of in-jet track pT > 0.5 GeV
pT > 0.2 GeV

6.0 < UE-corrected jet pT < 31.6 GeV for JP1
UE-corrected jet pT > 8.4 GeV for JP2

Jets with individual track pT > 30 GeV are removed

Table 3.2: The selection criteria of the reconstructed jet candidates.

3.1.2 π± Identification

The charged pions have been identified based on the energy loss dE/dx inside the
TPC. At STAR, the measured dE/dx of charged tracks is usually converted into the
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Jet pT range (GeV) Number of jets for JP1 Number of jets for JP2
6−7.1 10256301 0

7.1−8.4 7522004 0
8.4−9.9 3144570 16766424
9.9−11.7 1474744 13111757
11.7−13.8 566712 8376113
13.8−16.3 189920 4665992
16.3−19.2 54801 2198303
19.2−22.7 14430 940878
22.7−26.8 3369 337816
26.8−31.6 749 107450
31.6−37.3 0 29632

Table 3.3: Number of reconstructed inclusive jets after applying jet selection criteria.

nσ, which is used to characterize the normalized distance of the measured dE/dx for
a charged track to the theoretical dE/dx values of a reference particle. For example,
the nσ(π) can be calculated with the following formula:

nσ(π) =
1

σexp

ln
(

dE/dxobs

dE/dxπ,cal

)
, (3.2)

where dE/dxobs is the energy loss of a charged track and dE/dxπ,cal is the theoretical
value of the energy loss of the charged pions calculated with the Bichsel formalism [124].
σexp is the dE/dx resolution of TPC [125-126]. The nσ(K), nσ(p) and nσ(e) for the
charged kaons, proton/anti-proton and the electron/positron can be calculated with a
similar formula as Eq. (3.2).

Ideally, the nσ(π) distributions of the charged pions are expected to be a Gaussian
distribution with the unit width and the central value being zero. However, according
to the previous published results [125-126], a recalibration is required to determine the
central value and the width. Such recalibration is also required for the charged kaons,
proton/anti-proton and the electron/position. In this analysis, the same recalibration
results as Ref. [121] are used. Details about the recalibration procedure can be found
in Refs. [121, 127]. Figure 3.1 presents the central values and the width of the charged
pions, charged kaons and proton/anti-proton from Ref. [127]. The fitted curves shown
in solid and dashed lines in the Fig. 3.1 are used for further analysis. To determine the

– 42 –



山东大学博士学位论文

in-jet particle fraction, the nσ(π) distributions for the in-jet tracks are fitted with the
Multi-Gaussian function with the fixed mean and width obtained in the recalibration
based on the fitting curves shown in the Fig. 3.1. Figure 3.2, as an example, presents the
nσ(π) distribution and the corresponding fitting functions of positive charged tracks.
The particle fractions as a function of particle momentum are shown in Fig. 3.3. The
fitting curves are used for further analysis. Different fits are also applied to the Fig. 3.3
to estimate systematic uncertainties to the final ALL measurements introduced in the
particle identification (PID).

In this analysis, ALL is measured as a function of jet pT . The particle purity in
each jet pT bin can be calculated with the ‘Likelihood method’ used in Ref. [121]. For
example, the pion likelihood Lπ and its purity fπ can be calculated with the following
formula:

Lπ =
Aπ

(σπ)
√
2π)

e
−(nσ(π)−µπ)2

2(σπ)2 , (3.3)

fπ =
Lπ

Lπ + LK + Lp + Le

, (3.4)

where the Aπ is the pion fraction. µπ and σπ is the calibrated central value and width
of the nσ(π). Aπ, µπ and σπ are obtained with fitting curves mentioned above. The
likelihood for other particles can be calculated similarly. The average value is used at
each jet pT bin. In practice, we determined three particle-enriched regions, i.e. pion-
enriched region, kaon+proton-enriched region and electron-enriched region, in terms
of the nσ(π), which is summarized in Tab. 3.4. The reason of combining kaon and
proton will be explained in the next section. Moreover, only tracks with jet momentum
fraction z ≡

−→p π ·−→p jet

|−→p jet|2 greater than 0.2 were used for further analysis. Figure 3.4 shows
the estimated particle purity as a function of jet pT at different particle enriched regions
for z > 0.2. Similar results for particles with z > 0.3 are shown in Fig. 3.5. The purity
is used to extract the ALL, which will be discussed in the next section.

z jet pT (GeV) π±-enriched reigon K±+proton-enriched region e±-enriched region
0.2− 0.3 6− 8.4 (−1, 2) (−4,−1) (2, 7)

0.2− 0.3 > 8.4 (−1, 2) (−5,−1) (2, 7)

> 0.3 > 6 (−1, 2) (−5,−1) (2, 7)

Table 3.4: The particle-enriched regions in terms of nσ(π) of tracks.
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Figure 3.1: The central values (left panel) and the widths (right panel) as a function
of the particle p/m for the nσ(π), nσ(K) and nσ(p) distributions obtained from pure
particle samples. The solid and dashed curves are from the fitting. Plots were taken
from Ref. [127]
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Figure 3.2: The multi-Gaussian fitting of the nσ(π) distribution of the positive charged
tracks with particle momentum 1.4 < p < 1.5 GeV.

3.2 ALL Extraction

3.2.1 ALL Extraction

In this analysis, a jet is classified as, for example, π+-tagged jet if it contains a
π+ carrying jet momentum fraction z > 0.2 or z > 0.3. For very rare cases that both
π+ and π− satisfy the condition, jets are classified based on pions that carry larger z.
At STAR, the longitudinal double spin asymmetry ALL of the π±-tagged jet can be
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Figure 3.3: The in-jet particle fraction as a function of the particle momentum p for
charged pions (blue points), charged kaons (black points), proton/anti-proton (red
points), and electron/positron (green points). The left panel is for positive charged
tracks and the right panel is for negative charged tracks. Plots were taken from
Ref. [127]
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Figure 3.4: The estimated particle purity as a function of jet pT with jet momentum
fraction z > 0.2. The first row represents the results of positive-charged tracks, and the
second row is for negative-charged tracks. The results at pion-enriched, kaon+proton-
enriched and electron-enriched regions are shown from left to right.

measured via the following formula:

ALL =

∑
runs PY PB [(N++ +N−−)−R3(N

+− +N−+)]∑
runs(PY PB)2 [(N++ +N−−) + R3(N+− +N−+)]

, (3.5)
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Figure 3.5: The estimated particle purity as a function of jet pT with jet momentum
fraction z > 0.3. The first row represents the results of positive-charged tracks, and the
second row is for negative-charged tracks. The results at pion-enriched, kaon+proton-
enriched and electron-enriched regions are shown from left to right.

where N++, N+−, N−+, and N−− are the yields of jet from different helicity configu-
rations of two beams with the first superscript denoting the helicity state of the blue
beam and the second for yellow beam. The statistical uncertainty of ALL can be ob-
tained with the Eq. (3.6). It only counts for the statistical uncertainties of the sampled
jet yields, which are assumed to follow the Poisson distribution.

δALL =

√∑
run P

2
Y P

2
B[(N

++ +N−−) + R2
3(N

+− +N−+)]∑
run P

2
Y P

2
B[(N

++ +N−−) + R3(N+− +N−+)]
(3.6)

The raw Araw
LL at each particle-enriched region are extracted with the Eq. (3.5) for

both positive-charged and negative-charged particles separately. Figure 3.6 shows the
extracted raw ALL results as a function of jet pT with the jet momentum fraction
z > 0.2. Similar results for z > 0.3 are shown in Fig. 3.7.

At each particle-enriched region, the extracted raw asymmetries Araw
LL are linear

mixtures of the pure asymmetries Apure
LL of each particles. Three particle-enriched

regions corresponds to three linear equations and the Apure
LL can be obtained by solving
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Figure 3.6: The raw asymmetries as a function of jet pT , which are extracted at each
particle-enriched region for both positive-charged and negative-charged particles with
the momentum fraction of jets z > 0.2 carried by particles. Panels from left to right
present the results for pion-enriched, kaon+proton-enriched, and electron-enriched re-
gions, respectively.
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Figure 3.7: The raw asymmetries as a function of jet pT , which are extracted at each
particle-enriched region for both positive-charged and negative-charged particles with
the momentum fraction of jets z > 0.3 carried by particles. Panels from left to right
present the results for pion-enriched, kaon+proton-enriched, and electron-enriched re-
gions, respectively.

the following linear equations:
fπ
πrich

fK+p
πrich

f e
πrich

fπ
K+prich

fK+p
K+prich

f e
K+prich

fπ
erich

fK+p
erich

f e
erich



Aπ

LL

AK+p
LL

Ae
LL

 =


Araw,πrich

LL

Araw,K+prich
LL

Araw,erich
LL

 , (3.7)

where, for example, fπ
πrich

is the purity of the charged pion at the pion-enriched region,
which is estimated in Sec. 3.1.2. Aπ

LL, AK+p
LL , and Ae

LL are the pure asymmetries of
the charged pion, kaon+proton and the electron/positron, respectively. The reason of
combining kaon and proton is that the pion and kaon are dominated at kaon-enriched
region with close purity and similar case for kaon and proton at proton-enriched region.
The relative large and close purity will lead to unstable ALL solutions. Therefore, in
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practice, kaon and proton are combined. The extracted pure asymmetries of charged
pion as a function of jet pT are shown in Fig. 3.8. There are no much differences
between the raw and pure asymmetries of charged pions as they dominates absolutely
at pion-enriched region.
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Figure 3.8: The pure asymmetries of the charged pions as a function of jet pT . Panels
from left to right present the results for jet momentum fraction z > 0.2 and z > 0.3,
respectively.

3.2.2 False Asymmetries

Four false asymmetries are extracted, which are good observables to check the
validity of the relative luminosities and are expected to be consistent with zero. Ex-
perimentally, they are calculated with the following formulas:

AB
L =

∑
run PB [(N++ +N+−)−R2 (N

−+ +N−−)]∑
run P

2
B [(N++ +N+−) + R2 (N−+ +N−−)]

(3.8)

AY
L =

∑
run PY [(N++ +N−+)−R1 (N

+− +N−−)]∑
run P

2
Y [(N++ +N−+) + R1 (N+− +N−−)]

(3.9)

ALS
LL =

∑
run PY PB (N++ −R4N

−−)∑
run P

2
Y P

2
B (N++ +R4N−−)

(3.10)

AUS
LL =

∑
run PY PB (R5N

+− −R6N
−+)∑

run P
2
Y P

2
B (R5N+− +R6N−+)

(3.11)

As the strong interaction dominates the jet productions with small contribution
from the parity-violating processes, the single-spin asymmetry for blue beam AB

L , the
single-spin asymmetry for yellow beam AY

L , and the like-sign double spin asymmetry
ALS

LL should be consistent with zero within uncertainties. Due to the geometrical sym-
metry, the unlike-sign double spin asymmetry AUS

LL , in principle, should be exactly zero

– 48 –



山东大学博士学位论文

as the blue beam helicity being positive and the yellow beam helicity being negative
are exactly same to the reverse case. Results that significantly deviate from zero could
suggest potential issues in the determination of the relative luminosities or the ALL

extraction method. Similar to the extraction of ALL, raw asymmetries of these false
asymmetries are extracted for each particle-enriched regions. Figure 3.9, as an example,
illustrates these false asymmetries as a function of jet pT in the pion-enriched regions
with jet momentum fraction z > 0.2. The extracted pure asymmetries of pions are
shown in Fig. 3.10, correspondingly. The average values with their statistical uncer-
tainties are shown on these plots and they are consistent with zero within uncertainties.
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Figure 3.9: The raw false asymmetries as a function of jet pT at pion-enriched regions
with jet momentum fraction z > 0.2 carried by in-jet charged tracks.

3.3 Monte Carlo Simulation

Monte Carlo (MC) samples were generated to study possible systematic effects
of detector response and to quantify potential distortions. The proton-proton collision
events were generated with the PYTHIA generator [128]. The simulated collision events
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Figure 3.10: The pure false asymmetries of π±-tagged jet with pions carrying jet mo-
mentum fraction z > 0.2.

were then put into the STAR detector response packages based on GEANT [129] to
simulate the detector responses. Subsequently, the detector responses were mixed with
the zero-bias events that were collected during the data-taken runs. This procedure
is called ‘Embedding’ at STAR. The zero-bias events are taken randomly without any
trigger, making them a suitable approximation for the collision backgrounds and pile-up
effects presented in data.

3.3.1 Simulation Setup

In the PYTHIA generator, the 2 → 2 hard QCD sub-processes were turned on,
and the perugia 2012 tune [130] was used with PARP(90)=0.213 to better match the
published π± spectrum measurements [131-132]. Details about the adjustments of the
PARP(90) can be found in Ref. [133]. The samples were generated in 11 partonic
p̂T bins, and JP1 trigger filter were implemented. Table 3.5 summarizes the Monte
Carlo simulation setup. The statistics of the produced embedding MC samples are
summarized in Tab. 3.6.
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PYTHIA Version Pythia6_4_28s
Collision System proton-proton collision
Collision Energy

√
s = 200 GeV

PYTHIA Tune Perugia 2012 #370 (CTEQ6L1), PARP(90)=0.213

QCD subprocesses 11: qq → qq 12: qq̄ → qq̄ 13: qq̄ → gg

28: qg → qg 53: gg → qq̄ 68: gg → gg

Partonic p̂T Bins (GeV) 2-3, 3-4, 4-5, 5-7, 7-9, 9-11, 11-15
15-20, 20-25, 25-35, > 35

STAR Detector Geometry y2015c
STAR Software Library SL16d and SL16d_embed

Production Chains

DbV20160418 pp2015c btof mtd
mtdCalib pp2pp Sti fmsDat fmsPoint
fpsDat BEmcChkStat -evout CorrX
OSpaceZ2 OGridLeak3D -hitfilt
DbV20190702_TRG_Calibrations
DbV20190702_EEMC_Calibrations
DbV20191105_EMC_Calibrations GeomP16id

Table 3.5: Summary on the Monte Carlo simulation setup.

Partonic p̂T (GeV) Generated events
2− 3 12103343
3− 4 7862602
4− 5 6739219
5− 7 3078767
7− 9 2564991
9− 11 1727538
11− 15 826204
15− 20 601778
20− 25 391613
25− 35 391613
> 35 183386

Table 3.6: The statistics of the produced embedding MC samples.

3.3.2 Data & Monte Carlo Comparison

Same jet reconstruction procedure is applied to the embedding MC samples. In
the embedding MC samples, jets are reconstructed at parton level, particle level, and
detector level, which are explained as the following:
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• Parton level jets: jets are reconstructed from the scatted partons along with
partons from initial-state and final-state radiations. Partons from underlying
events and beam remnant are not included.

• Particle level jets: jets are reconstructed from all the stable particles generated
with the PYTHIA.

• Detector level jets: simulated tracks and energy deposits in the BEMC and
EEMC after detector response are used to reconstruct jets with same procedure
applied in data.

Figure 3.11 shows the comparisons for jet pT , η, ϕ, and detector η between data
and embedding MC samples for JP1-type jets. Similar results for JP2-type jets are
shown in Fig. 3.12, and results for all JP1-type jets and JP2-type jets are shown in
Fig. 3.13, in which the JP1-type jets from embedding MC samples are weighted with
the run-by-run prescaling factor in data. In general, results from data and MC are in
good agreement.
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Figure 3.11: The comparison of jet pT , η, azimuthal angle ϕ, and detector η between
data and embedding for JP1 trigger.
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Figure 3.12: The comparison of jet pT , η, azimuthal angle ϕ, and detector η between
data and embedding for JP2 trigger.
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Figure 3.13: The comparison of jet pT , η, azimuthal angle ϕ, and detector η between
data and embedding for JP1 and JP2 combined.
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3.4 Systematic Effects

3.4.1 Jet pT Correction

As jets are reconstructed with the TPC tracks and energy deposits in the BEMC and
EEMC, detector responses could introduce potential distortion to the jet pT . In order
to compare the measured results with theoretical calculations, the reconstructed jet pT
in data need to be corrected back to particle level. The corrections are estimated with
the embedding MC samples mentioned in Sec. 3.3. In the embedding MC samples,
particle level jets were reconstructed using the final state stable particles. In each
detector jet pT bin, the average jet pT at particle level is obtained. The differences of
the average jet pT between two levels are applied to data as corrections. To match the
detector and particle level jets and to make sure the π± at two levels are the same, the
distance ∆R in the η-ϕ space between detector level and particle level jets and π± are
required:

For jet: ∆R =

√
(ηdetector − ηparticle )

2 + (ϕdetector − ϕparticle)
2 < 0.5, (3.12)

For π±: ∆R =

√
(ηdetector − ηparticle )

2 + (ϕdetector − ϕparticle)
2 < 0.05 (3.13)

The particle level jets and π± with smallest ∆R are associated with the detector
level jets and π±. The correlation of the jet pT between detector level and particle level
are shown in the left panel of Fig. 3.14 for jet momentum fraction z > 0.2. The middle
panel of Fig. 3.14 illustrates the differences of jet pT between detector level and particle
level jets. The zoomed-in results of the middle panel are presented on the third column
of Fig. 3.14. In Fig. 3.14, the vertical values of the black points indicate average values.
Similarly, the results for jet momentum fraction z > 0.3 are shown in Fig. 3.15. The
numerical values of the average detector level jet pT shift, ∆pT = pparticleT −pdetectorT , are
summarized in the Tab. 3.7.

3.4.2 Trigger Bias

The jet-patch triggers used in this analysis select high pT jet events based on the
energy deposits inside the BEMC and EEMC, which might introduce potential bias on
the event selection and eventually impact the ALL measurements. Such trigger bias is
estimated with the embedding MC samples by comparing the calculated ALL results
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Figure 3.14: The correlation of the jet pT between detector level and particle level with
jet momentum fraction z > 0.2. The first row is for π+-tagged jets and the second
row is for π−-tagged jets. The third column is the zoom-in of the second column. The
vertical values of the data points in the third column illustrate the average shift of the
detector jet pT .
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Figure 3.15: The correlation of the jet pT between detector level and particle level with
jet momentum fraction z > 0.3. The first row is for π+-tagged jets and the second
row is for π−-tagged jets. The third column is the zoom-in of the second column. The
vertical values of the data points in the third column illustrate the average shift of the
detector jet pT .

before and after applying trigger conditions and is applied to the measured ALL as a
correction. In the embedding MC samples, the ALL is calculated for both triggered
and unbiased samples with the following formula:

ALL =
∆f1∆f2
f1f2

âLL, (3.14)
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∆pT = pparticleT − pdetectorT (GeV)

π+-tagged jets π−-tagged jets
jet pT (GeV) z > 0.2 z > 0.3 z > 0.2 z > 0.3

6− 7.1 0.97 0.70 1.03 0.81
7.1− 8.4 0.93 0.80 0.87 0.72
8.4− 9.9 1.20 1.06 1.16 1.02
9.9− 11.7 1.10 0.87 1.15 0.94
11.7− 13.8 1.10 0.90 1.00 0.71
13.8− 16.3 0.98 0.72 0.85 0.60
16.3− 19.2 0.94 0.71 0.78 0.49
19.2− 22.7 0.78 0.56 0.65 0.33
22.7− 26.8 0.58 0.35 0.48 0.13
26.8− 31.6 0.14 -0.37 0.19 -0.24
31.6− 37.3 -0.30 -1.00 -0.03 -0.55

Table 3.7: The average detector jet pT shift.

where âLL is the partonic asymmetry of the QCD hard scattering, which can be cal-
culated with the perturbative QCD [45]. ∆f is the helicity distribution and the f is
the unpolarized parton distribution function taken from NNPDF2.3 [134]. For helicity
distribution, the results from the NNPDFpol1.1 [39] global fit with 100 replicas are
used. For each replica, the difference ∆ALL = Atriggered

LL − Aunbiased
LL is calculated in

each detector jet pT bin. In the unbiased sample, the calculated ALL as a function of
particle level jet pT for each replica is fitted with a third-order polynomial function.
The Aunbiased

LL is taken as the ALL value at the particle jet pT obtained in Sec. 3.4.1
using the fitting function for each detector jet pT bin. The ∆ALL calculated with the
best-fit helicity distribution (the default one) is taken as the trigger bias. The standard
deviation δApdf

LL of the ∆ALL calculated from 100 replicas is taken as the systematic
uncertainty related to the uncertainties of the helicity distribution. Moreover, the sta-
tistical uncertainties δAbest−fit

LL from the best-fit distribution of the triggered samples is
taken as an additional source of the systematic uncertainty related to the statistics of
the embedding MC samples. The total systematic uncertainty δAtrig

LL from the trigger
bias correction is calculated by adding the above two terms in quadrature. Figure 3.16
shows the estimated ALL for both unbiased samples (left column) and triggered samples
(middle column) and the trigger bias as a function of detector jet pT for jet momentum
fraction z > 0.2. Similarly, the results for z > 0.3 are presented in Fig. 3.17. The
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numerical values of the calculated trigger bias and the corresponding systematic un-
certainties are summarized in Tab. 3.8 and Tab. 3.9 for π+-tagged jets and π−-tagged
jets, respectively. The systematic uncertainties from the estimation of trigger bias are
one of the dominant systematic uncertainties on the final ALL results.

z > 0.2 z > 0.3

jet pT (GeV) ∆ALL δApdf
LL δAbest−fit

LL ∆ALL δApdf
LL δAbest−fit

LL

6− 7.1 0.0005 0.0002 0.0001 0.0006 0.0001 0.0001
7.1− 8.4 0.0004 0.0001 0.0001 0.0007 0.0002 0.0001
8.4− 9.9 0.0009 0.0002 0.0001 0.0011 0.0002 0.0002
9.9− 11.7 0.0008 0.0002 0.0002 0.0005 0.0002 0.0002
11.7− 13.8 0.0013 0.0003 0.0002 0.0012 0.0002 0.0003
13.8− 16.3 0.0006 0.0002 0.0003 0.0011 0.0002 0.0004
16.3− 19.2 -0.0005 0.0004 0.0004 -0.0011 0.0004 0.0005
19.2− 22.7 0.0006 0.0004 0.0005 0.0001 0.0003 0.0007
22.7− 26.8 0.0005 0.0007 0.0006 0.0002 0.0005 0.0008
26.8− 31.6 -0.0001 0.0007 0.0009 -0.0002 0.0008 0.0011
31.6− 37.3 0.0030 0.0007 0.0013 0.0025 0.0008 0.0017

Table 3.8: The calculated trigger bias ∆ALL and the corresponding systematic uncer-
tainties for π+-tagged jets.

z > 0.2 z > 0.3

jet pT (GeV) ∆ALL δApdf
LL δAbest−fit

LL ∆ALL δApdf
LL δAbest−fit

LL

6− 7.1 0.0002 0.0001 0.0001 0.0003 0.0001 0.0001
7.1− 8.4 0.0000 0.0002 0.0001 0.0001 0.0002 0.0001
8.4− 9.9 0.0002 0.0001 0.0001 -0.0001 0.0001 0.0002
9.9− 11.7 -0.0001 0.0002 0.0002 -0.0001 0.0002 0.0002
11.7− 13.8 -0.0002 0.0003 0.0002 -0.0007 0.0003 0.0003
13.8− 16.3 -0.0008 0.0003 0.0003 -0.0014 0.0003 0.0004
16.3− 19.2 -0.0012 0.0003 0.0004 -0.0009 0.0002 0.0005
19.2− 22.7 -0.0008 0.0004 0.0007 -0.0017 0.0005 0.0011
22.7− 26.8 -0.0025 0.0008 0.0007 -0.0024 0.0007 0.0009
26.8− 31.6 -0.0038 0.0011 0.0009 -0.0052 0.0012 0.0013
31.6− 37.3 -0.0001 0.0005 0.0015 -0.0001 0.0007 0.0020

Table 3.9: The calculated trigger bias ∆ALL and the corresponding systematic uncer-
tainties for π−-tagged jets.
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Figure 3.16: Left column: double-spin asymmetry ALL for the unbiased sample as a
function of particle jet pT for all 100 NNPDFpol1.1 replicas. The best-fit result is shown
in red. Middle column: ALL for the triggered sample as a function of detector jet pT
for all 100 NNPDF1.1 replicas. Right column: trigger bias for all 100 replicas. The
bars show the standard deviation of the ∆ALL from 100 NNPDFpol1.1 replicas. The
first and the second rows are for π+-tagged jets and π−-tagged jets with jet momentum
fraction z > 0.2, respectively.
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Figure 3.17: Left column: double-spin asymmetry ALL for the unbiased sample as a
function of particle jet pT for all 100 NNPDFpol1.1 replicas. The best-fit result is shown
in red. Middle column: ALL for the triggered sample as a function of detector jet pT
for all 100 NNPDF1.1 replicas. Right column: trigger bias for all 100 replicas. The
bars show the standard deviation of the ∆ALL from 100 NNPDFpol1.1 replicas. The
first and the second rows are for π+-tagged jets and π−-tagged jets with jet momentum
fraction z > 0.3, respectively.
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3.4.3 Systematic Uncertainties

The systematic uncertainties of the ALL measurements for the π±-tagged jets in-
clude the following sources:

• Uncertainty from the beam polarization

• Uncertainty from the particle identification

• Uncertainty for the relative luminosity R3

• Uncertainty from the trigger bias

• Uncertainty from the underlying event correction

1. Uncertainty from the Beam Polarization As described in Sec. 2.1.3, the rel-
ative uncertainty of the beam polarization is about 6.06%. This uncertainty will con-
tribute to all data points as an overall scale uncertainty.

2. Uncertainty from the Particle Identification (PID) As mentioned in Sec. 3.1.2,
the particle fraction is fitted with different functions. The ALL results have been cal-
culated with the different fitting results and the differences have been taken as the
systematic uncertainties in PID. This part is negligible in this analysis.

3. Uncertainties from Relative Luminosity According to Eq. (3.5), the longi-
tudinal double spin asymmetry of the π±-tagged jet is extracted with the following
formula:

ALL =
1

PY PB

N+ −R3N
−

N+ +R3N− , (3.15)

where N+ = N++ + N+− and N+ = N−+ + N−−. Let f ≡ N+/N−, and the above
equation can be written as:

ALL =
1

PY PB

f −R3

f +R3

(3.16)

and f can be expressed as:

f =
1 + PY PBALL

1− PY PBALL

R3 (3.17)
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The uncertainties of ALL contributed from R3 can be expressed as:

∆ALL = |∂ALL

∂R3

|∆R3 (3.18)

=
1

PY PB

2f

(f +R3)2
∆R3 (3.19)

=
1

PY PB

1− (PY PBALL)
2

2

∆R3

R3

(3.20)

Since PY and PB are less than 1 and ALL ∼ 10−2, the term (PY PBALL)
2 ≪ 1 and

can be neglected. Therefore, the uncertainty of ALL contributed from the relative
luminosity R3 can be calculated with the following formula:

∆ALL =
1

PY PB

∆R3

2R3

, (3.21)

where ∆R3 is the systematic uncertainty of the R3 described in Sec. 2.3.3. The calcu-
lated uncertainty contributed from R3 is 0.00076. This uncertainty is shared with each
measured ALL data points.

4. Uncertainties from Underlying Event Correction Similar to Ref. [53], the
contribution from the underlying event correction is estimated with the average spin-
independent underlying event correction ⟨dpT ⟩ and the double spin asymmetry AdpT

LL

of the underlying event correction in data. The AdpT
LL is calculated with the following

formula:

AdpT
LL =

1

PAPB

(
⟨dpT ⟩++ + ⟨dpT ⟩−−)− (

⟨dpT ⟩+− + ⟨dpT ⟩−+)(
⟨dpT ⟩++ + ⟨dpT ⟩−−)+ (

⟨dpT ⟩+− + ⟨dpT ⟩−+) , (3.22)

where, for example, ⟨dpT ⟩++ is the average underlying event correction for the ‘++’
beam helicity configuration. The AdpT

LL is calculated at each jet pT bin in a fill-by-
fill basis. Figure 3.18 and 3.19 show the calculated fill-by-fill AdpT

LL results. The AdpT
LL

results as a function of jet pT are presented in the bottom right panels and are fitted
with a constant function. The fitting results have been used to calculated systematic
uncertainties δAUE

LL originating from AdpT
LL with the following formula:

δAUE
LL =

∫ pmax
T −⟨dpT ⟩AdpT

LL

pmin
T −⟨dpT ⟩AdpT

LL

dσ
dpT

dpT −
∫ pmax

T +⟨dpT ⟩AdpT
L

pmin
T +⟨dpT ⟩AdpT

LL

dσ
dpT

dpT∫ pmax
T −⟨dpT ⟩AdpT

LL

pmin
T −⟨dpT ⟩AdpT

LL

dσ
dpT

dpT +
∫ pmax

T +⟨dpT ⟩AdpT
L

pmin
T +⟨dpT ⟩AdpT

LL

dσ
dpT

dpT

, (3.23)
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where pmax
T and pmin

T are the upper and lower edge of a jet pT bin. The dσ
dpT

is the unpo-
larized jet cross section, which is taken from next-to-leading-order pQCD calculation
with the CT14 pdf [135]. The numerical values of the estimated δAUE

LL are summarized
Tab. 3.10.
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Figure 3.18: The fill-by-fill double spin asymmetry AdpT
LL of the average underlying

correction for π+-tagged jets with z > 0.2. The asymmetry is fitted with a constant
function marked with red line.

5. Total Systematic Uncertainties The total systematic uncertainties δAtotal
LL , are

obtained by adding the uncertainties from different sources in quadrature as they are
independent. The numerical values of the systematic uncertainties of each sources
and the total uncertainties assigned to the final ALL measurements are summarized in
Tab. 3.11 and 3.12 for jet momentum fraction z > 0.2 and z > 0.3, respectively.
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Figure 3.19: The fill-by-fill double spin asymmetry AdpT
LL of the average underlying

correction for π−-tagged jets with z > 0.2. The asymmetry is fitted with a constant
function marked with red line.

z > 0.2 z > 0.3

jet pT (GeV) δAUE
LL for Aπ+

LL δAUE
LL for Aπ−

LL δAUE
LL for Aπ+

LL δAUE
LL for Aπ−

LL

6− 7.1 0.0018 0.0004 0.0016 0.0005
7.1− 8.4 0.0015 0.0003 0.0012 0.0004
8.4− 9.9 0.0013 0.0003 0.0011 0.0003
9.9− 11.7 0.0011 0.0002 0.0009 0.0003
11.7− 13.8 0.0009 0.0002 0.0008 0.0002
13.8− 16.3 0.0008 0.0002 0.0007 0.0002
16.3− 19.2 0.0008 0.0001 0.0007 0.0002
19.2− 22.7 0.0006 0.0001 0.0005 0.0002
22.7− 26.8 0.0004 0.0001 0.0004 0.0001
26.8− 31.6 0.0005 0.0001 0.0005 0.0001
31.6− 37.3 0.0005 0.0001 0.0004 0.0001

Table 3.10: The numerical values of the systematic uncertainty δAUE
LL from underlying

event correction.
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Systematic uncertainties for the Aπ+

LL

jet pT (GeV) Pbeam R3 PID δAtrig
LL δAUE

LL δAtotal
LL

6− 7.1 6.06% 0.00076 3.1 ×10−5 0.0002 0.0018 0.0020
7.1− 8.4 6.06% 0.00076 1.9 ×10−5 0.0002 0.0015 0.0017
8.4− 9.9 6.06% 0.00076 9.6 ×10−6 0.0003 0.0013 0.0015
9.9− 11.7 6.06% 0.00076 1.3 ×10−6 0.0003 0.0011 0.0014
11.7− 13.8 6.06% 0.00076 2.1 ×10−6 0.0004 0.0009 0.0013
13.8− 16.3 6.06% 0.00076 4.7 ×10−6 0.0003 0.0008 0.0012
16.3− 19.2 6.06% 0.00076 1.4 ×10−6 0.0005 0.0008 0.0016
19.2− 22.7 6.06% 0.00076 8.5 ×10−6 0.0006 0.0006 0.0018
22.7− 26.8 6.06% 0.00076 5.8 ×10−5 0.0009 0.0004 0.0013
26.8− 31.6 6.06% 0.00076 1.4 ×10−5 0.0011 0.0005 0.0021
31.6− 37.3 6.06% 0.00076 5.6 ×10−5 0.0015 0.0005 0.0038

Systematic uncertainties for the Aπ−
LL

jet pT (GeV) Pbeam R3 PID δAtrig
LL δAUE

LL δAtotal
LL

6− 7.1 6.06% 0.00076 8.1 ×10−6 0.0001 0.0004 0.0009
7.1− 8.4 6.06% 0.00076 1.4 ×10−5 0.0002 0.0003 0.0008
8.4− 9.9 6.06% 0.00076 4.3 ×10−7 0.0002 0.0003 0.0008
9.9− 11.7 6.06% 0.00076 6.7 ×10−6 0.0002 0.0002 0.0008
11.7− 13.8 6.06% 0.00076 2.2 ×10−5 0.0004 0.0002 0.0009
13.8− 16.3 6.06% 0.00076 2.0 ×10−5 0.0004 0.0002 0.0009
16.3− 19.2 6.06% 0.00076 1.1 ×10−5 0.0005 0.0001 0.0010
19.2− 22.7 6.06% 0.00076 3.1 ×10−5 0.0008 0.0001 0.0016
22.7− 26.8 6.06% 0.00076 3.4 ×10−6 0.0010 0.0001 0.0013
26.8− 31.6 6.06% 0.00076 8.1 ×10−6 0.0015 0.0001 0.0027
31.6− 37.3 6.06% 0.00076 2.2 ×10−6 0.0016 0.0001 0.0029

Table 3.11: The numerical values of the systematic uncertainties from different sources
and the total uncertainties on the ALL of the π±-tagged jets for z > 0.2.
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Systematic uncertainties for the Aπ+

LL

jet pT (GeV) Pbeam R3 PID δAtrig
LL δAUE

LL δAtotal
LL

6− 7.1 6.06% 0.00076 1.0 ×10−5 0.0002 0.0016 0.0018
7.1− 8.4 6.06% 0.00076 6.6 ×10−7 0.0002 0.0012 0.0015
8.4− 9.9 6.06% 0.00076 5.1 ×10−6 0.0003 0.0011 0.0014
9.9− 11.7 6.06% 0.00076 2.0 ×10−6 0.0003 0.0009 0.0012
11.7− 13.8 6.06% 0.00076 1.1 ×10−5 0.0004 0.0008 0.0012
13.8− 16.3 6.06% 0.00076 5.5 ×10−6 0.0005 0.0007 0.0012
16.3− 19.2 6.06% 0.00076 6.5 ×10−6 0.0007 0.0007 0.0020
19.2− 22.7 6.06% 0.00076 8.2 ×10−6 0.0008 0.0005 0.0013
22.7− 26.8 6.06% 0.00076 3.9 ×10−5 0.0010 0.0004 0.0014
26.8− 31.6 6.06% 0.00076 2.3 ×10−5 0.0013 0.0005 0.0053
31.6− 37.3 6.06% 0.00076 1.2 ×10−4 0.0018 0.0004 0.0022

Systematic uncertainties for the Aπ−
LL

jet pT (GeV) Pbeam R3 PID δAtrig
LL δAUE

LL δAtotal
LL

6− 7.1 6.06% 0.00076 1.7 ×10−5 0.0002 0.0005 0.0009
7.1− 8.4 6.06% 0.00076 2.9 ×10−5 0.0002 0.0004 0.0009
8.4− 9.9 6.06% 0.00076 2.1 ×10−6 0.0002 0.0003 0.0009
9.9− 11.7 6.06% 0.00076 8.9 ×10−7 0.0003 0.0003 0.0009
11.7− 13.8 6.06% 0.00076 3.1 ×10−5 0.0004 0.0002 0.0009
13.8− 16.3 6.06% 0.00076 2.5 ×10−5 0.0005 0.0002 0.0010
16.3− 19.2 6.06% 0.00076 4.1 ×10−6 0.0006 0.0002 0.0010
19.2− 22.7 6.06% 0.00076 1.1 ×10−6 0.0013 0.0002 0.0016
22.7− 26.8 6.06% 0.00076 8.0 ×10−8 0.0011 0.0001 0.0014
26.8− 31.6 6.06% 0.00076 0 0.0017 0.0001 0.0019
31.6− 37.3 6.06% 0.00076 0 0.0021 0.0001 0.0026

Table 3.12: The numerical values of the systematic uncertainties from different sources
and the total uncertainties on the ALL of the π±-tagged jets for z > 0.3.
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3.5 Results and Discussions

3.5.1 The impact of the π± tagging

The impact of the jet momentum fraction z cut on the relative fraction of the hard
QCD sub-processes is studied with the MC samples generated with PYTHIA [128]
by comparing the relative fraction before and after applying the z cut. Figure 3.20
illustrates the ratio of the QCD hard scattering subprocess of jets with π± tagging to
the subprocess for inclusive jets. The contribution from the g-g scattering is suppressed
after applying the z cut, which is not sensitive to the sign of the gluon helicity. The
π+ tagging enhances the u-g scattering with jet pT approximately smaller than 25
GeV. The d-g scattering is also enhanced with π− tagging with the enhancement up
to 40% at high jet pT . Moreover, the quark-quark scatterings involved with the u

quark and d quark are also enhanced at high jet pT . The enhancements of quark-
quark scattering can increase the sensitivity to the quark helicity distributions. When
raising the minimum z from 0.2 to 0.3, the enhancements and suppression is further
strengthen. Therefore, the measurements of the ALL for the π±-tagged jets provide
sensitivity to the sign of the gluon helicity distribution.

3.5.2 The ALL results of π±-tagged jets

The measured results of the longitudinal double spin asymmetry for the π±-tagged
jets with the jet momentum fraction z > 0.2 are presented in Fig. 3.21 (left). The bars
represent the statistical uncertainties while the systematic uncertainties are shown in
boxes. Similar results with z > 0.3 are shown in Fig. 3.21 (right). In general, the
measured ALL results for π+-tagged jets are positive and increase with increasing jet
pT while there is no clear jet pT dependence for the ALL results of π−-tagged jets. The
ALL results of π+-tagged jets are slightly larger than the ALL results for π−-tagged jets.
Their numerical values are summarized in Tab. 3.13 and 3.14 for z > 0.2 and z > 0.3,
respectively. The curves shown on these figures are calculated with the unbiased MC
sample used in the trigger bias estimation (see Sec. 3.4.2). The helicity distribution
and the unpolarized PDFs are taken from the NNPDFpol1.1 [39] and NNPDF2.3 [134].
The predictions show increasing ALL results for π+-tagged jets and weak jet pT de-
pendence for π−-tagged jets, which are consistent with the measurements. The χ2 of
the measured ALL results of π+-tagged jets to the predictions are χ2

π+/ndf = 12.6/11
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Figure 3.20: The QCD subprocess ratio of the π±-tagged jets to the inclusive jets as
a function of jet pT . The first row is for π+-tagged jets and the second row is for
π−-tagged jets.

and χ2
π+/ndf = 13.2/11 for z > 0.2 and z > 0.3, respectively. For the ALL results of

π−-tagged jets, the χ2 are χ2
π−/ndf = 9.2/11 and χ2

π−/ndf = 3.9/11 for z > 0.2 and
z > 0.3, respectively. The helicity distribution of gluon in Ref. [39] is positive and our
measurements are consistent with the predictions.

The measured ALL results are also compared with the predictions using helicity
distribution from JAM22 [57], in which the gluon helicity is negative, with the same
unbiased MC sample used in the trigger bias estimation. The comparisons are presented
in Fig. 3.22. The left column of Fig. 3.22 shows the comparison for jet momentum
fraction z > 0.2 while the right panel illustrates the comparison for z > 0.3. It is clear
that the measured ALL results strongly disfavor the predictions using negative gluon
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Figure 3.21: The longitudinal double spin asymmetry ALL of the π±-tagged jets as
a function of jet pT in

√
s = 200 GeV proton-proton collisions with jet momen-

tum fraction z > 0.2 (left) and z > 0.3 (right). The curves are the predictions
with PYTHIA [128] using the helicity distribution and the unpolarized PDFs from the
NNPDFpol1.1 [39] and NNPDF2.3 [134], respectively. The bottom panel represents
the difference between Aπ+

LL and Aπ−
LL. The bars only count for statistical uncertainties.
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Figure 3.22: The comparison of the measured longitudinal double spin asymmetry ALL

of π±-tagged jets with the predictions based on PYTHIA [128] using helicity distribu-
tion from JAM22 [57]. The left panel presents the results for jet momentum fraction
z > 0.2 while the right panel shows the results for z > 0.3.
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jet pT (GeV) Aπ+

LL Aπ+

LL stat. Aπ+

LL syst. jet pT (GeV) Aπ−
LL Aπ−

LL stat. Aπ−
LL syst.

7.7 -0.0072 0.0048 0.0020 7.7 -0.0062 0.0049 0.0009
8.7 0.0025 0.0031 0.0017 8.6 0.0004 0.0032 0.0008
10.4 -0.0014 0.0024 0.0015 10.4 0.0012 0.0025 0.0008
11.8 0.0019 0.0021 0.0014 11.9 0.0004 0.0022 0.0008
13.7 0.0062 0.0024 0.0013 13.6 0.0012 0.0026 0.0009
15.9 0.0050 0.0032 0.0012 15.7 -0.0000 0.0034 0.0009
18.5 0.0161 0.0046 0.0016 18.3 0.0053 0.0051 0.0010
21.4 0.0214 0.0071 0.0018 21.3 0.0190 0.0079 0.0016
24.9 0.0060 0.0121 0.0013 24.8 0.0016 0.0137 0.0013
28.8 0.0246 0.0219 0.0021 28.9 0.0351 0.0252 0.0027
33.4 0.0553 0.0424 0.0038 33.7 0.0376 0.0498 0.0029

Table 3.13: The numerical values of the measured ALL results of the π±-tagged jets
for z > 0.2.

jet pT (GeV) Aπ+

LL Aπ+

LL stat. Aπ+

LL syst. jet pT (GeV) Aπ−
LL Aπ−

LL stat. Aπ−
LL syst.

7.5 0.0036 0.0037 0.0018 7.5 -0.0009 0.0039 0.0009
8.6 -0.0029 0.0040 0.0015 8.6 -0.0002 0.0042 0.0009
10.3 0.0035 0.0027 0.0014 10.3 0.0028 0.0029 0.0009
11.8 0.0038 0.0030 0.0012 11.9 0.0015 0.0032 0.0009
13.7 0.0027 0.0036 0.0012 13.6 0.0049 0.0040 0.0009
15.9 0.0046 0.0048 0.0012 15.7 -0.0056 0.0053 0.0010
18.5 0.0258 0.0069 0.0020 18.3 0.0012 0.0078 0.0010
21.4 0.0083 0.0106 0.0013 21.3 0.0096 0.0121 0.0016
24.9 0.0063 0.0177 0.0014 24.8 -0.0020 0.0207 0.0014
28.8 0.0827 0.0309 0.0053 28.9 0.0058 0.0370 0.0019
33.5 0.0145 0.0582 0.0022 33.7 0.0203 0.0708 0.0026

Table 3.14: The numerical values of the measured ALL results of the π±-tagged jets
for z > 0.3.

3.6 Summary

This chapter provides details on the first measurements of longitudinal double spin
asymmetry ALL for the π±-tagged jets in

√
s = 200 GeV proton-proton collisions,

including jet reconstruction, particle identification, ALL extraction, estimation of sys-
tematic uncertainties, and the final measurement results. The measured Aπ+

LL results
increase with increasing jet pT while Aπ−

LL results is almost independent with the jet pT .
The measured results show that Aπ+

LL > Aπ−
LL, which are consistent with the predictions

with PYTHIA [128] using the helicity distributions from NNPDFpol1.1 [39] (positive
gluon helicity). However, the measurements strongly disfavor the predictions using the
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helicity distributions from JAM22 [57] (negative gluon helicity). In conclusion, the first
ALL measurements for the π±-tagged jets are sensitive to the sign of the gluon helicity
distribution and strongly disfavor the negative gluon helicity.
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Chapter 4 Longitudinal Double Spin Asymmetry, ALL,
of Λ, Λ, K0

S

The measurements of longitudinal double spin asymmetry, ALL, of Λ, Λ, K0
S can

shed light on the helicity distributions of strange quark and anti-quark, which are poorly
constrained experimentally. In this chapter, the analysis details of the measurements
will be presented.

4.1 Reconstruction of Λ, Λ, K0
S and V0 Jet

4.1.1 Reconstruction of Λ, Λ and K0
S

Similar to previous STAR publications [89-90, 136], Λ, Λ and K0
S are reconstructed

with their following decay channels at STAR:

Λ → p+ π−, Λ → p+ π+, K0
S → π+ + π− (4.1)

Good quality TPC global tracks are selected by requiring the following criteria:

• Track pT > 0.15 GeV

• Number of TPC hits > 14

• Number of TPC hits / number of possible TPC hits > 0.51

The daughter candidates are identified based on their energy loss dE/dx inside the
TPC gas and the charge sign measured by the TPC. For example, charged track will
be identified as a proton or anti-proton candidate if its nσ(p) (converted from dE/dx,
see Eq. (3.2)) is between −3 and 3. A set of topological selection criteria based on
the decay topology (see Fig. 4.1), which vary with the pT of the Λ hyperons and K0

S,
were applied to reduce the background. In addition, the selection criteria are divided
into two groups in terms of whether their daughter pions can be matched to a TOF
hit. Figure 4.2 illustrates the reconstructed Λ candidates under same selection criteria
with pion matched to a TOF hit (panel (a)) and with pion not matched to a TOF hit
(panel (b)). The reconstructed Λ candidates are much cleaner for the case that pion
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Collision

Λ
π−

proton

⃗rΛ

⃗pΛ

decay length

 dcaΛ

daughter dca

dca of two 
daughters

angle between 
 and ⃗pΛ ⃗rΛ

Figure 4.1: The decay topology of Λ → p+ π−.

matched to a TOF hit as the much shorter response time of the TOF helps to remove
pile-up tracks. Therefore, the selection criteria are much looser for this case. Table 4.1
and 4.2 summarize the selection criteria for Λ(Λ) and K0

S, respectively. The residual
background fractions are kept at about 10% under the mass peak and are estimated
with the side-band method [89-90, 136]. Figure 4.3, as an example, shows the invariant
mass of the reconstructed Λ, Λ and K0

S candidates with 1 < pT < 8 GeV.
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Figure 4.2: The invariant mass distribution of Λ candidates under the same selection
criteria. Panel (a) and (b) are the distribution with and without pion matched to a
TOF hit, respectively.
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Figure 4.3: The invariant mass distribution of the reconstructed Λ, Λ and K0
S candi-

dates with 1 < pT < 8 GeV.

π± matches a TOF hit
pT,Λ(Λ) (GeV/c) < 2 2− 3 3− 4 4− 5 5− 6 > 6

DCA of p(p) to PV > 0.2 cm > 0.15 cm > 0.05 cm > 0.005 cm > 0.005 cm > 0.005 cm
DCA of π−(π+) to PV > 0.6 cm > 0.55 cm > 0.5 cm > 0.5 cm > 0.5 cm > 0.5 cm

DCA of pπ− (pπ+) < 0.75 cm < 0.65 cm < 0.6 cm < 0.5 cm < 0.45 cm < 0.45 cm
DCA of Λ(Λ) to PV < 1 cm < 1 cm < 1 cm < 1 cm < 1 cm < 1 cm

Decay Length > 3 cm > 3.5 cm > 3.5 cm > 4 cm > 4.5 cm > 4.5 cm
cos(−→r ,−→p ) > 0.995 > 0.995 > 0.995 > 0.995 > 0.995 > 0.995

π± does not match a TOF hit
pT,Λ(Λ) (GeV/c) < 2 2− 3 3− 4 4− 5 5− 6 > 6

DCA of p(p) to PV > 0.45 cm > 0.3 cm > 0.25 cm > 0.2 cm > 0.15 cm > 0.15 cm
DCA of π−(π+) to PV > 0.65 cm > 0.6 cm > 0.55 cm > 0.55 cm > 0.55 cm > 0.5 cm

DCA of pπ− (pπ+) < 0.7 cm < 0.6 cm < 0.55 cm < 0.5 cm < 0.45 cm < 0.45 cm
DCA of Λ(Λ) to PV < 0.55 cm < 0.55 cm < 0.6 cm < 0.6 cm < 0.6 cm < 0.6 cm

Decay Length > 7 cm > 7 cm > 7 cm > 8.5 cm > 10 cm > 10.5 cm
cos(−→r ,−→p ) > 0.995 > 0.995 > 0.995 > 0.995 > 0.995 > 0.995

Table 4.1: The topological selection criteria for Λ(Λ) reconstruction: the upper sub-
table is for candidates with daughter π−(π+) matched to a TOF hit, and the lower sub-
table is for candidates without π−(π+) matched to a TOF hit. Here,“DCA”denotes
“distance of closest approach”, “PV” denotes “primary vertex”, −→r is the displacement
from the primary vertex to the decay vertex of Λ or Λ and −→p denotes the momentum
vector of Λ or Λ.

4.1.2 V0 Jet Reconstruction

In order to make sure that Λ hyperons and K0
S are originated from a hard scat-

tering, the reconstructed Λ, Λ and K0
S are required to be a part of jets. Same jet

reconstruction procedure as described in Sec. 3.1.1 is used and the reconstructed Λ, Λ
and K0

S candidates are included into the input list for the jet reconstruction. Their
daughters are removed from the input list to avoid double counting. Moreover, due
to the annihilation of the anti-proton with the material of EMCs, extra energy will
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π− matches a TOF hit
pT,K0

S
(GeV/c) < 2 2− 3 3− 4 4− 5 5− 6 > 6

DCA of π± to PV > 0.45 cm > 0.4 cm > 0.35 cm > 0.3 cm > 0.25 cm > 0.15 cm
DCA of π+π− < 0.75 cm < 0.65 cm < 0.55 cm < 0.5 cm < 0.45 cm < 0.35 cm

DCA of K0
S to PV < 0.9 cm < 0.9 cm < 0.9 cm < 0.9 cm < 0.9 cm < 0.9 cm

Decay Length > 3.5 cm > 3.8 cm > 4.2 cm > 4.5 cm > 4.5 cm > 5.5 cm
cos(−→r ,−→p ) > 0.995 > 0.995 > 0.995 > 0.995 > 0.995 > 0.995

π− does not match a TOF hit
pT,K0

S
(GeV/c) < 2 2− 3 3− 4 4− 5 5− 6 > 6

DCA of π± to PV > 0.7 cm > 0.5 cm > 0.4 cm > 0.35 cm > 0.25 cm > 0.25 cm
DCA of π+π− < 0.5 cm < 0.5 cm < 0.5 cm < 0.5 cm < 0.4 cm < 0.35 cm

DCA of K0
S to PV < 0.65 cm < 0.65 cm < 0.6 cm < 0.6 cm < 0.6 cm < 0.6 cm

Decay Length > 6.5 cm > 6.5 cm > 6.5 cm > 7 cm > 7.5 cm > 10.5 cm
cos(−→r ,−→p ) > 0.995 > 0.995 > 0.995 > 0.995 > 0.995 > 0.995

Table 4.2: The topological selection criteria for K0
S reconstruction: the upper sub-table

is for candidates with daughter π− matched to a TOF hit, and the lower sub-table is
for candidates without π− matched to a TOF hit. Here, “DCA”denotes “distance
of closest approach”, “PV” denotes “primary vertex”, −→r is the displacement from the
primary vertex to the decay vertex of K0

S and −→p denotes the momentum vector of K0
S.

deposits inside the EMCs towers. Figure 4.4 illustrates the energy deposits of the anti-
proton daughter in the matched tower (left panel) and in the 3×3 towers (right panel)
that surround the matched tower. The energy deposits of proton is also shown as a
comparison. Clearly, anti-proton daughter deposits more energy within 3×3 towers
comparing to energy in single tower, while there is no significant difference for the en-
ergy deposits of proton between single tower and 3× 3 towers. To correct such effect,
if a anti-proton daughter matched to a EMC tower, the energy deposits in 3× 3 EMC
tower cluster that surround this tower will be removed.

The reconstructed jets pT after correcting underlying events contributions is re-
quired to be larger than 5 GeV for the ALL vs pT measurements and same cut is used
in the longitudinal spin transfer DLL measurements that will be described in the next
chapter. The jet pT cut is smaller than the cut used in the ALL measurements for
π±-tagged jets. The cut used here is only to make sure that Λ hyperons and K0

S are
originated from a hard scattering, and the 5 GeV cut is sufficient. Other selection cuts,
listed in Tab. 3.2, are same as the cuts used in the ALL measurements of π±-tagged
jets as described in Sec. 3.1.1. In-jet Λ hyperons and K0

S are kept for further analysis.
Table 4.3 summarizes the ranges of the side-band regions and mass peak regions for
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each Λ hyperon and K0
S pT bins. The mass peak width of the Λ hyperons and K0

S

is nearly independent to the jet pT . Therefore, an overall mass peak and side-band
regions are taken, which are same as the regions for Λ hyperons and K0

S at 3 < pT < 4

GeV. Figure 4.5, as an example, presents the invariant mass distributions of the recon-
structed in-jet Λ hyperons and K0

S candidates with 2 < pT < 3 GeV. The blue-filled
and red-filled areas indicate the regions of the mass peak and side band. The yields
of Λ hyperons and K0

S under mass peak at each pT bins are summarized in Tab. 4.4.
Similarly, their yields under mass peak at each jet pT bins are summarized in Tab. 4.5.

proton 
anti-proton

proton 
anti-proton

Figure 4.4: The energy deposits for the proton and anti-proton in the matched EMC
tower (left panel) and in a 3× 3 tower patches (right panel).
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Figure 4.5: The invariant mass distributions of in-jet Λ hyperons and K0
S with 2 <

pT < 3 GeV. The blue-filled and red-filled areas indicate the regions of the mass peak
and side band.
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Λ and Λ

pT (GeV) left side-band (GeV) mass peak (GeV) right side-band (GeV)

1− 2 (1.091, 1.106) (1.111, 1.119) (1.124, 1.139)
2− 3 (1.090, 1.105) (1.110, 1.121) (1.126, 1.141)
3− 4 (1.087, 1.102) (1.109, 1.123) (1.130, 1.145)
4− 5 (1.085, 1.100) (1.108, 1.124) (1.132, 1.147)
5− 6 (1.084, 1.099) (1.107, 1.126) (1.134, 1.149)
6− 8 (1.080, 1.095) (1.105, 1.129) (1.139, 1.154)

K0
S

1− 2 (0.423, 0.458) (0.483, 0.511) (0.536, 0.571)
2− 3 (0.424, 0.455) (0.481, 0.514) (0.541, 0.571)
3− 4 (0.424, 0.454) (0.478, 0.518) (0.542, 0.572)
4− 5 (0.423, 0.453) (0.480, 0.517) (0.544, 0.574)
5− 6 (0.422, 0.452) (0.477, 0.520) (0.545, 0.575)
6− 8 (0.422, 0.447) (0.474, 0.524) (0.551, 0.576)

Table 4.3: The side-band and mass peak at each pT bins.

pT (GeV) Λ Λ K0
S

1− 2 602058 619676 1.75× 106

2− 3 481821 516345 1.15× 106

3− 4 265544 300850 628126
4− 5 117658 134916 300045
5− 6 51099 56853 156938
6− 8 34011 34045 126004

Table 4.4: The yields of in-jet Λ hyperons and K0
S under mass peak at each pT bin.

jet pT (GeV) Λ Λ K0
S

6− 7.1 108028 130171 244954
7.1− 8.4 90271 89065 221759
8.4− 9.9 270639 263063 708911
9.9− 11.7 228075 189563 638895
11.7− 13.8 155529 115435 471566
13.8− 16.3 92083 61283 293334
16.3− 19.2 43922 27356 147971
19.2− 22.7 18855 11322 65390
22.7− 26.8 6662 3680 23671

Table 4.5: The yields of in-jet Λ hyperons and K0
S under mass peak at each jet pT bin.
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4.2 ALL Extraction for Λ, Λ and K0
S

The longitudinal double spin asymmetry ALL can be extracted with the Eq. (3.5).
In the analysis, the Araw

LL for the Λ hyperons and the K0
S candidates under the mass

peak and Abkg
LL for the residual backgrounds are extracted separately. The impact of

the residual backgrounds to the final ALL results and the corresponding statistical
uncertainties δALL are corrected with the following formula:

ALL =
Araw

LL − rAbkg
LL

1− r
, (4.2)

δALL =

√
(δAraw

LL )2 + (rδAbkg
LL )

2

1− r
(4.3)

where r is the residual background fraction under the mass peak, and is estimated
with the side-band method. δAraw

LL and δAbkg
LL are the statistical uncertainties from

mass peak and residual background. Figure 4.6, as an example, shows the Araw
LL as a

function of Λ hyperons and K0
S pT (first row) and jet pT (second row) for Λ, Λ, and

K0
S. Constant fittings (red lines on Fig. 4.6) are applied to the extracted Araw

LL and the
numerical values of the fitting results are listed on the figure. The extracted numerical
values of the ALL and the corresponding statistical uncertainties for each pT and jet pT
bins after the background correction are summarized in Tab. 4.6 and 4.7, respectively.
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Figure 4.6: The extracted Araw
LL under mass peak. The upper row shows the Araw

LL as a
function of particle pT and the lower row shows the results as a function of jet pT . The
left, the middle and the right columns show the results for Λ, Λ and K0

S, respectively.
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pT (GeV) Λ Λ K0
S

1− 2 0.0068± 0.0048 −0.0007± 0.0046 0.0038± 0.0026

2− 3 −0.0055± 0.0054 0.0036± 0.0051 0.0045± 0.0033

3− 4 0.0075± 0.0071 0.0010± 0.0066 0.0072± 0.0045

4− 5 −0.0044± 0.0107 −0.0034± 0.0099 −0.0061± 0.0065

5− 6 −0.0029± 0.0164 −0.0019± 0.0156 0.0206± 0.0092

6− 8 0.0176± 0.0208 0.0321± 0.0208 −0.0163± 0.0108

Table 4.6: The numerical values of the extracted ALL at each Λ hyperons and K0
S pT

bin after correcting residual background.

jet pT (GeV) Λ Λ K0
S

6− 7.1 −0.0098± 0.0115 −0.0146± 0.0103 0.0009± 0.0072

7.1− 8.4 −0.0207± 0.0127 0.0170± 0.0127 −0.0078± 0.0076

8.4− 9.9 0.0030± 0.0074 0.0059± 0.0075 0.0008± 0.0042

9.9− 11.7 0.0035± 0.0081 −0.0022± 0.0090 0.0028± 0.0045

11.7− 13.8 0.0051± 0.0099 −0.0182± 0.0117 0.0141± 0.0052

13.8− 16.3 −0.0065± 0.0130 0.0396± 0.0164 0.0058± 0.0067

16.3− 19.2 0.0203± 0.0191 −0.0172± 0.0249 0.0126± 0.0096

19.2− 22.7 −0.0003± 0.0293 0.0315± 0.0393 0.0019± 0.0146

22.7− 26.8 0.0554± 0.0500 0.0011± 0.0700 0.0249± 0.0248

Table 4.7: The numerical values of the extracted ALL at each jet pT bin after correcting
residual background.

Similar to the ALL measurements of the π±-tagged jets, four false asymmetries are
extracted with Eq. (3.8) in Sec. 3.2.2. As examples, the extracted asymmetries as a
function of jet pT for the Λ, Λ, and K0

S are presented in Fig. 4.7. These asymmetries
are consistent with zero within uncertainties.

4.3 Systematic Effects

4.3.1 Jet pT Correction

Similar to the ALL measurements of the π±-tagged jets, the jet pT is corrected back
to particle level. The Λ hyperons, K0

S, and jets at detector level and the particle level
are matched with the same cuts illustrated in Eq. (3.12) and (3.13). Figure 4.8 (left)
shows the correlations between detector level jet pT and particle level jet pT for Λ jets
while the differences of jet pT between particle level and detector level are shown in the
middle panel of Fig. 4.8. In Fig. 4.8, the vertical values of the blacks points illustrate
the average values. The right column of Fig. 4.8 is the zoomed-in results of the black
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Figure 4.7: False asymmetries for Λ, Λ, and K0
S as a function of jet pT .

points from the middle panel of Fig. 4.8. The corrections are estimated for the JP1
(upper row in Fig. 4.8) and JP2 (lower row in Fig. 4.8) triggers separately and the
average corrections weighted with the corresponding yields of the Λ, Λ, and K0

S in data
are treated as the final corrections to the jet pT in data. Similar results for the Λ jets
and K0

S jets are shown in Fig. 4.9 and 4.10, respectively. The numerical values of the
final corrections are summarized in Tab. 4.8.

jet pT (GeV) Λ-jets (GeV) Λ-jets (GeV) K0
S-jets (GeV)

6− 7.1 0.19 0.65 1.00
7.1− 8.4 -0.12 0.33 0.82
8.4− 9.9 0.74 1.13 1.23
9.9− 11.7 0.37 1.28 1.14
11.7− 13.8 0.46 0.78 0.92
13.8− 16.3 0.39 1.10 0.73
16.3− 19.2 0.21 1.43 0.50
19.2− 22.7 0.17 1.05 0.14
22.7− 26.8 0.57 0.12 0.06

Table 4.8: The numerical values of the final detector jet pT correction at each detector
jet pT bin.
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Figure 4.8: Left column: the correlation of the jet pT between detector level and particle
level for Λ jets. Middle column: the difference pT results between particle level and
detector level. The zoomed-in results of the black points in the middle column are
shown in the right column. The upper row is for the JP1 trigger and the lower row is
for the JP2 trigger. The vertical values of the data points illustrate the average values
at each detector level jet pT bin.
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Figure 4.9: Left column: the correlation of the jet pT between detector level and particle
level for Λ jets. Middle column: the difference pT results between particle level and
detector level. The zoomed-in results of the black points in the middle column are
shown in the right column. The upper row is for the JP1 trigger and the lower row is
for the JP2 trigger. The vertical values of the data points illustrate the average values
at each detector level jet pT bin.
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Figure 4.10: Left column: the correlation of the jet pT between detector level and
particle level for K0

S jets. Middle column: the difference pT results between particle
level and detector level. The zoomed-in results of the black points in the middle column
are shown in the right column. The upper row is for the JP1 trigger and the lower
row is for the JP2 trigger. The vertical values of the data points illustrate the average
values at each detector level jet pT bin.

4.3.2 Trigger Bias

Similar to the ALL measurements of π±-tagged jets described in Sec. 3.4.2, trigger
conditions might introduce potential bias on the measured ALL results. Same embed-
ding MC sample and estimation method used in π±-tagged jets ALL measurements is
applied in this analysis. Details about the estimation method can be found in Sec. 3.4.2.
In this analysis, the trigger bias is estimated for JP1 and JP2 triggers separately. The
final trigger bias is taken as the average values from two triggers weighted with the
corresponding particle yields in data. Figure 4.11, as an example, shows the calculated
ALL of K0

S as a function of K0
S pT for unbiased asymmetries (left column) and biased

asymmetries (middle column). As their name applied, the unbiased asymmetries are
calculated with the MC samples without applying trigger conditions while the biased
asymmetries are calculated with the MC samples after applying trigger conditions.
Their differences are shown on the right column of Fig. 4.11. In general, the JP2 in-
troduces larger bias than JP1 and the estimated trigger bias does not dependent on
the K0

S pT strongly. Similarly, the results of K0
S ALL as a function of jet pT are shown

in Fig. 4.12. The numerical values of estimated trigger biases and the related system-
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atic uncertainties for each Λ hyperons and K0
S pT are summarized in Tab. 4.9. Similar

results at each jet pT bins are summarized in Tab. 4.10.
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Figure 4.11: Left column: double spin asymmetry ALL of K0
S for the unbiased MC

sample as a function of K0
S pT for all 100 NNPDFpol1.1 replicas. The best-fit result is

shown in red. Middle column: ALL for the biased sample as a function of K0
S pT for all

100 NNPDFpol1.1 replicas. Right column: the trigger bias ∆ALL for all 100 replicas.
The bars of the red points show the standard deviation of the ∆ALL.
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Figure 4.12: Left column: double spin asymmetry ALL of K0
S for the unbiased MC

sample as a function of jet pT for all 100 NNPDFpol1.1 replicas. The best-fit result is
shown in red. Middle column: ALL for the biased sample as a function of jet pT for all
100 NNPDFpol1.1 replicas. Right column: the trigger bias ∆ALL for all 100 replicas.
The bars of the red points show the standard deviation of the ∆ALL.
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Λ Λ K0
S

pT (GeV) ∆ALL δApdf
LL δAbest−fit

LL ∆ALL δApdf
LL δAbest−fit

LL ∆ALL δApdf
LL δAbest−fit

LL

1− 2 0.0026 0.0009 0.0004 0.0032 0.0010 0.0004 0.0034 0.0011 0.0002
2− 3 0.0032 0.0009 0.0003 0.0035 0.0010 0.0004 0.0030 0.0009 0.0003
3− 4 0.0024 0.0008 0.0005 0.0030 0.0008 0.0006 0.0025 0.0008 0.0004
4− 5 0.0021 0.0009 0.0008 0.0030 0.0007 0.0009 0.0022 0.0007 0.0006
5− 6 0.0042 0.0016 0.0014 0.0037 0.0026 0.0013 0.0021 0.0009 0.0009
6− 8 0.0024 0.0009 0.0015 0.0042 0.0009 0.0016 0.0005 0.0012 0.0009

Table 4.9: The calculated trigger bias ∆ALL and the corresponding systematic uncer-
tainties for Λ, Λ and K0

S at each pT bin.

Λ Λ K0
S

jet pT (GeV) ∆ALL δApdf
LL δAbest−fit

LL ∆ALL δApdf
LL δAbest−fit

LL ∆ALL δApdf
LL δAbest−fit

LL

6− 7.1 0.0002 0.0002 0.0003 0.0007 0.0002 0.0002 0.0003 0.0002 0.0002
7.1− 8.4 0.0008 0.0002 0.0002 0.0004 0.0002 0.0004 0.0002 0.0002 0.0002
8.4− 9.9 0.0009 0.0004 0.0005 0.0016 0.0006 0.0005 0.0008 0.0004 0.0004
9.9− 11.7 0.0011 0.0005 0.0006 0.0016 0.0005 0.0007 0.0002 0.0003 0.0004
11.7− 13.8 0.0011 0.0004 0.0006 0.0009 0.0005 0.0008 0.0004 0.0004 0.0005
13.8− 16.3 -0.0001 0.0007 0.0010 0.0021 0.0007 0.0011 0.0008 0.0005 0.0006
16.3− 19.2 0.0029 0.0010 0.0015 0.0017 0.0007 0.0015 -0.0006 0.0006 0.0007
19.2− 22.7 -0.0001 0.0007 0.0019 0.0057 0.0016 0.0019 0.0015 0.0005 0.0009
22.7− 26.8 0.0003 0.0009 0.0023 0.0052 0.0017 0.0028 -0.0003 0.0007 0.0013

Table 4.10: The calculated trigger bias ∆ALL and the corresponding systematic uncer-
tainties for Λ, Λ and K0

S at each jet pT bins.

4.3.3 Systematic Uncertainties

In this analysis, four sources of systematic uncertainties are considered:

• Uncertainty from the beam polarization

• Uncertainty from relative luminosity R3

• Uncertainty in the determination of the residual background fraction for Λ, Λ

and K0
S

• Uncertainties related to the trigger bias estimation

Beam Polarization & Relative Luminosity The same uncertainties from the beam
polarization (see Sec. 2.3.2) and the relative luminosity R3 (see Sec. 2.3.3) are shared
with the π±-tagged jets ALL measurements. The beam polarizations contribute to an
6.06% scale uncertainty and the uncertainty of R3 is 0.00076. These two uncertainties
will contribute to all the data points.
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Residual Background To estimate the uncertainties in the determination of the
residual background fraction, the invariant mass distributions of the reconstructed Λ

hyperons and K0
S are fitted with a Gaussian+linear function. The residual background

fractions under the mass peak are calculated with the linear function and the ALL is
recalculated with the new residual background fractions. Differences of the ALL results
calculated with side-band method and the fitting method are taken as the systematic
uncertainties ALL in the determination of the residual background fractions. The
invariant mass of the Λ candidates together with fitting function at each jet pT bin, as
an example, is shown in Fig. 4.13. The estimated residual background fractions with
side-band method and fitting method are summarized in Tab. 4.11 for each Λ hyperons
and K0

S pT bins and Tab. 4.12 for each jet pT bins.
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Figure 4.13: The invariant mass of the Λ candidates at each jet pT bin. The blue-filled
and the red-filled areas indicate the mass-peak and the side-band regions, respectively.
The linear functions are shown in green line.
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side-band method fitting method
pT (GeV) Λ Λ K0

S Λ Λ K0
S

1− 2 8.9% 7.6% 4.1% 9.2% 7.9% 4.4%
2− 3 9.3% 8.2% 4.0% 9.6% 8.5% 4.5%
3− 4 7.6% 6.8% 4.5% 6.8% 6.0% 5.0%
4− 5 7.0% 6.4% 4.8% 6.2% 5.5% 5.2%
5− 6 7.8% 7.7% 6.5% 6.6% 6.3% 6.7%
6− 8 9.4% 9.5% 8.8% 9.1% 9.1% 9.0%

Table 4.11: The residual background fractions under mass peak estimated with both
the side-band method and the fitting method at each Λ, Λ, and K0

S pT bin.

side-band method fitting method
jet pT (GeV) Λ Λ K0

S Λ Λ K0
S

6− 7.1 9.6% 8.0% 5.0% 10.3% 8.4% 5.6%
7.1− 8.4 9.9% 9.4% 4.6% 10.4% 9.8% 5.4%
8.4− 9.9 11.2% 10.6% 5.0% 11.9% 11.2% 5.8%
9.9− 11.7 11.6% 12.1% 5.1% 12.2% 12.6% 5.8%
11.7− 13.8 12.0% 13.4% 5.4% 12.6% 13.8% 6.1%
13.8− 16.3 12.4% 14.5% 5.9% 12.9% 14.9% 6.6%
16.3− 19.2 13.4% 15.6% 7.0% 13.6% 16.1% 7.7%
19.2− 22.7 14.1% 16.7% 8.1% 13.9% 16.7% 8.8%
22.7− 26.8 14.9% 17.8% 9.7% 14.5% 17.7% 10.2%

Table 4.12: The residual background fractions under mass peak estimated with both
the side-band method and the fitting method at each jet pT bin.

4.4 Results and Discussions

In this section, the measured results of the longitudinal double spin asymmetry ALL

for Λ, Λ and K0
S in proton-proton collisions at

√
s = 200 GeV are presented, which

provide access to the helicity distributions of strange quark and anti-quark.

4.4.1 ALL vs Λ, Λ and K0
S pT

The first measurements of the longitudinal double spin asymmetry ALL for the in-
jet Λ, Λ and K0

S in the proton-proton collision at
√
s = 200 GeV as a function of Λ, Λ

and K0
S pT are presented in Fig. 4.14. The average results over all Λ, Λ and K0

S pT are
−0.0006± 0.0030± 0.0014, −0.0020± 0.0029± 0.0014 and 0.0009± 0.0017± 0.0014 for
Λ, Λ and K0

S, respectively. There is no clear pT dependence and the measured results
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are consistent with zero within uncertainty. Predictions from MC samples based on
PYTHIA [128] using helicity distributions from the NNPDFpol1.1 [39] are compared
and the measurements are consistent with the predictions. The small ALL results
might indicate small helicity distributions of the strange quark and anti-quark inside
the proton. The numerical values of the measured ALL at each pT bin are summarized
in Tab. 4.13
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Figure 4.14: The longitudinal double spin asymmetry ALL as a function of Λ, Λ and
K0

S pT in proton-proton collisions at
√
s = 200 GeV. Predictions from MC samples

based on PYTHIA [128] using helicity distributions from the NNPDFpol1.1 [39] are
compared. The results for Λ and K0

S are shifted horizontally for clarity.

pT (GeV) AΛ
LL AΛ

LL A
K0

S
LL

1− 2 0.0041± 0.0048± 0.0013 −0.0039± 0.0046± 0.0013 0.0004± 0.0026± 0.0014

2− 3 −0.0087± 0.0054± 0.0013 0.0001± 0.0051± 0.0013 0.0015± 0.0033± 0.0013

3− 4 0.0051± 0.0071± 0.0013 −0.0020± 0.0066± 0.0012 0.0047± 0.0045± 0.0013

4− 5 −0.0065± 0.0107± 0.0014 −0.0064± 0.0099± 0.0014 −0.0083± 0.0065± 0.0013

5− 6 −0.0071± 0.0164± 0.0022 −0.0056± 0.0156± 0.0030 0.0185± 0.0092± 0.0019

6− 8 0.0152± 0.0208± 0.0022 0.0279± 0.0208± 0.0028 −0.0167± 0.0108± 0.0020

Table 4.13: The numerical values of the longitudinal double spin asymmetry ALL and
the corresponding statistical and systematic uncertainties for Λ, Λ and K0

S at each pT
bin.

4.4.2 ALL vs jet pT

We also performed the measurement of the ALL as a function of jet pT . In this
measurement, jets are selected with the same cuts as the ALL measurements of the
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π±-tagged jets in Sec. 3.1.1. Therefore, the jets used in this measurement is mostly
a sub-set of the inclusive jets. By requiring Λ hyperons or K0

S to be a part of jets,
this measurement provides sensitivity to the strange quark and anti-quark helicity
distributions. Figure 4.15 shows the measured ALL results as a function of jet pT . The
average results over all jet pT bins are 0.0011±0.0036±0.0013, −0.0017±0.0037±0.0013

and 0.0028 ± 0.0021 ± 0.0011 for jets containing Λ, Λ and K0
S, respectively. No clear

jet pT dependence is observed and the measured ALL results are consistent with zero
within uncertainties. Predictions from MC samples based on PYTHIA [128] using
helicity distributions from the NNPDFpol1.1 [39] are compared with the measurements
and are consistent with the measurements. The bottom panel of Fig. 4.15 represents
the average jet momentum fraction z carried by the Λ hyperons and K0

S. Due to
the limitation of the statistics, no minimum z cut is applied. Table 4.14 summarizes
the numerical values of the measured results. These first measurements at RHIC are
expected to provide constraints on the helicity distributions of strange quark and anti-
quark.
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Figure 4.15: The longitudinal double spin asymmetry ALL as a function of jet pT for jets
containing one Λ, Λ or K0

S in proton-proton collisions at
√
s = 200 GeV. The jet pT is

corrected back to particle level. Predictions from MC samples based on PYTHIA [128]
using helicity distributions from the NNPDFpol1.1 [39] are compared. The bottom
panel presents the jet momentum fraction corrected to particle.
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jet pT (GeV) AΛ
LL AΛ

LL A
K0

S
LL

6− 7.1 −0.0100± 0.0115± 0.0011 −0.0153± 0.0103± 0.0012 0.0006± 0.0072± 0.0008

7.1− 8.4 −0.0215± 0.0127± 0.0015 0.0166± 0.0127± 0.0014 −0.0080± 0.0076± 0.0009

8.4− 9.9 0.0020± 0.0074± 0.0010 0.0044± 0.0075± 0.0011 −0.0000± 0.0042± 0.0009

9.9− 11.7 0.0024± 0.0081± 0.0011 −0.0038± 0.0090± 0.0011 0.0026± 0.0045± 0.0009

11.7− 13.8 0.0040± 0.0099± 0.0011 −0.0192± 0.0117± 0.0016 0.0137± 0.0052± 0.0013

13.8− 16.3 −0.0065± 0.0130± 0.0015 0.0376± 0.0164± 0.0029 0.0051± 0.0067± 0.0012

16.3− 19.2 0.0174± 0.0191± 0.0023 −0.0189± 0.0249± 0.0021 0.0132± 0.0096± 0.0014

19.2− 22.7 −0.0002± 0.0293± 0.0021 0.0258± 0.0393± 0.0032 0.0004± 0.0146± 0.0013

22.7− 26.8 0.0551± 0.0500± 0.0043 −0.0041± 0.0700± 0.0033 0.0252± 0.0248± 0.0023

Table 4.14: The numerical values of the longitudinal double spin asymmetry ALL and
the corresponding statistical and systematic uncertainties for jets containing Λ, Λ or
K0

S at each jet pT bin.

4.5 Summary

The analysis details of the first measurements of longitudinal double spin asymme-
try ALL of Λ, Λ and K0

S in proton-proton collisions at
√
s = 200 GeV are presented.

The ALL is expected to be sensitive to the helicity distributions of strange quark and
anti-quark, which still remain poor experimental constraints. We measured the ALL as
a function pT and jet pT for in-jet Λ hyperons and K0

S. Predictions from MC samples
generated with PYTHIA [128] using helicity distributions from the NNPDFpol1.1 [39]
are compared with the measurements. The measured results are consistent with the
predictions within uncertainties. The small ALL results might indicate small helicity
distributions of strange quark and anti-quark. The first measurements of longitudinal
double spin asymmetry ALL of Λ, Λ and K0

S will provide further constraints on helicity
distributions of strange quark and anti-quark.
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Chapter 5 Longitudinal Spin Transfer DLL to Λ and Λ

The Longitudinal spin transfer DLL to Λ and Λ in proton-proton collisions is ex-
pected not only to be sensitive to the helicity distributions of strange quark and anti-
quark but also can shed light on polarized fragmentation functions. In this chapter,
the analysis details will be presented.

5.1 DLL Extraction

5.1.1 Extracting DLL via the hyperon weak decay

The weak decay of Λ(Λ) guarantees that its polarization PΛ(Λ) can be measured
experimentally via its decay channel Λ → p + π− (Λ → p̄ + π+) [70-72]. In the rest
frame of Λ(Λ), the angular distribution of its decayed daughter proton (anti-proton)
can be expressed as the following equation:

dN

d cos θ∗ =
AN0

2

(
1 + αΛ(Λ)PΛ(Λ) cos θ∗

)
, (5.1)

where θ∗ is the angle between the polarization direction of Λ(Λ) and the momentum
of its daughter proton (anti-proton) in the rest frame of Λ(Λ). A is the detector accep-
tance, which varies with θ∗ and other variables. N0 is the total number of Λ(Λ) that
decay to proton(anti-proton) and π−(π+). The weak-decay parameter αΛ is taken to be
αΛ = 0.732 [32] with αΛ = −αΛ assuming no CP violation. In the DLL measurement,
the polarization direction is taken to be the momentum direction of the Λ(Λ) in the
center-of-mass frame of the proton-proton collisions.

The details about the reconstruction of Λ hyperons are described in Chapter 4.
In-jet hyperons are used for the DLL analysis to study the helicity distribution of
strange quark and anti-quark and polarized fragmentation functions. Figure 5.1 shows
the 2D distribution of cos θ∗ and the mass of the reconstructed Λ and Λ candidates.
Experimentally, the spin transfer DLL is extracted from the asymmetry of the Λ hy-
peron yields with opposite beam helicity in a small cos θ∗ interval via the following
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Figure 5.1: The 2D distributions of cos θ∗ vs hyperon invariant mass for Λ.

equation [89-90]:

DLL =
1

αΛ(Λ)Pbeam ⟨cos θ∗⟩
N+ −RN−

N+ +RN− , (5.2)

where N+ and N− are the yields of Λ hyperons with positive and negative beam helicity,
respectively. Pbeam is the polarization of the proton beam and ⟨cos θ∗⟩ is the average
cos θ∗ in that bin. In practice, cos θ∗ is equally divided into 20 bins. R is the relative
luminosity estimated with the VPD [109] and the ZDC [110]. The relative luminosities
involved in the DLL measurements are R4, R5 and R6. Details about these relative
luminosities are in Sec. 2.3.3.

Equation (5.2) can be derived from Eq. (5.1). As its name implies, DLL measures
the spin transfer coefficient from the proton beam to Λ hyperon. In an other word,
PΛ(Λ) = DLLPbeam. In a small cos θ∗ interval, the detector acceptance A can be replaced
with its average value:

⟨A(cos θ∗)⟩ =
∫
A (cos θ∗)N(P, cos θ∗)d cos θ∗∫

N(P, cos θ∗)d cos θ∗ , (5.3)
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where N(P, cos θ∗) = N0

2
(1 + αP cos θ∗), and P is the polarization of Λ hyperon.

When the hyperon polarization is P and −P , the hyperon yields in a small cos θ∗

bin, [cos θ∗1, cos θ∗2], can be obtained by integrating the Eq. (5.1):

N(P ) = ⟨A(P, cos θ∗)⟩N0

2

{
cos θ∗2 − cos θ∗1 +

α

2
P
(
cos2 θ∗2 − cos2 θ∗1

)}
(5.4)

N(−P ) = ⟨A(−P, cos θ∗)⟩N0

2

{
cos θ∗2 − cos θ∗1 −

α

2
P
(
cos2 θ∗2 − cos2 θ∗1

)}
(5.5)

The detector acceptance is independent of the Λ polarization when the bin width is
small enough. Therefore, P can be obtained by solving the above two equations with
the detector acceptance being canceled out:

P =
1

α ⟨cos θ∗⟩
N(P )−N(−P )

N(P ) +N(−P )
. (5.6)

Flipping the beam polarization will inverse the polarization of Λ hyperons. There-
fore, N(P ) and N(−P ) correspond to the Λ hyperon yields with positive and negative
beam helicity, respectively. The Eq. (5.2) can be obtained by dividing the beam po-
larization from Eq. (5.6) and the relative luminosity mathcalR in Eq. (5.2) is used to
correct the imbalance of the luminosity in the sampling from different beam helicity.

In the DLL measurements, only one beam need to be polarized. The single-spin
yields of Λ hyperons can be obtained by combining the double-spin yields weighted with
the corresponding relative luminosities. At each cos θ∗ bin, the DLL can be extracted
with Eq. (5.7) and (5.8) assuming the polarized beam is blue beam and yellow beam,
respectively.

DLL =
1

αΛ(Λ)PB ⟨cos θ∗⟩
(N++/R4 +N+−/R6)− (N−+/R5 +N−−)

(N++/R4 +N+−/R6) + (N−+/R5 +N−−)
(5.7)

DLL =
1

αΛ(Λ)PY ⟨cos θ∗⟩
(N++/R4 +N−+/R5)− (N+−/R6 +N−−)

(N++/R4 +N−+/R5) + (N+−/R6 +N−−)
(5.8)

In this analysis, DLL is measured as a function of Λ hyperons pT and jet momentum
fraction z ≡ (pΛ · pjet)/|pjet|2 carried by Λ hyperons as measuring DLL vs z provides
direct probe to polarized fragmentation functions according to Ref. [92].

The residual backgrounds under the hyperon mass peak are estimated with the side-
band method. At each pT or z bin, the Draw

LL under the mass peak and the Dbkg
LL from

the residual background are obtained by averaging over all cos θ∗ bins. The influence
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of the residual background on the DLL is subtracted with the following equation:

DLL =
Draw

LL − rDbkg
LL

1− r
, (5.9)

where r is the residual background fraction under the mass peak, estimated with the
side-band method. Figure 5.2, as examples, presents the Draw

LL as a function of cos θ∗

in each pT bins with the blue beam polarized for positive pseudo-rapidity region 0 <

ηΛ < 1.2, where ηΛ is defined as the pseudo-rapidity relative to the polarized beam
direction. Similar results of Draw

LL for Λ is shown in Fig. 5.3.
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Figure 5.2: The Draw
LL of Λ as a function of cos θ∗ with blue beam polarized in 6 Λ pT

bins at 0 < ηΛ < 1.2 with respect to the polarized beam.

In principle, the DLL results extracted with blue beam polarized and yellow beam
polarized should be consistent with each other. The final DLL results are the statistical
average of the results for blue beam and yellow beam. Figure 5.4, as an example, shows
the comparison of the DLL results between blue beam and yellow beam. As we can see
in Fig. 5.4, results between blue beam and yellow beam are consistent. The combined
results for blue beam and yellow beam Λ and Λ are presented in Fig. 5.5.

5.1.2 Jet Momentum Fraction Carried by Λ and Λ

Theoretical study from Ref. [92] proposed that measuring DLL as a function of jet
momentum fraction z carried by Λ hyperons can directly probe polarized fragmentation
functions. Therefore, we performed the first measurement of DLL vs z. However, due
to detector responses, z calculated with the reconstructed jets and hyperons needs
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Figure 5.3: The Draw
LL of Λ as a function of cos θ∗ with yellow beam polarized in 6 Λ

pT bins at 0 < ηΛ < 1.2 with respect to the polarized beam.
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Figure 5.4: Comparison of DLL of Λ for blue beam and yellow beam at 0 < ηΛ < 1.2
with respect to the polarized beam. Panel (a) are the results of DLL vs hyperon pT and
panel (b) is for DLL vs z. Results for yellow beam are shifted horizontally for clarity.

correction. In order to compare the measured results with theoretical calculations,
which are calculated at the particle level, z at detector level needs to be corrected
back to particle level in our measurement. The correction is realized with the same
embedding MC samples described in Sec. 3.3. Figure 5.6 illustrates the comparison of
detector level z between data and embedding MC samples. In general, they are in good
agreement. Similar to the jet pT correction in the π±-tagged jet ALL measurements,
jets and hyperons at the detector level are associated to their corresponding particle
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Figure 5.5: The DLL of Λ and Λ at 0 < ηΛ(Λ) < 1.2 with respect to the polarized beam.
Panel (a) is the results of DLL vs pT and panel (b) is for DLL vs z. Results for Λ are
slightly offset horizontally for clarity.

level objects by applying the ∆R cut on their separation in η and ϕ space:

For jet: ∆R =

√
(ηdetector − ηparticle )

2 + (ϕdetector − ϕparticle)
2 < 0.5, (5.10)

For Λ(Λ): ∆R =

√
(ηdetector − ηparticle )

2 + (ϕdetector − ϕparticle)
2 < 0.05 (5.11)

The two-step matching procedure is similar to the procedure used in Sec. 3.4.1. Fig-
ure 5.7 shows the matching fraction from detector level to particle level. Figure 5.8
shows the correlation of detector z and particle z for Λ and Λ in the embedding MC
samples. The points indicate the mean values of detector z and particle z, and the
standard deviations of the particle z in each detector z bin are shown in bars. In each
detector z bin, the average particle z is calculated with the matched hyperon and jet.
The differences between the averaged values of detector z and particle z are taken as
the corrections. The corrections are estimated independently for two triggers and the
final corrections are determined by weighting the corrections of each trigger by their
corresponding hyperon yields associated with that trigger in data.

5.1.3 K0
S as null check

With the same method as DLL, the ‘spin transfer’ δLL of K0
S is extracted with

Eq. (5.2). The decay parameter αK0
S

is artificially taken to be one as there is no such
parameter for K0

S. Figure 5.9, as an example, shows the δLL of K0
S as a function of cos θ∗

at 2 < pT < 3 GeV for blue beam polarized (left panel) and yellow beam polarized
(right panel) with 0 < ηK0

S
< 1.2 with respect to the polarized beam. As K0

S is a spin-0

– 94 –



山东大学博士学位论文

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 10

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

L MC vs data JP1

MC
data

L MC vs data JP1

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 10

0.02

0.04

0.06

0.08

0.1

L MC vs data JP2

MC
data

L MC vs data JP2

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 10

0.01

0.02

0.03

0.04

0.05

0.06

0.07

A MC vs data JP1

MC
data

A MC vs data JP1

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 10

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

0.09

A MC vs data JP2

MC
data

A MC vs data JP2

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 10

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

L MC vs data JP1

MC
data

L MC vs data JP1

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 10

0.02

0.04

0.06

0.08

0.1

L MC vs data JP2

MC
data

L MC vs data JP2

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 10

0.01

0.02

0.03

0.04

0.05

0.06

0.07

A MC vs data JP1

MC
data

A MC vs data JP1

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 10

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

0.09

A MC vs data JP2

MC
data

A MC vs data JP2

Λ Λ

Λ Λ

JP1 JP2

JP1 JP2

z z

Figure 5.6: The comparison of the detector z between data and the embedding.
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Figure 5.7: The matching fraction as a function of detector jet pT from detector level
to particle level.

particle, such ‘spin transfer’ δLL, in principle, should be zero. Non-zero results may
indicate some issues of the DLL extracting method and/or other effects. The extracted
δLL results as a function of pT and z are shown in Fig. 5.9(a) and (b), respectively. The
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Figure 5.8: The correlation of jet momentum fraction z carried by Λ (upper panels) and
Λ (lower panels) at particle level and detector level for two triggers. The red points
show the mean values of detector z and particle z in each bin while the standard
derivations of particle z are presented in bars. The dashed lines at y = x are for
guidance.

results are consistent with zero within uncertainties.
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Figure 5.9: δLL of K0
S as a function of cos θ∗ at 2 < pT < 3 GeV for blue beam polarized

(left panel) and yellow beam polarized (right panel) with 0 < ηK0
S
< 1.2 with respect

to the polarized beam.
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of δLL vs pT and panel (b) is for δLL vs z.

5.2 Monte Carlo Simulation

In order to estimate systematic uncertainties in the analysis, a Monte Carlo (MC)
simulation samples are generated with PYTHIA 6.4.28[128]. The generated events
are then passed through the STAR detector simulation software packages based on
GEANT3[129] to simulate the detector response. The simulation setup is mostly same
as the embedding sample used in Sec. 3.3. Simulation of the detector response in
the GEANT3 is the most time-consuming step in the whole simulation procedure. A
relatively low production rate of Λ hyperons means that the vast majority of generated
events are useless. To address this issue, we applied a ‘Λ filter’ to the events generated
by the PYTHIA, which requires at least one Λ or Λ produced in a PYTHIA events.
Only events that pass the ‘Λ filter’ are allowed to enter the detector simulation. The
simulation samples are generated for each hyperon pT bin separately, and at each pT

bin, the partonic scattering p̂T is divided into 6 bins, i.e. 3-4, 4-5, 5-6, 6-8, 8-15, and
> 15 (GeV). The simulation samples generated at various p̂T bins are normalized by the
luminosity, determined through events generated in PYTHIA, and the corresponding
hard scattering cross section from PYTHIA. Figure 5.11, as an example, presents the
weighted p̂T distribution for unbiased (labeled as ‘ZB’) and triggered samples (JP1
and JP2). Figure 5.13, as an example, shows the comparison of invariant mass, pT ,
azimuthal angle ϕ, and the pseudo-rapidity η of Λ with 2 < pT < 3 GeV between data
and MC. Similar results for Λ are shown in Fig. 5.12
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Figure 5.11: The weighted partonic scattering p̂T at 6 Λ pT bins for unbiased (labeled
as ‘ZB’) and triggered samples.
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Figure 5.12: The comparison invariant mass, pT , azimuthal angle ϕ, and the pseudo-
rapidity η of Λ with 2 < pT < 3 GeV between data and MC. The background from
data has been subtracted.
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Figure 5.13: The comparison invariant mass, pT , azimuthal angle ϕ, and the pseudo-
rapidity η of Λ with 2 < pT < 3 GeV between data and MC. The background from
data has been subtracted.

5.3 Systematic Uncertainties

In the DLL measurement, 5 sources of systematic uncertainties are considered,
which are listed below:

• Weak decay parameter

• Beam polarization

• Relative luminosity

• Residual background fraction

• Trigger bias

5.3.1 Weak decay parameter and beam polarization

The weak decay parameter αΛ = 0.732 ± 0.014 [32] with αΛ = −αΛ (assuming
no CP violation) corresponds to a relative uncertainty of about 1.9%. This uncer-
tainty contributes to the measured DLL as an overall scale uncertainty. As mentioned
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in Sec. 2.1.3, the relative uncertainties of the beam polarization for both blue beam
and yellow beam are 3.0%, and are applied to the measured DLL as an overall scale
uncertainty.

5.3.2 Relative luminosity

In the DLL measurement, the related relative luminosities are R4, R5 and R6. The
systematic uncertainties of themselves are listed in Tab. 2.3. Their contributions to the
DLL can be calculated with the following equation:

(δDLL)
2 =

∑
i=4,5,6

(
∂DLL

∂Ri

)2(δRi)
2 + 2

∑
i<j

∣∣∣∣∂DLL

∂Ri

∂DLL

∂Rj

ρ(Ri, Rj)δRiδRj

∣∣∣∣ , (5.12)

where ρ(Ri, Rj) is the correlation factor between two relative luminosities, and are
listed below:

ρ(R4, R5) = 0.70, ρ(R4, R6) = 0.47, ρ(R5, R6) = 0.44

Figure 5.14 shows the correlations between R4, R5 and R6. These relative luminosities
are obtained with the STAR VPD [109] and ZDC [110] detectors. The partial deriva-
tives of DLL in terms of R4, R5 and R6 can be calculated with the following formulas:

∂DLL

∂R4

=
−1

4αPbeam ⟨cos θ∗⟩
1

R4

(5.13)

∂DLL

∂R5

=
−1

4αPbeam ⟨cos θ∗⟩
1

R5

(5.14)

∂DLL

∂R6

=
−1

4αPbeam ⟨cos θ∗⟩
1

R6

(5.15)

Details about the derivations of these formulas can be found in Ref. [137]. The
calculated systematic uncertainty of DLL from R4, R5 and R6 is 0.0020 for all hyperon
pT and z bins.

5.3.3 Residual background fraction

To estimate the systematic uncertainties due to the determination of the resid-
ual background fraction, the invariant mass distributions of Λ hyperons are fitted
with Gaussian+linear functions. The residual background fractions under hyperon
mass peak are calculated with the linear function, and the DLL is recalculated with
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Figure 5.14: Correlation between R4, R5 and R6.

Eq. (5.9) with the new estimated residual background fraction. The differences be-
tween DLL with the residual background fraction from the side-band method and the
fitting method are the systematic uncertainties contributed from the determination of
the residual background fraction. Same method is used in the measurements of ALL

for Λ hyperons and K0
S, described in Sec. 4.3.3. Figure 5.15, as an example, shows

the invariant mass distributions of the reconstructed Λ and Λ together with the fit-
ting functions. The residual background fractions estimated with both the side-band
method and the fitting method are summarized in Tab. 5.1 and 5.2 for 6 pT and 6 z bins
, respectively. Table 5.3 and 5.4 summarize the systematic uncertainties from resid-
ual background fractions in the DLL vs pT and DLL vs z measurements, respectively.
These uncertainties are very small and are negligible.
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Figure 5.15: Invariant mass distributions of Λ and Λ with 1 < pT < 2 GeV.
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Λ Λ

pT (GeV) Side-band method Fitting method Side-band method Fitting method
1−2 8.9% 9.2% 7.6% 7.9%
2−3 9.3% 9.6% 8.2% 8.5%
3−4 7.6% 6.8% 6.8% 6.0%
4−5 7.0% 6.2% 6.4% 5.5%
5−6 7.8% 6.6% 7.7% 6.3%
6−8 9.4% 9.1% 9.5% 9.0%

Table 5.1: The residual background fraction in 6 pT bins.

Λ Λ

z Side-band method Fitting method Side-band method Fitting method
0−0.1 12.8% 13.1% 8.5% 8.9%

0.1−0.2 11.5% 12.1% 10.3% 10.8%
0.2−0.3 11.8% 12.0% 10.8% 11.1%
0.3−0.5 9.4% 9.2% 8.3% 8.2%
0.5−0.7 7.5% 7.0% 6.1% 5.8%
0.7−1.0 8.2% 8.7% 6.6% 6.9%

Table 5.2: The residual background fraction in 6 z bins.

0 < ηΛ(Λ) < 1.2 −1.2 < ηΛ(Λ) < 0

pT (GeV) Λ Λ Λ Λ

1−2 2.5× 10−5 2.6× 10−5 3.6× 10−5 9.8× 10−7

2−3 4.7× 10−5 1.2× 10−5 3.7× 10−6 3.6× 10−5

3−4 1.9× 10−4 6.9× 10−5 5.8× 10−5 1.6× 10−4

4−5 1.1× 10−4 5.0× 10−4 4.7× 10−4 8.8× 10−4

5−6 3.4× 10−4 1.1× 10−4 9.5× 10−4 6.7× 10−4

6−8 3.1× 10−4 1.1× 10−6 2.0× 10−4 3.3× 10−4

Table 5.3: The systematic uncertainties of DLL vs pT from residual background.

ηjet > 0 ηjet < 0

z Λ Λ Λ Λ

0−0.1 1.1× 10−4 2.7× 10−5 2.5× 10−5 9.2× 10−5

0.1−0.2 1.6× 10−5 9.1× 10−5 1.0× 10−5 2.2× 10−6

0.2−0.3 5.4× 10−6 1.1× 10−4 1.9× 10−6 1.0× 10−5

0.3−0.5 1.8× 10−5 1.4× 10−5 4.6× 10−5 1.3× 10−5

0.5−0.7 1.2× 10−4 1.4× 10−4 2.6× 10−4 3.7× 10−5

0.7−1.0 3.8× 10−4 1.2× 10−4 5.4× 10−4 6.9× 10−5

Table 5.4: The systematic uncertainties of DLL vs z from residual background.
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5.3.4 Trigger bias

As mentioned in Sec. 2.3.1, the jet-patch triggers (JP1 and JP2) used in the analysis
are designed to select high-pT jets. Since they do not directly trigger on Λ hyperons,
the trigger conditions might introduce a potential bias to the DLL measurements in
several ways. For example, a distortion can be introduced by the trigger condition on
sampling for different jet momentum fraction z carried by hyperons in the fragmen-
tation process. It can also change the relative fraction of the partonic hard scattering
processes. Moreover, the fraction of the contributions from decay of heavier hyperons
may also be distorted by the trigger conditions. In this analysis, 3 effects of the trig-
ger conditions are estimated with a model from Refs. [81, 83, 138], and they are listed
below:

• The changes of the jet momentum fraction carried by Λ hyperons.

• The distortion of the fraction of QCD subprocesses and parton flavors in the
fragmentation processes.

• The changes of the fractions between directly produced hyperons and Λ hyperons
from the decay of heavier particles.

These effects are studied with the MC simulation samples described in Sec. 5.2.
The DLL results from the MC simulation are calculated with a model [81, 83, 138].
The uncertainties introduced by the trigger conditions are evaluated by calculating the
difference of DLL results before and after applying the trigger conditions in the MC
simulation samples.

DLL model calculation In the factorization framework, the longitudinal spin transfer
DLL in the proton-proton collision can be written as the convolution of parton distri-
bution functions, partonic scattering cross section and the fragmentation functions.
According to Ref. [81], the polarization PHi

of the hyperon Hi can be written as the
following:

PHi
=

∑
f

tFHi,f
P

(q)
f RHi,f +

∑
j

tDHi,Hj
PHj

RHi,Hj
(5.16)

The first term corresponds to the hyperons directly produced from the fragmentation
of the outgoing parton and the second term corresponds to the contributions from the
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decay of heavier hyperons. In Eq. (5.16), the P
(q)
f is the polarization of the outgoing

parton with flavor f . The tHi,f is the spin transfer from the outgoing parton to the
hyperon in the fragmentation processes. RHi,f is the fraction of the directly produced
hyperon yields with the parton f being the constituent of the hyperon Hi. For the
second term of Eq. (5.16), tDHi,Hj

is the spin transfer from the decay of Hj → Hi +X,
where PHj

and RHi,Hj
are the polarization of the hyperon Hj and the fraction of

the yields for hyperon Hi from the decay of Hj, respectively. The fractions of different
contributions including contributions from heavier hyperon decay can be obtained from
PYTHIA generator.

The polarization P q
f of the outgoing parton f can be calculated with the following

formula:

P q
f =

∆q(x,Q2)

q(x,Q2)
Dq→f

L , (5.17)

where ∆q(x,Q2) is the helicity distribution of parton q and q(x,Q2) is the unpolarized
parton distribution function. Dq→f

L is the spin transfer in the partonic scattering, and
can be calculated with the perturbative QCD. The spin transfer tHi,f from the outgoing
parton to the final state hyperon is calculated with the SU(6) picture, in which the
spin content of a hyperon from its constituent quarks can be determined by its SU(6)
wave function. Details can be found in Ref. [81].

Systematic uncertainties from the distortion of the z distribution The sys-
tematic uncertainties of this part only contribute to the DLL vs pT results. In each
pT bin, the DLL from the unbiased and the triggered samples is calculated with the
following formula:

DLL =

∑
i D

i
LLN

i∑
i N

i
, (5.18)

where Di
LL is the theoretical calculation [81] for the i-th z bin. N i is the Λ hyperon

yields that fall in this z bin from the MC samples. The differences of DLL between
triggered samples and unbiased sample are treated as the systematic uncertainties.
Figure 5.16 shows the z distributions of triggered samples and unbiased samples for
Λ and similar results for Λ are shown in Fig. 5.17. In general, the z from triggered
samples is smaller than the unbiased results. This is because that the JP1 and JP2
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triggers favor high pT jets, which lead to smaller z for triggered sample. The calculated
systematic uncertainties are summarized in Tab. 5.5.

0 < ηΛ(Λ) < 1.2 −1.2 < ηΛ(Λ) < 0

Λ Λ Λ Λ

pT GeV JP1 JP2 JP1 JP2 JP1 JP2 JP1 JP2
1−2 0.0005 0.0006 0.0002 0.0003 0.0000 0.0000 0.0000 0.0000
2−3 0.0006 0.0008 0.0003 0.0005 0.0001 0.0001 0.0001 0.0001
3−4 0.0017 0.0020 0.0010 0.0016 0.0002 0.0001 0.0001 0.0001
4−5 0.0041 0.0051 0.0028 0.0042 0.0001 0.0002 0.0001 0.0002
5−6 0.0054 0.0076 0.0040 0.0068 0.0005 0.0008 0.0004 0.0007
6−8 0.0052 0.0086 0.0042 0.0068 0.0007 0.0012 0.0006 0.0011

Table 5.5: The systematic uncertainties from the distortions of the z distribution for
JP1 and JP2 triggers
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Figure 5.16: The z distributions of Λ in each pT bins in
√
s = 200 GeV proton-proton

collisions.

Systematic uncertainties from the distortion parton flavors in the fragmen-
tation The jet patch triggers favor the energy deposits inside the EMCs, which could
distort the relative fractions of different parton flavors in the fragmentation processes.
Correspondingly, the fractions of QCD subprocesses are changed. The subprocesses
fractions and the parton flavor fractions in the fragmentation processes with/with-
out trigger conditions are extracted with the MC samples. With these fractions, we
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Figure 5.17: The z distributions of Λ in each pT bins in
√
s = 200 GeV proton-proton

collisions.

calculated the DLL results with the model mentioned in Sec. 5.3.4. The systematic
uncertainties are obtained by comparing the DLL results before and applying trigger
conditions. Figure 5.18 and 5.19 show the QCD subprocess fractions in different hy-
peron pT bins for Λ and Λ, respectively. The relative fractions of Λ and Λ originating
from different parton flavors are presented in Fig. 5.20 and 5.21, respectively. These
fractions are obtained with the MC samples based on PYTHIA. In general, 3 QCD
subprocesses dominate, i.e. gg → gg, qg → qg and qq → qq. The qq → qq and
qg → qg scatterings increase with increasing hyperon pT as quarks carry relatively
larger Bjorken-x of the proton, making it easier to produce higher pT hadrons. As
to the relative fraction in the fragmentation, contributions from gluons dominate at
low pT , and contributions of quarks increase with increasing hyperon pT , especially for
strange quark and anti-quark. The systematic uncertainties for DLL vs pT and DLL vs
z measurements are summarized in Tab. 5.6 and 5.7, respectively.

Systematic uncertainties from the changes of the Λ hyperons fractions from
decay of heavier hyperons. As jet patch triggers prefer energy deposits in the
EMCs, they could change the relative fractions of Λ hyperons from the decay of heavier
hyperons. For example, photons produced via the channel Σ0 → Λ + γ and the π0

produced via Ξ0 → Λ + π0 deposit more energy in the EMCs, making the triggers
easier to fire. Such effect can distort the relative fraction of Λ hyperons. Figure 5.22
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Figure 5.18: The fractions of Λ from different subprocesses in each pT bins in
√
s = 200

GeV proton-proton collisions obtained from MC sample.
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Figure 5.19: The fractions of Λ from different subprocesses in each pT bins in
√
s = 200

GeV proton-proton collisions obtained from MC sample.

and 5.23 show the fractions of Λ and Λ from the direct production and the decay of
different particles, respectively. The calculated systematic uncertainties in each pT bins
and z bins are summarized in Tab. 5.8 and 5.9, respectively.

Total Trigger bias The trigger bias for each trigger is obtained by adding the con-
tributions from each sources. The total trigger bias for the whole dataset is obtained
by weighting the trigger bias of two triggers with their corresponding yields in data.
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Figure 5.20: The fractions of Λ from different parton flavors in each pT bins in
√
s = 200

GeV proton-proton collisions obtained from MC sample.
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Figure 5.21: The fractions of Λ from different parton flavors in each pT bins in
√
s = 200

GeV proton-proton collisions obtained from MC sample.

Table 5.10 summarizes the total trigger bias in DLL vs pT and DLL vs z measurements.

5.3.5 Total Systematic Uncertainties

As the weak decay parameter, the beam polarization and the relative luminosity
are shared with all kinematic bins for Λ hyperons, they contribute to an overall sys-
tematic uncertainties. The uncertainties from the residual background fraction and the
trigger bias vary point by point. Different sources of the systematic uncertainties are
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0 < ηΛ(Λ) < 1.2 −1.2 < ηΛ(Λ) < 0

Λ Λ Λ Λ

pT GeV JP1 JP2 JP1 JP2 JP1 JP2 JP1 JP2
1−2 0.0000 0.0001 0.0000 0.0001 0.0000 0.0000 0.0000 0.0000
2−3 0.0002 0.0002 0.0004 0.0011 0.0000 0.0000 0.0000 0.0000
3−4 0.0015 0.0023 0.0015 0.0020 0.0002 0.0003 0.0002 0.0003
4−5 0.0038 0.0054 0.0050 0.0078 0.0007 0.0010 0.0010 0.0016
5−6 0.0050 0.0051 0.0083 0.0126 0.0013 0.0013 0.0022 0.0032
6−8 0.0048 0.0084 0.0044 0.0112 0.0014 0.0025 0.0016 0.0040

Table 5.6: The systematic uncertainties of DLL vs pT from the changes in the fraction
of QCD subprocesses and parton flavors in the fragmentation.

ηjet > 0 ηjet < 0

Λ Λ Λ Λ

z JP1 JP2 JP1 JP2 JP1 JP2 JP1 JP2
0−0.1 0.0000 0.0000 0.0001 0.0000 0.0000 0.0000 0.0000 0.0000

0.1−0.2 0.0000 0.0001 0.0000 0.0000 0.0001 0.0001 0.0000 0.0000
0.2−0.3 0.0001 0.0002 0.0000 0.0000 0.0001 0.0002 0.0000 0.0000
0.3−0.5 0.0004 0.0003 0.0002 0.0003 0.0004 0.0005 0.0000 0.0000
0.5−0.7 0.0007 0.0011 0.0010 0.0012 0.0005 0.0008 0.0002 0.0001
0.7−1.0 0.0022 0.0027 0.0025 0.0036 0.0025 0.0012 0.0015 0.0012

Table 5.7: The systematic uncertainties of DLL vs z from the changes in the fraction
of QCD subprocesses and parton flavors in the fragmentation.

0 < ηΛ(Λ) < 1.2 −1.2 < ηΛ(Λ) < 0

Λ Λ Λ Λ

pT GeV JP1 JP2 JP1 JP2 JP1 JP2 JP1 JP2
1−2 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
2−3 0.0000 0.0000 0.0000 0.0001 0.0000 0.0000 0.0000 0.0000
3−4 0.0000 0.0000 0.0003 0.0002 0.0000 0.0000 0.0000 0.0000
4−5 0.0002 0.0004 0.0007 0.0012 0.0001 0.0001 0.0001 0.0001
5−6 0.0006 0.0012 0.0009 0.0017 0.0001 0.0002 0.0002 0.0003
6−8 0.0010 0.0020 0.0009 0.0020 0.0002 0.0004 0.0002 0.0004

Table 5.8: Systematic uncertainty of DLL vs pT from the changes of feed-down fractions.

independent, and the total systematic uncertainties are calculated by adding them in a
quadratic way. The uncertainties from the relative luminosity dominate at low hyperon
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ηjet > 0 ηjet < 0

Λ Λ Λ Λ

z JP1 JP2 JP1 JP2 JP1 JP2 JP1 JP2
0−0.1 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

0.1−0.2 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.2−0.3 0.0001 0.0002 0.0000 0.0001 0.0000 0.0001 0.0000 0.0000
0.3−0.5 0.0000 0.0001 0.0000 0.0003 0.0000 0.0000 0.0000 0.0000
0.5−0.7 0.0005 0.0008 0.0002 0.0004 0.0001 0.0001 0.0000 0.0000
0.7−1.0 0.0016 0.0030 0.0000 0.0015 0.0007 0.0007 0.0000 0.0002

Table 5.9: Systematic uncertainty of DLL vs z from the changes of feed-down fractions.
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Figure 5.22: The fraction of Λ from different sources at each pT bins.

0 < ηΛ(Λ) < 1.2 −1.2 < ηΛ(Λ) < 0 ηjet > 0 ηjet < 0

pT GeV Λ Λ Λ Λ z Λ Λ Λ Λ

1−2 0.0006 0.0003 0.0000 0.0000 0−0.1 0.0000 0.0000 0.0000 0.0000
2−3 0.0008 0.0009 0.0001 0.0001 0.1−0.2 0.0001 0.0000 0.0001 0.0000
3−4 0.0028 0.0023 0.0003 0.0002 0.2−0.3 0.0002 0.0001 0.0003 0.0000
4−5 0.0069 0.0081 0.0010 0.0014 0.3−0.5 0.0004 0.0003 0.0010 0.0000
5−6 0.0088 0.0131 0.0015 0.0031 0.5−0.7 0.0012 0.0012 0.0015 0.0002
6−8 0.0110 0.0119 0.0025 0.0037 0.7−1.0 0.0036 0.0034 0.0025 0.0013

Table 5.10: Total trigger bias for DLL vs pT and DLL vs z measurements.

pT and z while the trigger bias dominates at high pT and z. Table 5.11 summarizes the
total systematic uncertainties for DLL vs pT and DLL vs z measurements.
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Figure 5.23: The fraction of Λ from different sources at each pT bins.

0 < ηΛ(Λ) < 1.2 −1.2 < ηΛ(Λ) < 0 ηjet > 0 ηjet < 0

pT GeV Λ Λ Λ Λ z Λ Λ Λ Λ

1−2 0.0021 0.0020 0.0020 0.0020 0−0.1 0.0020 0.0020 0.0021 0.0021
2−3 0.0022 0.0022 0.0020 0.0020 0.1−0.2 0.0020 0.0021 0.0020 0.0020
3−4 0.0034 0.0031 0.0020 0.0021 0.2−0.3 0.0020 0.0021 0.0020 0.0020
4−5 0.0072 0.0084 0.0023 0.0026 0.3−0.5 0.0020 0.0020 0.0020 0.0020
5−6 0.0092 0.0133 0.0031 0.0037 0.5−0.7 0.0023 0.0023 0.0021 0.0021
6−8 0.0112 0.0121 0.0035 0.0043 0.7−1.0 0.0041 0.0039 0.0030 0.0025

Table 5.11: Total systematic uncertainties for DLL vs pT and DLL vs z measurements.

5.4 Results and Discussions

With the longitudinally polarized proton-proton data taken at STAR in 2015, we
performed the improved measurement of the longitudinal spin transfer DLL to Λ and
Λ as a function of hyperon pT and the first measurement of DLL as a function of the jet
momentum fraction z carried by hyperons. The statistics are about 2−3 times larger
than previously published measurements [90]. The first measurements of DLL vs z can
provide direct probe to the polarized fragmentation functions [92].

5.4.1 DLL vs pT

The DLL vs hyperon pT measurements cover the pseudo-rapidity −1.2 < η < 1.2

and hyperon transverse momentum 1.0 < pT < 8.0 GeV. The pseudo-rapidity η is
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divided into two bins, namely positive η and negative η with respect to the polarized
beam. The spin transfer DLL is expected to be larger at positive η region. The
measured DLL results as a function of pT are shown in Fig. 5.24. The bars represent
the statistical uncertainties while the systematic uncertainties are shown in boxes.
Table 5.12 summarizes the numerical values of the measured DLL. Comparison of
the DLL results between this measurement and previous published results [90] with the
data taken in 2009 is illustrated in Fig. 5.25 (a). Results are consistent with each other.
The statistical average of the new measurements and the previous ones are calculated,
with systematic uncertainties taken as their weighted average by the hyperon yields
from different years. The theoretical predictions denoted as ‘LM’ in Ref.[91], which
accounts for DLL with Λ and Λ separately and incorporates STAR 2009 results as
input, are generally consistent with the combined DLL results shown in the upper sub-
panel of Fig. 5.25 (b). The predictions labeled as ‘DSV’ from Ref. [84, 93] with Λ and
Λ combined, are compared with the Λ + Λ results in the lower sub-panel of Fig. 5.25
(b). In the ‘DSV’ calculations, 3 scenarios of polarized fragmentation functions [84] are
considered, which remain poorly constrained by experimental data. These scenarios
consider different polarization contributions from quarks to Λ hyperons [87]:

• scenario 1: only s quark contributes to polarized Λ

• scenario 2: u and d quarks have same contribution to polarized Λ but with
opposite sign to s quark

• scenario 3: u, d and s have same contribution to polarized Λ

Results are consistent with predictions from ‘DSV Λ + Λ scen.1’ and ‘DSV Λ + Λ

scen.2’. However, the data points lie below the ‘DSV Λ + Λ scen.3’ predictions, and
the calculated χ2 of the combined Λ + Λ results to this scenario is χ2/ndf = 24.2/5,
which indicates strong disfavor to this scenario.

5.4.2 DLL vs z

The first measurement of longitudinal spin transfer of Λ and Λ as a function of
jet momentum fraction z in proton-proton collisions at

√
s = 200 GeV is shown in

Fig. 5.26. The panel (a) and (b) of Fig. 5.26 are for positive and negative jet pseudo-
rapidity ηjet with respect to the polarized beam, respectively. The average jet pT , as
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Figure 5.24: Longitudinal spin transfer DLL of Λ and Λ as a function of hyperon pT
in proton-proton collisions at

√
s = 200 GeV. Panels (a) and (b) show the results for

positive and negative η region relative to polarized beam, respectively. The vertical
bars indicate the statistical while the systematic uncertainties are shown in boxes. The
results for Λ are slightly offset horizontally for clarity.

Λ Λ

pT 0 < ηΛ(Λ) < 1.2 −1.2 < ηΛ(Λ) < 0 0 < ηΛ(Λ) < 1.2 −1.2 < ηΛ(Λ) < 0

1− 2 0.0033 ± 0.0070 ± 0.0021 -0.0090 ± 0.0069 ± 0.0020 0.0076 ± 0.0067 ± 0.0020 0.0019 ± 0.0067 ± 0.0020
2− 3 0.0085 ± 0.0077 ± 0.0022 0.0040 ± 0.0076 ± 0.0020 -0.0015 ± 0.0073 ± 0.0022 0.0023 ± 0.0073 ± 0.0020
3− 4 0.0049 ± 0.0100 ± 0.0034 0.0033 ± 0.0099 ± 0.0020 0.0163 ± 0.0094 ± 0.0031 -0.0199 ± 0.0093 ± 0.0021
4− 5 -0.0014 ± 0.0152 ± 0.0072 0.0014 ± 0.0150 ± 0.0023 0.0161 ± 0.0142 ± 0.0084 0.0055 ± 0.0141 ± 0.0026
5− 6 0.0436 ± 0.0234 ± 0.0092 0.0457 ± 0.0230 ± 0.0031 -0.0332 ± 0.0223 ± 0.0133 0.0216 ± 0.0220 ± 0.0037
6− 8 0.0146 ± 0.0300 ± 0.0112 -0.0380 ± 0.0293 ± 0.0035 -0.0269 ± 0.0300 ± 0.0121 0.0229 ± 0.0297 ± 0.0043

Table 5.12: Numerical values of DLL vs pT results for Λ and Λ in proton-proton col-
lisions at

√
s = 200 GeV. The first terms of these values indicate the central value of

DLL. The statistical and systematic uncertainties are shown in the second and third
terms, respectively.

shown in the Fig. 5.26 (c) for each z bin is corrected back to particle level using the em-
bedding MC sample mentioned in Sec. 3.3. The numerical values of the measured DLL

results are summarized in Tab. 5.13. Theoretical predictions ‘KLZ’ from Ref. [92] are
compared with the measurements. Similar to the predictions from Refs. [84, 93], 3 same
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Λ Λ

z 0 < ηjet ηjet < 0 0 < ηjet ηjet < 0

0− 0.1 -0.0150 ± 0.0176 ± 0.0020 -0.0238 ± 0.0175 ± 0.0021 -0.0094 ± 0.0195 ± 0.0020 0.0202 ± 0.0195 ± 0.0021
0.1− 0.2 0.0031 ± 0.0081 ± 0.0020 0.0029 ± 0.0081 ± 0.0020 0.0166 ± 0.0083 ± 0.0021 -0.0062 ± 0.0083 ± 0.0020
0.2− 0.3 0.0098 ± 0.0080 ± 0.0020 -0.0016 ± 0.0080 ± 0.0020 0.0152 ± 0.0079 ± 0.0021 -0.0022 ± 0.0079 ± 0.0020
0.3− 0.5 0.0112 ± 0.0075 ± 0.0020 -0.0008 ± 0.0074 ± 0.0020 0.0014 ± 0.0069 ± 0.0020 -0.0021 ± 0.0069 ± 0.0020
0.5− 0.7 0.0083 ± 0.0139 ± 0.0023 -0.0046 ± 0.0138 ± 0.0021 0.0027 ± 0.0113 ± 0.0023 -0.0156 ± 0.0113 ± 0.0021
0.7− 1.0 0.0135 ± 0.0303 ± 0.0041 -0.0321 ± 0.0298 ± 0.0030 0.0100 ± 0.0210 ± 0.0039 0.0232 ± 0.0208 ± 0.0025

Table 5.13: Numerical values of DLL vs z results for Λ and Λ in proton-proton collisions
at

√
s = 200 GeV. The first terms of these values indicate the central value of DLL.

The statistical and systematic uncertainties are shown in the second and third terms,
respectively.

scenarios of the polarized fragmentation functions [87] are also used. The measured re-
sults are consistent with these predictions within uncertainties. The measurements can
provide further constraints on polarized fragmentation functions. More data is needed
to distinguish between different scenarios.

5.5 Summary

This chapter presented the analysis details on the measurements of longitudinal
spin transfer DLL to Λ and Λ in proton-proton collisions at

√
s = 200 GeV. The

statistics used in the measurements are about 2-3 times larger than the STAR previous
published results [90] using STAR 2009 data. For the DLL vs hyperon pT measurements,
the new measurements are combined with the previous published results [90] using
STAR 2009 data. The combined results are compared with theoretical predictions.
The measurements are consistent with the predictions from Ref. [91]. However, the
measurements strongly disfavor one prediction from Ref. [84], which is based on an
extreme assumption of polarized fragmentation functions that u, d and s quarks have
equal contribution to Λ polarization. We also performed first measurements on DLL

as a function of jet momentum fraction z carried by Λ hyperons, which can directly
probe polarized fragmentation functions [92].
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Figure 5.25: (a): Comparison of DLL as a function of the hyperon pT for positive
η with previously published results using STAR 2009 data [90]. Upper sub-panel of
(b): combined results of DLL for positive η from this measurements and previous
measurements, in comparison with theoretical prediction [91]; Lower sub-panel of (b):
comparison of the combined Λ + Λ results with DSV predictions [84]. (c) Combined
results of DLL for negative η from this measurements and previous measurements. The
previously published results in panel (a) and the results of Λ in all panels are slightly
offset horizontally for clarity.
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Figure 5.26: Longitudinal spin transfer DLL as a function of the jet momentum fraction
z carried by the hyperons in proton-proton collisions at

√
s = 200 GeV. Theoretical

calculations [92] are compared with the measurements. Panels (a) and (b) show the
results for positive and negative ηjet relative to polarized beam, respectively. The
average jet pT at corrected to particle level in each z bins is shown in panel (c).
Differences of z values for Λ and Λ along the horizontal axis denote their average
z in that bin, not an artificial offset.
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Chapter 6 Summary and Outlook

It has been nearly 100 years since the spin-1
2

nature of proton was revealed. The
surprising results on the proton g1 structure function from the EMC Collaboration [9]
in 1988 triggered tremendous progress on the understanding of the spin structure of
proton, which is still a fundamental and challenging question in Quantum Chromo-
dynamics. The helicity distributions of u quark and d quark have been reasonably
constrained well. However, the helicity distributions of strange quark and anti-quark
are still poorly constrained experimentally. The Relativistic Heavy Ion Collider (RHIC)
is the first and only polarized proton-proton collider around the world, which provides
unique opportunities to study proton spin structure. RHIC has confirmed sizable pos-
itive gluon polarization inside the proton. However, the JAM Collaboration recently
proposed that negative gluon polarization may still be allowed [57]. Largest longitudi-
nally polarized proton-proton collision dataset at

√
s = 200 GeV was taken at STAR in

2015 corresponding to an integrated luminosity of about 52 pb−1. With this dataset,
we performed 3 measurements aiming at understanding the helicity distributions of
gluon, strange quark and anti-quark.

1. Longitudinal Double Spin Asymmetry ALL of π±-tagged Jets

The first measurements of longitudinal double spin asymmetry ALL for π±-tagged
jets in proton-proton collisions at

√
s = 200 GeV are expected to be sensitive to the

sign of the gluon helicity distributions. The measured ALL results of π+-tagged jets
increase with increasing jet pT , and the ALL results of π−-tagged jets do not show
clear jet pT dependence. The measured ALL results of π+-tagged jets is larger than
the results of π−-tagged jets. Predictions with MC samples generated by PYTHIA
are compared with the measurements. In the predictions, the helicity distributions
from the NNPDFpol1.1 [39] (positive gluon helicity distribution) and JAM22 [57] (neg-
ative helicity distribution) are used. Our measurements are consistent with predictions
from NNPDFpol1.1 [39]. However, the results strongly disfavor the predictions from
JAM22 [57]. Therefore, our measurements prefer positive gluon helicity.

2. Longitudinal Double Spin Asymmetry ALL of Λ, Λ and K0
S

In this thesis, we report the first measurements of longitudinal double spin asym-
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metry ALL of Λ, Λ and K0
S in proton-proton collisions at

√
s = 200 GeV. The ALL is

expected to be sensitive to the helicity distributions of strange quark and anti-quark,
which are still poorly constrained by experimental data. We measured the ALL as a
function of Λ hyperon and K0

S pT and jet pT . Predictions from MC samples generated
with PYTHIA [128] using helicity distribution from the NNPDFpol1.1 [39] are com-
pared with the measurements. Our measurements are consistent with the predictions
within uncertainties. The small ALL results might indicate small helicity distributions
of strange quark and anti-quark. The measurements will provide further constraints
on helicity distributions of strange quark and anti-quark when included into global
analysis.

3. Longitudinal Spin Transfer DLL of Λ and Λ

In polarized proton-proton collisions, longitudinal spin transfer DLL to Λ and Λ

are not only sensitive to the helicity distributions of strange quark and anti-quark but
also can shed light on polarized fragmentation functions. Using the proton-proton
collision data taken at STAR in 2015, we performed more precise measurements on
DLL as a function of hyperon pT . The statistics are about 2-3 times larger than the
dataset taken in 2009 used in the previous measurements [90]. Two years’ measure-
ments are consistent with each other. The two-year combined results are compared
with model calculations. The results are consistent with the prediction from Ref. [91].
In the predictions from Ref. [84], 3 scenarios of polarized fragmentation functions [87]
are considered. However, our measurements strongly disfavor the prediction based on
scenario 3, in which u, d and s quarks have equal contributions to the Λ hyperon
polarization. We also performed the first measurements of DLL as a function of jet
momentum fraction carried by Λ hyperons, which can directly probe polarized frag-
mentation functions. The measurements are compared with model predictions [92],
and are consistent with the predictions within uncertainties.

Much larger longitudinally polarized proton-proton collision dataset of
√
s = 500/510

GeV taken at STAR (∼382 pb−1) will allow more precise measurements of ALL and
DLL with the extension to lower x region. The future frontiers in studying the nucleon
spin structure are the Electron Ion Collider (EIC) [139] in US and the Electron Ion
Collider in China (EicC) [140]. For the gluon helicity distribution, our current knowl-
edge only covers x of about 0.02 < x < 0.4. One of the important goals for EIC is
to measure the gluon helicity at much smaller x region (x ∼ 10−4) with much higher

– 118 –



山东大学博士学位论文

precision. On the other hand, the kinematic coverage of EicC is mainly located at
sea-quark region, which will provide precise measurements on the spin structure of the
nucleon for sea quarks including the asymmetry between helicity distributions of ū and
d̄ quarks and the contribution of the strange quark and anti-quark to the proton spin.
The EIC and EicC cover complementary kinematic regions and will greatly advance
our knowledge on nucleon spin structure in the future.
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