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Abstract

The Solenoid Tracker At RHIC (STAR) is one of the most important high energy nuclear
physics experiments in the world and the only on-going experiment at Relativistic Heavy Ion
Collider, which is located at Brookhaven National Laboratory. The Muon Telescope Detector
(MTD) is dedicated for identifying and triggering muons at STAR and it was installed in 2014.

This allows us to study physics using muon final states.

In this thesis, we used the data of Au-Au collision at /sy =200 GeV which is collected
in 2014 and 2016 to study the suppression effect for Y(1, 2, 3S) due to the quark gluon plasma

(QGP) created in heavy-ion collisions by measuring the T nuclear modification factor (R 4.4).
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Chapter 1  Introduction

Particle physics (high energy physics) involves the most fundamental components of the
material. In 2012, Higgs boson was discovered by ATLAS [12] and CMS [7] in the Large
Hadron Collider at CERN. This means that we have discovered all the particles predicted by
the Standard Model of particle physics (SM). Some people may think that there is nothing
new in particle physics, but the truth is there are still a lot of questions that can not be an-
swered. For example, why the observed antimatters are very rare compared to the matters
in this universe? Is there a single theory that can describe all these fundamental interac-
tions, such as electromagnetic, weak, strong, and gravitational interactions? Why there are
three generations of quarks and leptons? What are the dark matter and dark energy? These

questions are so interesting that deserved us to work hard and discover the answers.

Physicists and cosmologists believe that this universe was started with the Big Bang [13]
which an extremely hot and dense state as known as the Quark Gluon Plasma (QGP) state.
Physicists believe that there are a very short time and small place where the environment is
very similar to the state right after the Big Bang right after heavy-ion collisions. The Solenoid
Tracker At RHIC (STAR) is an important high-energy nuclear physics experiment at the
Relativistic Heavy Ion Collider (RHIC) which is located at Brookhaven National Laboratory
(BNL) in New York. The main goal of STAR is to study the formation and characteristics of
the QGP state. The results from RHIC and LHC indicate that there is a strong suppression
on the quarkonium production in QGP and we can quantify this suppression by measuring

the nuclear modification factor (R 4 4) which will be defined later.

I arranged my thesis as follows. In Chapter 2, I will present the theoretical overview
of the SM of particle physic as well as QGP and the T mesons. In Chapter 3, I will give a
brief introduction to the STAR experiment. Chapter 4 discusses the data set and the event
selections in the analysis. Chapter 5 presents the analysis of the measurement of T R4 4 in
Au-Au collision at \/syy =200 GeV in the STAR experiment. Finally, the conclusions are
given in Chapter 6.



Chapter 2  Theoretical overview

2.1 The Standard Model of particle physics

Using a single theory to describe all the four fundamental interactions has been a dream
for physicists for a long time. The four fundamental interactions are strong, electromagnetic,
weak, and gravitational interactions. The Standard Model of particle physics (SM) describes
the interactions except for gravitation between particles. There are two categories for the
particles in SM which are fermions and bosons and they have half-integer spin and integer

spin, respectively. The summary of the elementary particles is shown in Fig. 2.1.

There are two categories for the fermions — quarks and leptons. And there are three gen-
erations for the fermions and each generation includes two quarks and two leptons. Except
for the mass difference, all the properties are the same between different generations. The
fermions in the first generation compose the matters in the universe and follow the Fermi-
Dirac statistics and the Pauli exclusion principle. For fermions, all of them, charged leptons
and neutrinos are able to participate the electromagnetic interaction. Due to the special prop-
erties of Quantum Chromodynamics (QCD), quarks are able to be observed in the confined
bound states. The leptons don’t experience strong interactions because they don’t have the

color charge.

The interactions of the SM can be described in the gauge theory. The U(1) and the SU(2)
local gauge symmetries are able to describe the electromagnetic and the weak interactions,

respectively. And the strong interaction can be described by the SU(3) [14].

Bosons in SM are gluon, photon, W=, Z° and Higgs bosons and they are following the
Bose-Einstein statistics. The force carriers for the strong and electromagnetic interactions
are the gluon and photon, respectively [14]. The W= and Z° bonson are the force carriers of
the weak interactions [14]. Higgs mechanism [15] provided a way to obtain masses for the

fundamental particles and the exsisted state of the Higgs field is the Higgs boson.



three generations of matter interactions / force carriers
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Figure 2.1: The elementary particles in SM. [1]

2.2 The T mesons

The quarks in the confined bound states are called hadrons. There are two categories
for the hadrons — baryons and mesons. Baryons are composed of three quarks, for instance
proton and neutron. On the other hand, mesons are composed of a quark and an anti-quark.
The confined bound states of quark and its anti-quark are quarkonium state. The quarkonia
of charm and anti-charm quarks are called charmonium (c¢), for example, J /v and 1/(2S5).
And the T mesons are the bottomoniums (bb), the quarkonium of bottom, and anti-bottom

quarks.

The T mesons were first discovered by the team led by L. M. Lederman at Fermilab
in 1977 [16]. The Y(1S) meson was the first particle containing the bottom quark to be
discovered and its mass is about 9.46 GeV. The masses of the excited T states, T(2S) and
T(3S), are about 10.02 and 10.36 GeV. The summary of the bottomonium family is shown
in Fig. 2.2.

In order to describe the production of quarkonia, there are several models, such as Color



Singlet Model (CSM), Color Evaporation Model (CEM), Color Octet Mechanism (COM) and
Color Glass Condensate (CGC) model. The details of these models can be found in [14, 17,
18]. The production cross sections of T(1S), T(2S) and Y(3S) measured by the LHCb in p-p
collisions at /s =7 TeV are shown in Fig. 2.3 [3].

T(11020)

T (10860)

Mg, 135)

hadrons
th'ESI

hadrons
3
— T(15)
150
T n—+ | 1+- o+t 1++ o++

Figure 2.2: The summary of the bottomonium family. [2]

2.3 Quark-Gluon Plasma and Nuclear Modification Factor

Rax

Our universe is believed that it expanded from the extremely high temperature and high
density initial state base on the Big Bang theory /citebigbang. In this state, the strong inter-
actions are very weak between the quarks and deconfinement of the quarks and the gluons

would form a state called Quark-Gluon Plasma (QGP). Studying the QGP would provide

4
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Figure 2.3: The differential cross sections in the rapidity interval |y| < 2 (top left), and in the rapidity
intervals |y| < 1 and 1 <|y| <2 for the T (1S) (top right), T(2S) (bottom left) and T(3S) (bottom right)
measured by the CMS in p-p collisions at /s =7 TeV as a function of T pr [3].



us valuable information to understanding the evolution of our universe. The phase diagram
of the relation between temperature and the chemical potential of the baryon is shown in
Fig. 2.4 [4]. According to different models, the boundary of the phase and the critical point
would be different. Therefore, the Beam Energy Scan (BES) programs of STAR is dedi-
cated to map the QCD phase diagram and to search the critical point of the first order phase

transition.

The production of the quarkonia would be affected by the QGP, such as the suppres-
sion and the regeneration of the quarkonium. The suppression of the quarkonium is that the
bound states of the quarks and anti-quarks would be destroyed by the color screening effect
at extremely high temperatures. The regeneration of the quarkonia is that two free quarks
and anti-quarks are very close to each other. Then they form a new state at extremely high

densities. This effect would cause the increasing of the number of quarkonia.

Heavy-ion collisions create high temperature and high energy density environment where
is the perfect place to study the properties of the QGP. The R 4 4 is defined in Eq. 2.1, where
d?Naa/dpLdy is the corrected yield of T in Au-Au collisions, d*c,,/dptdy is the T cross-
section in p-p collisions, N, is the average number of nucleon-nucleon collisions, and a;gel'
is the inelastic cross section in p-p collisions. However, the interpretation of the R 4 4, mea-
surements is complicated since many aforementioned effects are needed to be considered.
They can be roughly explained by three scenarios: R 44 = 1 means the not addition effect in
the heavy-ion collisions, R44 < 1 means the suppression is dominated in the QGP, and the

R 44 > 1 means the regeneration effect is dominated in QGP. The measurements of the T(1S)

and the Y(2S) R4 4 from CMS and STAR are shown in Fig. 2.5[5].

2
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Figure 2.4: The phase diagram of the relation between temperature and the chemical potential of the
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Chapter 3  Experimental apparatus

3.1 Relativistic Heavy Ion Collider (RHIC)

Relativistic Heavy lon Collider (RHIC) is one of the most versatile colliders in the world,
which is located at Brookhaven National Laboratory (BNL) in US. The highest collision en-
ergies are 200 GeV and 510 GeV for gold ions (Au-Au) and protons (p-p) collisions, respec-
tively. RHIC is the only collider that has the capability to accelerated and collide the polarized
protons in the world. RHIC is composed of the Electron Beam lon Source (EBIS), Tandem
Van de Graaff accelerator, linear accelerator (Linac), Booster Synchrotron, Alternating Gra-
dient Synchrotron (AGS) and AGS-to-RHIC (ATR). Fig. 3.1 shows the layout of the RHIC
complex. For heavy ions experiment, the generation of ion beam starts from the Electron
Beam Ion Source accelerator, and while for the protons collisions, the Tandem Van de Graaff
accelerator plays the role of the proton beam source for RHIC. The beam first accelerates
up to 200 MeV in Linac. The Booster Synchrotron serves as an important part by accepting
heavy ions from EBIS or protons from Linac and accelerates beams. Then the beams will
obtain more energy after injecting to AGS. When the ion beam is accelerated up to the top
speed in AGS, it is taken down the AGS-to-RHIC (ATR) transfer line and then inject into the
RHIC ring. RHIC started the beam operation since 2000.

3.2 The STAR Experiment

The Solenoid Tracker At RHIC (STAR) is one of the major high-energy nuclear physics
experiments in RHIC. It is a general-purpose particle detector with full azimuthal angle cov-
erage (0 < ¢ <2m), and large pseudorapidity (1) coverage, -1 <7 < 1. The definition of 7 is

n = — In [tan(%)], where 6 is the angle with respect to beam line.

The STAR detector is composed of several subsystems, such as magnets, Time Projec-
tion Chamber (TPC), Vertex Position Detector (VPD), Barrel Electromagnetic Calorimeter
(BEMC), Endcap Electromagnetic Calorimeter (EEMC), Time of Flight (ToF), Endcap Time
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Figure 3.1: The layout of the RHIC complex.

of Flight (EToF) and Muon Telescope Detector (MTD) and so on. The configuration of the
STAR detector is shown in Fig. 3.2. The subsystems which are related to this analysis will

be described in the following sections.

Barrel Electromagnetic Time Projection Chamber (TPC)
Calorimetar (BEMC) =881

—

“of-Flight (ToF)

Figure 3.2: The schematics of the STAR detector.
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3.3 Magnet System

The main purposes of the magnet system are providing the bending force to charged
particle, and this is very powerful for the determination of charge sign and the momentum
measurements. The magnet field from 0.25 to 0.5 Tesla parallel to the beamline are provided.
Due to the Lorentz force from the magnet field, the particles with different charges would
bend in a different direction. The bending curvature of the trajectories of the charged particles
is used to measure the momenta. The magnet system is about 6.85 m long. The inner diameter
and the outer diameters are about 5.27 m and 7.32 m, respectively. The magnet steels of the

magnet system are also used to support the STAR detector.

3.4 Time Projection Chamber (TPC)

The main purpose of TPC is to measure the trajectories of the charged particles and TPC
is filled with the P10 gas (10% methane, 90% argon) at 2 mbar above the atmospheric pres-
sure. The trajectories of the charged particles are used to measure the momentums and the
charges of particles. The ionization energy losses (dE/dx) of the charged particles are pow-
erful for particle identification due to the different dE/dx distribution of different particles.
The energy losses as a function of the particles’ momenta for different particles are shown
in Fig. 3.3 [8]. However, it works well in low momenta and the energy loss becomes more

mass independent in high momentum [8].

The TPC is about 4.2 m long. The inner and outer diameters are about 1m and 4m,
respectively. The azimuthal angle coverage is 0 < ¢ < 27 and the pseudorapidity is || < 1.8.

Fig. 3.4 shows the structure of the TPC.

3.5 Time-of-Flight (ToF)

The main purpose of ToF is to measure velocities of charged particles using the Multi-

gap Resistive Plate Chamber (MRPC) technology. The resistive plates are arranged in par-

11
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Figure 3.3: The energy losses as a function of momentum for different particles [8].
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Figure 3.4: The Time Projection Chamber of STAR [8].
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allel in the ToF detector. The gas used in the ToF consist of 90% CyHsFy, 5% isobutane
(HC(OHg,)g) and 5% SF6

The time of flight from the ToF and the path length measured by the TPC are used
to determined the velocities () of charged particles in STAR. The 1/ is defined as % =
(%)% + 1, where m and P are particle’s mass and momentums, respectively. It is clear

that it will be a powerful particle identification variable due to the mass dependence.

B
2.0 v
n Wi STARTOF
18 . (preliminary)
16f
1.4 _—
1.2 l-—
1.0 =
o8 LRy .
a 0.5 1.0 15 2.0 2.3 30
p (GeV/c)

Figure 3.5: The 1/ as a function of momentum for different charged particles [9].

3.6 Muon Telescope Detector(MTD)

To enhances the muon purity, the MTD modules are installed on the magnetic flux reac-
tion bars (backlegs) which will absorb most of the background hadrons as shown in Fig. 3.6.
The schematics of the MTD trays are shown in Fig. 3.7. The MRPC technology described in
the previous section is also used in the MTD detector and the gas used in the MTD consist of
the 95% CyHo Fy and the 5% HC'(C H3)s. The basic informations of the MTD are the radius
is about 4 m, the coverage of the pseudo-rapidity is |n| < 0.5, the coverage of ¢ is about 45 %

due to the gas between the backlegs. MTD also plays an important role of triggering muon

13



related events using the “hits” recorded by MTD when charged particles passing through it.

The MTD related triggers are the single muon, electron-muon, and dimuon triggers [10].

Calorimeter Electronics Box
Magnet Backleg

Figure 3.7: The schematics of the MTD trays [10].
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Chapter 4  Event selections

4.1 Data sets and basic selections

This analysis used the dimuon triggered events, which requests at least two hits on the
MTD detector in each event in the Au-Au collisions data collected in 2014 (Run 14) and
2016 (2016). The corresponding luminosities are 14.2 nb=! and 12.8 nb~! in Run 14 and
Run 16, respectively. To ensure data quality, imperfect data due to the detector defects (bad
runs) were removed based on the studies done by the BNL group for Run 14 data [11] and
the USTC group for Run 16 [5].

Several basic selection criteria are requred to reduce background contamination, such as
the tracks associated with the collision vertex (primary tracks) are used; a valid vertex which
is located at less than 100 cm of the TPC center along the z-direction; the difference between
vertex position by VPD and TPC v, within 3 cm; the distance of the closest approach (DCA)
to the primary vertex should be less than 1.5 cm to suppress secondary decays; the number of
the TPC clusters used in reconstruction (NHitsFit) should be greater than 15 (of a maximum
of 45) to ensure good momentum resolution; the number of TPC clusters (NHitsDedx) used
for dE/dx resolution is required no less than 10 in order to ensure good dE/dx resolution; the
ratio of the number of hit points over the number of possible clusters (NHitsRatio) is greater
than 0.52 for split-track rejection. The selections of vertex and track quality are summarized
in Table 4.1. Additionally, we required each track must match to the MTD hit for the muon
candidates selection. To make sure the muon candidates are in the MTD acceptance, we
required the transverse momentum (pr) should greater than 1.3 GeV/c and the absolute value

of pseudorapidity (1) should smaller than 0.5.

4.2 Embedding samples

Monte Carlo simulation for T — u* 1~ events is needed to calculate the efficiencies and

to obtain the shape of the T signal. To consider the contribution of background, the simulated
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IVIFC| < 100 cm
IVIFPC — VTPC <3 cm
Primary tracks
DCA <1.5cm
NHitsFit > 15
NHitsDedx > 10
NHitsRatio > 0.52

Table 4.1: A summary of the selection criteria of vertex and track quality.

signals were “embedded” into the events from real data. The reconstruction procedures in
embedding samples are identical to what used in real data. The momentum resolution in
embedding samples which is much better than that in the real data must be smeared and this

has been done in the Run 14 J /¢ R 44 study [11].

4.3 Selection of muon pr

Due to the limited statistics of the T mesons in Run 14 and Run 16, an optional pr cut is
selected by scanning the T — 1~ signals with different p7 cuts in real data. The additional
selections for muon candidates and the signal extraction will be described in Section 4.3.1

and 4.3.2, respectively.

4.3.1 Muon identification: Straight cut method

There are three variables which are related to the MTD hit information (Ay, Az and
AToF ) and, one variable which is based on the dE/dx information, no, , to be used in
the muon identification. Ay and Az is the difference between the hit position in the MTD
and the extrapolated position from the TPC track in the transverse and longitude directions.
ATOoF is the difference between the calculated time-of-flight from track extrapolation with the

muon particle hypothesis and the measured time-of-flight from MTD. no, is the normalized
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IOg( % )measuredilOg(% )W,theo'ry

where
UIOg(%)measured i

ionization energy loss (dE/dx) which is defined as no, =
“measured” and “m, theory” represent the measured dE/dx with pion mass hypothesis and the
theoretical value for pions, respectively. o log(%)mwswed is the experimental resolution of

log(%) measurements. The summary of the muon identification cuts are shown in Table 4.2.

|Ay| <32 cm
|Az| <22 cm
AToF <0.46 ns

-1<no, <3

Table 4.2: The summary of the selection criteria of basic muon identification.

4.3.2 Signal extraction and the selection of muon pr

Due to the low statistics of the T mesons in Run 14 and Run 16 Au-Au data, some
additional conditions used in the signal extraction are required, such as the T signal shapes
from embedding samples; the ratios of T(2.5) /T (15) and Y (3S5) /Y (2S) must be constrained
within 1 to guarantee the number of the T in different excited states are reasonable; the
background distributions are obtained from the p; weighted TPC track pairs, the pr weights
are to correct the difference between the muon p distributions for muon candidates and TPC

tracks.

To reduced the QCD background, we required the p, of leading muon is larger than 4
GeV/c and scan different p cuts for sub-leading muon to reconstruct Y. The mass spectra
of the T candidates in different sub-leading muon py selections are shown in Fig. 4.1. The
red solid lines are the total fits. The red dashed lines are the background, and the blue, pink,
and green area show the Y (1S), T(2S), and the T (3S) signal, respectively.

The S/B times the number of total T are used to optimize the best muon p7 selection.
The distribution of this variable with different subleading muon p7 selection is shown in
Fig. 4.2 and the optional cuts for leading and subleading muons are 4 GeV/c and 3 GeV/c,

respectively.
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Chapter 5 Measurement of T R 44

5.1 Muon identification: Likelihood ratio method

Since the background over signal ratio is large in the Au-Au collisions, an advanced
muon identification method, Likelihood Ratio method, is used to reduce the background con-
tamination from background hadrons. The details of this method can be found in [19]. Due
to the low statistics of the signal in data, the signal probability density functions (PDFs) are
obtained from the embedding samples. There are four variables, Ayxq, Az, no,, and DCA
are used to build the Likelihood Ratio variable (R). The black solid circles are the opposite-
sign (OS) muon candidates subtracted by the same-sign (SS) muon candidates as the signal
in data. The red open circles are the distribution of background obtained from SS. The purple
histograms are the distributions of the signal from embedding samples (embed.). The PDFs
of the muon identification variables are shown in Fig. 5.1. The PDF ratios which used the
signal from embedding sample and the background from the SS data are shown in Fig. 5.2.
The red solid lines are the bin-to-bin interpolation to evaluate the PDF ratios values of muon

candidates.
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Figure 5.2: The PDF ratios of the muon identification variables.

The R distributions for signal (purple histogram) and background (red histogram) are
shown in Fig 5.3. The blue line indicates the best cut which is optimized by the largest
value of the background rejection (1 — €p) times signal efficiency (eg). Fig. 5.4(a) shows
the (1 — ep) X €g as a function of R cuts and the red lines indicate the best cut which is R >
-0.04 and the corresponding (1 — e€p) X €g. The distribution of (1 — €g) vs. €g is shown in

Fig 5.4(b) and the red lines indicate the corresponding 1 — e ( 80%) and eg ( 87%) of the

best cut.
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5.2 'The T signal extraction

The centrality and p}f bins we chose are 0-10%, 10-30%, 30-60% and 0-2 GeV/c, 2-
4 GeV/c, 4-10 GeV/c, where the centrality is determined by the Global tracks with Heavy
Flavor Tracker [5]. As described in Section 4.3.2, the shapes of the T signal is fixed by
the embedding samples. The fitting parameter, rate indicates the relative contribution from
the first Gaussian, M indicates the mean of the double Gaussian ,and o; and o5 indicate the
widths of the two Gaussians. Fig. 5.5 — 5.7 show the shapes of T(1S), T(2S) and Y (3S) fitted
by double Gaussians functions as shown in the red solid lines, and these fits are used for the
systematic uncertainty estimation of the signal extraction. The p; weighted TPC track pairs
are used as background functions which are shown in Fig. 5.8. The polynomial function is
used to describe the pr weighted TPC track pairs and considered in the systematic uncertainty

of the signal extraction.

The spectra of the opposite-sign dimuon invariant mass and the corresponding fit in each
T pr and centrality bin are shown in Fig 5.9. The red solid lines are the total fits, the red
dashed lines are the background, and the blue, pink, and green area show the T (1S), T(2S),
and the T(3S) signal, respectively. The numbers of T(3S) reach the lower limit in the fit
(zero event) in several centrality and pr bins (10-30%, 30-60%, 0-2 GeV/c, 2-4 GeV/c). The

upper limits of the corrected number of T(3S) in these bins will be described in Section 5.4.

5.3 Efficiencies correction

The efficiencies of muon and the acceptances of T's are needed to calculate the corrected
yields of Y. In this analysis, we used the candidate-by-candidate weighting method to cor-
rect the number of T (N$°reced) in individual Y pr and centrality bins. This method was
used in the J /1 production measurement using Run 13 data in the STAR experiment [20].
Ngerreeted js defined as N§erreeted = Zf\fl w;, where the inverse weight (w™') is defined as
the acceptance of the detector multiplied by the efficiencies of each muon candidate which

1

is defined as follow, w™' = Ax(pr,yY) X efo(cent.,n?, o) x ez (cent.,nt, ¢*) X

Avirp(pr,y") X exrp (P, bkgh, mod*) x eyt (P, bkgh, mod*) x it (plr) < € 5 (P7),
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Figure 5.7: The Y (3S) signal shape and the corresponding fit in each T p7 and centrality bin.



Figure 5.8: The pr weighted TPC track pairs and the corresponding fit in each Y pr and centrality

bin.
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Figure 5.9: Y signals and the corresponding fits in individual Y centrality and pr bins.



where Ay is the kinematic acceptance of T due to the kinematic cuts on muons. e7p¢ is the
TPC tracking efficiency of muon candidates. cent. is the centrality of the event. A7 p is the
MTD geometry acceptance for Y. e,,7p is the MTD related efficiencies which include the
MTD trigger efficiency as a function of muon pr (érr7p trigger (P4)), the MTD response effi-
ciency as a function of pr, MTD backleg and MTD module (€7D response (P, bkgH, mod*)),
and the MTD matching efficiency as a function of pr (érrrp matching(P7))- €u1p 18 the muon
identification efficiency of muon candidates. The €' and €2 indicate the efficiencies of each

daughter muons.

5.3.1 7T kinematic acceptance

To obtain the kinematic acceptance of T, we used a particle gun ToyMC generator,
which was used in the Run 13 analysis, to generate the acceptance maps in several polarized
cases as a function of T py and rapidity. The unpolarized Y's are assumed in the R 4 4 mea-
surements. Fig. 5.10 (a), (b), and (c) shows the kinematic acceptance maps with un-polarized

assumption for T(1S), T(2S) and Y(3S), respectively.
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Figure 5.10: The kinematic acceptance maps of (a) Y(1S), (b) T(2S), (c) T(3S) with un-polarized

assumption.
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5.3.2 TPC tracking efficiency

The TPC tracking efficiency is evaluated from the Y — ptp~ embedding samples

m
Ntracked by TPC

o
Ntruth

and it is defined as €/, po = , Wwhere Nypqcked by TP 18 the number of muons
reconstructed by the TPC and required the track quality selections described in section 4.1,
Nipurn 18 the number of muons generated in MC truth level within the kinematic acceptance

described in section 4.3.2.

Since the pr cuts on muons are 4 and 3 GeV/c which are in the plateau region of the
TPC efficiency, the efficiency is only dependent on centrality, ¢, and n. Due to the difference
of TPC performance between data and embedding samples, an additional correction factor is
applied in the embedding samples. The correction factors as a function of py and ¢ for Run
14 and Run 16 are shown in Fig. 5.11(a) [11] and Fig. 5.11(b) [5], respectively. The TPC
tracking efficiencies considered the correction factors as a function of centrality, n and ¢ for

Run 14 and Run 16 are shown in Fig. 5.12 and Fig. 5.13, respectively.
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Figure 5.11: Additional correction factor for TPC tracking efficiency for (a) Run 14 [11] and (b) Run
16 [5].
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Figure 5.12: TPC tracking efficiencies as a function of centrality, ¢, and ) for Run 14.
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Figure 5.13: TPC tracking efficiencies as a function of centrality, ¢, and ) for Run 16.
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5.3.3 T MTD geometry acceptance

This acceptance is defined as the probability of the muon can be extrapolated to the MTD
module in the region of the MTD radius. To estimate the MTD geometry acceptance of T,
we first built the MTD geometry acceptance for single muon as a function of muon pr, 7, and
¢ using the T — p* i~ embedding sample and they are shown in Fig. 5.14 and Fig. 5.15 for
Run 14 and Run 16, respectively. Then this acceptance is applied on the T — p 1~ ToyMC
sample using binomial distributions to correct the probability of the muon candidates falling
into the MTD acceptance. Due to the similarity of the MTD geometry acceptances of T using
the single muon acceptances from Run 14 and Run 16, the final MTD acceptance map is base
on Run 14 embedding.
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Figure 5.14: The MTD geometry acceptance of single muon for Run 14.
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Figure 5.15: The MTD geometry acceptance of single muon for Run 16.

5.3.4 MTD related efficiency

The MTD related efficiencies include three parts: the MTD trigger efficiency, the MTD
response efficiency, and the MTD matching efficiency. The MTD trigger efficiency consists
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of MTD trigger electronics and online trigger time window cut. The details of the MTD
trigger efficiency can be found in the analysis notes for the Run 14 .J /1) R 44 study [11]. The
MTD response efficiency is evaluated from the cosmic ray data by extrapolating the tracks
to the MTD radius and counting the fraction of tracks that generate corresponding MTD hits
when falling into the MTD active area. The response efficiency is also evaluated similarly
in the embedding samples. The differences between the cosmic ray data and the embedding
are applied to the embedding samples. The efficiency is estimated module-by-module, so
it is the efficiency as a function of the muon py, the responded MTD backleg, and module.
The MTD trigger efficiency and the MTD response efficiency for Run 14 and Run 16 can be
found in [11] and [5], respectively.

The MTD matching efficiency is evaluated from the embedding samples and is defined

n
H — Nmatched (2]
as €yrp matching ~— K > where N

atcheq 18 the number of muon tracks that can be
projected

matched to the MTD hits, and N*

projectea 18 the number of muon tracks that can be projected

to the MTD module. The MTD matching efficiency as a function of muon py for Run 14
(black points) and Run 16 (blue points) are shown in Fig. 5.16.
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Figure 5.16: MTD matching efficiency as a function of muon p7 for Run 14 (black points) and Run
16 (blue points).
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5.3.5 Muon identification efficiency

The muon identification efficiency is defined as the probability of the muons pass the
N
- o—, where

matched

Likelihood Ratio selection described in Section 5.1. and as defined as €}, ,, =
N} p is the number of muons pass the Likelihood Ratio selection. Similar to TPC tracking
efficiency and MTD matching efficiency, the muon identification efficiency is evaluated from
embedding samples, too. The muon identification efficiency as a function of muon py for

Run 14 (black points) and Run 16 (blue points) are shown in Fig. 5.17.
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Figure 5.17: The muon identification efficiency as a function of muon pr for Run 14 (black points)

and Run 16 (blue points).

5.3.6 The efficiency-corrected yields of T

The candidate-by-candidate weighting method as described in Section 5.3 is used to
correct the number of Y in individual Y centrality and py bins. The actual values of the

efficiency-corrected numbers of T (1S), T(2S) and Y (3S) are summarized in Table 5.1.
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centrality & pr bins

Signal numbers

centrality: 0-10% 5774 + 826
centrality: 10-30% 4391 £ 663
centrality: 30-60% 2820 + 568
T(AS) O0<pr<2GeV/c 4767 £ 778
2<pr<4GeVic 5078 + 683
4 <pr<10GeV/c 3054 + 752
centrality: 0-10% 1109 + 469
centrality: 10-30% 1071 £ 558
centrality: 30-60% 501 + 441
T(2S) O0<pr<2GeV/c 867 £ 610
2<pr<4GeV/c 380 4 443
4 <pr <10 GeV/c 1278 £ 639
centrality: 0-10% 436 + 439

centrality: 10-30%  upper limit case
centrality: 30-60% 0+ 135

T(3S) 0<pr<2GeV/c upper limitcase
2<pr<4GeV/c upper limit case
4 <pr<10GeV/c 487 + 416

Table 5.1: The efficiency-corrected numbers of Y(1S), T(2S) and Y (3S) in individual T centrality

and pr bins.
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5.4 The upper limit of the number of T(3S)

The raw numbers of Y(3S) reach the lower limit in the fit (zero event) in several pr

and centrality bin, such as 10-30%, 30-60%, 0-2 GeV/c, 2-4 GeV/c as described in section

5.2. To estimate the upper limit of the numbers of Y (3S) in these centrality and pr bins,

we randomly generated 10,000 opposite-sign dimuon mass distributions based on the data

and the corresponding statistical uncertainties, and extracted the number of Y(3S). The 95%

confident level (C.L.) limit is set to be the point where the intergrated area of the numbers of
T(3S) distribution is 95% of the total area. The numbers of T(3S) distributions in 10-30%,
30-60%, 0-2 GeV/c, 2-4 GeV/c are shown in Fig. 5.18. The detailed values of the upper

limits are summarized in Table 5.2.
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Figure 5.18: The numbers of Y(3S) distributions in 10-30%, 30-60%, 0-2 GeV/c, and 2-4 GeV/c.
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centrality & py bins 95% C.L. upper limit

10-30% 2

30-60% 3
0-2 GeV/c 1
2-4 GeV/c 10

Table 5.2: The 95% upper limits of the raw Y(3S) in 10-30%, 30-60%, 0-2 GeV/c, and 2-4 GeV/c.

The total T efficiency is evaluated from the raw number and the corrected number of T.
Due to the low statistics, the total T(3S) efficiency is assumed to be similar to the total Y (1S)
efficiency. The upper limit of the corrected number of Y (3S) is estimated by the 95% C.L.
limit described above corrected by the total T (1S) efficiency. The total T (1S) efficiency and
total Y(2S) efficiency in each centrality and p bin and the detailed values of the upper limits

of efficiency-corrected Y'(3S) are summarized in Table 5.3 and Table 5.4, respectively.

centrality & pr bins  Total efficiency

0-10% 1.91% =+ 2.46%

10-30% 2.44% + 2.83%

30-60% 1.91% £ 3.95%

T(1S) 0-2 GeV/c 1.80% =£ 2.90%
2-4 GeV/c 2.40% + 2.43%

4-10 GeV/c 1.64% £ 5.17%

0-10% 1.98% + 11.30%

10-30% 2.52% £ 14.73%

30-60% 2.00% =+ 23.42%

T(2S) 0-2 GeV/c 1.85% £ 19.71%
2-4 GeV/c 2.37% £ 27.28%

4-10 GeV/c 1.88% £ 13.87%

Table 5.3: The total Y(1S) efficiency and total

3

T(28S) efficiency in each centrality and pr bin.
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centrality & py bins 95% C.L. upper limit

10-30% 82
30-60% 157
0-2 GeV/c 56
2-4 GeV/c 417

Table 5.4: The 95% upper limits of the efficiency-corrected Y(3S) in 10-30%, 30-60%, 0-2 GeV/c,
and 2-4 GeV/c.

5.5 Systematic uncertainties

Several sources of the systematic uncertainty for the measurement of T R 4 4 are consid-
ered: (1) the extraction of the numbers of the T signals; (2) the efficiencies used to correct

the numbers of the T signals.

5.5.1 Signal extraction

The different combinations of the signal and background functions are used to extract the
numbers of T signals and to estimate the systematic uncertainty. The systematic uncertainty
from the signal extraction is estimated by the maximum deviation from the average of all the
combinatory (new central) for each py and centrality bin. The signal functions are: (1) the
T signal shapes from embedding; (2) the fits of the T signal shapes as described in section
5.2; (3) the fits of the T signal shapes, but changes the widths of the double Gaussians by
adding twice the errors to the original widths; (4) the fits of the T signal shapes, but changes
the widths of double Gaussians by subtracting twice the errors to the original widths. The
background functions are (1) the pr weighted TPC track pairs and (2) the corresponding

polynomial fits as described in section 5.2.

The numbers of T extracted from different fitting functions in each p and centrality bin
for T(1S), Y(2S) and T (3S) are shown in Fig. 5.19, Fig. 5.20 and Fig. 5.21, respectively. The
results from each fitting function are shown in different colors with open squares, the new

central values are shown in black solid circles and the slashed area indicates the systematic

40



uncertainty from the signal extraction. To evaluate the systematic uncertainties for Y(3S) in
the upper limit cases (10-30%, 30-60%, 0-2 GeV/c, 2-4 GeV/c), we used the same method as
described in Section 5.4 to estimate the upper limits of these centrality and py bins but with
the different fitting functions which we described above. Then the uncertainties for Y(3S)
in the upper limit cases are evaluated by the maximum deviation from the average method
as described above. The systematic uncertainties for Y(1S), T(2S) and T(3S) are shown in
Fig. 5.22. The actual numbers of T(1S), T(2S) and T (3S) are summarized in Table 5.5.
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Figure 5.19: Number of T(1S) extracted from different fitting functions in each p7 and centrality bin.

5.5.2 TPC tracking efficiency

To evaluated the systematic uncertainty from the TPC tracking efficiency, we varied
the selections of the track quality applied to the muon candidates, and then compared the
background (the TPC track pairs) subtracted invariant mass distribution. The selections of
the track quality include the DCA, NHitsfit, and NHitsDedx calculation and the variations
of the cuts are summarized in Table 5.6. Since the different track quality selections don’t

change the shapes of the muon candidates py and the TPC tracks pr, the pr weighted TPC
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Figure 5.20: Number of T(2S) extracted from different fitting functions in each p7 and centrality bin.
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Figure 5.21: Number of T(3S) extracted from different fitting functions in each p7 and centrality bin.
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centrality & pr bins Signal numbers
centrality: 0-60% 278 + 26 £ 14 (4.90%)
centrality: 0-10% 110 £ 16 + 8 (6.89%)
centrality: 10-30% 107 + 16 £ 8 (7.26%)
T(1S) centrality: 30-60% 54 + 11 £ 5 (8.89%)
0<pr<2GeV/c 86 £ 14 £ 6 (7.32%)
2<pr<4GeV/c 122 + 16 £ 10 (8.30%)
4 <pr<10GeV/c 50 £ 12 4+ 3 (6.74%)

centrality: 0-60% 84 +£ 31+ 5(5.51%)
centrality: 0-10% 22 +9+1(5.27%)
centrality: 10-30% 27 £ 14 + 3 (10.81%)
T(2S) centrality: 30-60% 10 £9 £ 3 (34.79%)
0<pr<2GeVic 16 £ 11 +4 (26.01%)
2<pr<4GeV/c 9+ 11 +5(50.35%)
4 <pr<10GeV/c 24 +£12 + 2 (9.54%)
centrality: 0-60% 7+ 19 4+ 5 (64.87%)
centrality: 0-10% 9+9+0(5.27%)

centrality: 10-30%  upper limit case (4.37%)
T(3S) centrality: 30-60% upper limit case (12.82%)
0<pr<2GeV/c  upper limit case (2.91%)
2<pr<4GeV/c  upper limit case (0.31%)
4 <pr<10GeV/c 10 £ 8 +£2(21.16%)

Table 5.5: The number of T(1S), T(2S) and T(3S) at individual centrality and py bin. The first error

is statistical and the second one is the systematic uncertainty from signal extraction.
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Figure 5.22: Systematic uncertainties from signal extraction for Y(1S), T(2S) and Y(3S).

track pairs with default cut are used as the background template for all the cases. The ratios of
background-subtracted efficiency-corrected opposite-sign mass distribution using different
track quality cuts to the default one in individual p; and centrality bin are shown in Fig. 5.23.
The 0™ order polynomial function is used to evaluate the uncertainties for Y(1S), Y(2S) and
T(3S). The systematic uncertainties for Y(1S), T(2S) and Y(3S) in each centrality and pp

bin are shown in Fig. 5.24and the detailed values are summarized in Table 5.7.

The systematic uncertainties for Y(3S) in the upper limit cases (10-30%, 30-60%, 0-
2 GeV/c, 2-4 GeV/c) are evaluated by the same method as described in Section 5.4. The
efficiency-corrected opposite-sign dimuon invariant mass spectrums with different track qual-
ity cuts are used to generate the ToyMC samples. The uncertainties for T(3S) in the upper
limit cases are evaluated by the maximum deviation from the average method as described
in Section 5.6.1. The systematic uncertainties in these cases are shown in Fig. 5.25 and the

detailed values are summarized in Table 5.8.
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Variables  Default Variations

DCA <15 <125cm,<1.75cm
NHitsFit > 15 > 25
NHitsDedx > 10 > 15

Table 5.6: A summary of the variations of the track quality cuts

centrality & pr bins Systematic uncertainty

centrality: 0-60% 7.46%
centrality: 0-10% 12.75%
centrality: 10-30% 5.67%
centrality: 30-60% 12.63%
0<pr<2GeV/c 3.58%
2<pr<4GeV/c 15.14%
4 <pr<10GeV/c 4.31%

Table 5.7: The values of the systematic uncertainty from the TPC tracking efficiency for T(1S), T(2S)
and Y(39).

centrality & pr bins  Systematic uncertainty

centrality: 10-30% 114.52%
centrality: 30-60% 89.04%
0<pr<2GeV/c 5.75%
2<pr<4GeV/c 42.06%

Table 5.8: The values of the systematic uncertainty from the TPC tracking efficiency for T(3S) in

upper limit cases
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Figure 5.23: Ratios of the TPC tracking efficiency corrected opposite-sign mass subtracted the pr

weighted TPC track pairs using different track quality cuts to the default cuts.
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Figure 5.25: Systematic uncertainties from the TPC tracking efficiency for Y(3S) in upper limit cases

47



5.5.3 MTD related efficiency

The systematic uncertainties from MTD related efficiencies included the MTD trigger

efficiency and the MTD response efficiency are estimated in the Run 14 .J /1) R 44 study [11].

The main contribution of the systematic uncertainty from the MTD trigger efficiency is
from the procedure to estimate the efficiency associated with the online trigger time window
cut. The systematic uncertainty from the MTD trigger electronic efficiency is negligible.
There are two sources are used to evaluate the systematic uncertainty from MTD online trig-
ger window cut efficiency: (1) the difference of the mean of ATacSum distributions between
ptp collisions and Au+Au collisions data; (2) the resolution of p+p collisions and Au+Au

collisions data using 1o limits of the fit functions.

For the systematic uncertainty from the MTD response efficiency, the statistical errors
of the cosmic ray data and the difference between backlegs efficiency and the efficiency

template in individual MTD modules are used to estimate the systematic uncertainty.

The systematic uncertainties from the MTD trigger efficiency and the MTD response
efficiency are centrality independent. The uncertainties for Y(1S), T(2S) and T(3S) in each

T pr bin are shown in Fig. 5.26. and the detail values are summarized in Table 5.9.

The systematic uncertainties for Y(3S) in the upper limit cases (10-30%, 30-60%, 0-2
GeV/c, 2-4 GeV/c) are evaluated by the same method as described in Section 5.6.2. The main
contribution of the systematic uncertainty from MTD related efficiencies is the MTD trigger
efficiency. We used the fits to data and the fits to lower and upper limits of the MTD trigger
efficiency [11] to correct the raw yield to generated the ToyMC samples. The systematic
uncertainties in these cases are shown in Fig. 5.27 and the detailed values are summarized in

Table 5.10.

5.5.4 Muon identification efficiency

Similar method used for the TPC tracking efficiency uncertainty is used to evaluate the

systematic uncertainty for muon identification efficiency. The signal efficiency of the default
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Figure 5.26: Systematic uncertainties from the MTD trigger efficiency and the MTD response effi-

ciency for T(1S), T(2S) and Y(3S).

Uncertainty source pr bins Systematic uncertainty
0<pr<10GeV/c 7.04%
0<pr<2GeV/c 7.45%
EMTD trigger
2<pr<4GeV/c 7.09%
4 <ppr<10GeV/c 7.02%
0<pr<10GeV/c 3.46%
0<pr<2GeV/c 3.59%
EMTD response
2<pr<4GeV/c 3.40%
4 <pr<10GeV/c 3.16%

Table 5.9: The values of the systematic uncertainties from the MTD trigger efficiency and the MTD

response efficiency for T(1S), Y(2S) and T(3S).
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Figure 5.27: Systematic uncertainties from the MTD related efticiencies for T(3S) in upper limit cases

centrality & pr bins  Systematic uncertainty

centrality: 10-30% 5.04%
centrality: 30-60% 2.56%
0<pr<2GeV/c 1.05%
2<pr<4GeV/c 0.62%

Table 5.10: The values of the systematic uncertainty from the MTD related efficiencies for Y(3S) in

upper limit cases
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Likelihood Ratio cut (R > -0.04) is about 88%. The cuts are varied to have the correspond-
ing efficiencies of 93% and 83%, R > -0.33 and R > 0.16, respectively, as the source the
systematic uncertainty.Since the different Likelihood ratio selection would change the pr
distributions of the muon candidates and the TPC tracks, the pr weighted TPC track pairs
with different Likelihood Ratio selections are used in the corresponding cases. The ratios of
efficiency-corrected background-subtracted opposite-sign mass using different Likelihood
Ratio cuts to the default one and the corresponding 0" order polynomial fits in individual
pr and centrality bin are shown in Fig. 5.28. The systematic uncertainties for Y(1S), T(2S)
and Y (3S) in each centrality and pr bin are shown in Fig. 5.29 and the detailed values are

summarized in Table 5.11.

The systematic uncertainties for Y(3S) in the upper limit cases (10-30%, 30-60%, 0-2
GeV/c, 2-4 GeV/c) are evaluated by the same method as described in Section 5.6.2. The
systematic uncertainties in these cases are shown in Fig. 5.30 and the detailed values are

summarized in Table 5.12.

centrality & pr bins Systematic uncertainty

centrality: 0-60% 3.41%
centrality: 0-10% 5.92%
centrality: 10-30% 11.62%
centrality: 30-60% 8.92%
0<pr<2GeV/c 9.16%
2<pr<4GeV/c 11.30%
4 <pr<10GeV/c 11.47%

Table 5.11: The values of the systematic uncertainty from muon identification efficiency for T(1S),

Y(2S) and Y(3S).

5.5.5 Total uncertainties

The total uncertainties are evaluated by the quadratic sum of each source described

2 o 2 2 . . . . . . . . .
above as 07, = 0% + ;07 4. The individual uncertainties considered in this analysis
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Figure 5.28: Ratios of the muon identification efficiency corrected opposite-sign mass subtracted the

pr weighted TPC track pairs using different Likelihood ratio selections to the default cuts.
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centrality & pr bins Systematic uncertainty

centrality: 10-30% 118.61%
centrality: 30-60% 34.74%
0<pr<2GeVic 8.02%

2<pr<4GeV/c 46.41%

Table 5.12: The values of the systematic uncertainty from muon identification efficiency for T(3S) in

upper limit cases

for T(1S), Y(2S) and T (3S) are shown in Fig. 5.31, Fig. 5.32 and Fig. 5.33, respectively. The
detail values of systematic uncertainties, statistical uncertainties, and the total uncertainties
are summarized in Table 5.13. The statistical errors of T(3S) in 10-30%, 30-60%, 0-2 GeV/

¢, 2-4 GeV/c bins have been considered in the method to estimate upper limit.
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Figure 5.31: The uncertainties from different sources and the total uncertainty for Y(1S).
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Figure 5.33: The uncertainties from different sources and the total uncertainty for Y(3S).
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centrality & py bins Stat. uncertainty Total sys. uncertainty Total uncertainty

centrality: 0-60% 9.28 % 12.41 % 15.50 %
centrality: 0-10% 14.30 % 17.67 % 22.73 %
centrality: 10-30% 15.09 % 16.87 % 22.64 %
T(1S) centrality: 30-60% 20.13 % 19.74 % 28.20 %
0<pr<2GeV/ic 16.32 % 14.62 % 21.91 %
2<pr<4GeV/c 13.45 % 22.04 % 25.82 %
4 <pr<10GeV/c 24.64 % 15.67 % 29.20 %
centrality: 0-60% 36.52 % 12.79 % 38.69 %
centrality: 0-10% 42.30 % 16.73 % 45.49 %
centrality: 10-30% 52.10 % 19.02 % 55.47 %
T(2S) centrality: 30-60% 88.03 % 43.60 % 98.23 %
0<pr<2GeVic 70.42 % 28.11 % 75.82 %
2<pr<4GeV/c 116.57 % 59.20 % 130.74 %
4 <pr<10GeV/c 50.00 % 16.70 % 52.71 %
centrality: 0-60% 257.62 % 65.86 % 265.90 %
centrality: 0-10% 100.78 % 16.94 % 102.19 %
centrality: 10-30%  upper limit case 165.12 % 165.12 %
T(3S) centrality: 30-60%  upper limit case 96.75 % 96.75 %
0<pr<2GeV/c upper limit case 13.20 % 13.20 %
2<pr<4GeV/c upper limit case 62.83 % 62.83 %
4<pr<10GeV/c 85.44 % 24.58 % 88.90 %

Table 5.13: The values of the statistical, total systematic and total uncertainties in each centrality and

pr bin for T(1S), T(2S) and Y (3S).

56



5.6 Results

One of the most important ingredients for T R4 4 is the production cross-section of T
in p-p collisions (pp reference). These can be obtained from Ref. [5] and the ratios of the
pp reference in individual py bins are summarized in Table 5.14. Another key component
of T R4 is Ny, and it can be found in Ref. [5]. The results in this analysis are consis-
tent with the STAR preliminary results from the dielectron channel. The Y(1S), T(2S) and
T(3S) R4 results in this analysis as a function of N,,,; and pr are shown in Fig. 5.36 and
Fig. 5.37, respectively. The detail values of T(1S), T(2S) and T(3S) R4 4 in individual T
centrality and pr bins are summarized in Table 5.15. The red, blue, and black solid circles
are the results of T(1S), T(2S) and T(3S) R4, respectively. The verticle bars and the open
squares are the statistical and systematic uncertainties. The black arrows are the 95% C.L.
upper limits for the T(3S) and the values are included both the statistical and the systematic
uncertainties. The R 4 4 measurements for T (1S) and Y(2S) of this analysis (NCKU) and the
STAR preliminary results [5, 21] as a function of V,,,+ and p7 are shown in Fig. 5.34 and
Fig. 5.35, respectively. We also compared the R 44 results for T(1S) and T(2S) to several
theoretical model calculations [22, 23, 24, 25]. The black solid circles are the R 44 results
from this analysis (NCKU). The red and the blue solid stars are the STAR preliminary results
from the dimuon and the dielectron channels, respectively. The verticle bars and the open
squares are the statistical and systematic uncertainties. From the results in this analysis and
the STAR preliminary results, the theoretical model calculations seem to be overestimated
for T(1S) R44 in almost all N, and pr bins. For the T(2S) R4 4 , the results in this anal-
ysis and the STAR preliminary results are consistent with the theoretical model calculations
within uncertainties. Due to the limited statistics of numbers of T(3S), the uncertainty of
T(3S) Ra4 is large. From the T(1S) and Y(2S) R 4 4 results in this analysis, the R 44 values
are lower when the T mesons are in the higher excited states and it is consistent with the

picture of sequential melting.

57



0-2 GeV/c 2-4GeV/c

4-10 GeV/e

T(1S) 0.354 0.389 0.257
T(2S) 0.321 0.384 0.295
T(35) 0.318 0.384 0.298

Table 5.14: Ratios of the pp reference in individual pr bins for T(1S), T(2S) and Y(3S).

centrality & pr bins Raa
centrality: 0-10% 0.39 £ 0.07 £ 0.07
centrality: 10-30% 0.29 £ 0.04 £ 0.05
T(1S) centrality: 30-60% 0.46 £+ 0.04 £ 0.09
0<pr<2GeV/c 0.38 = 0.05 £ 0.06
2<pr<4GeV/c 0.37 £ 0.04 £ 0.08
4 <pp<10GeV/c 0.34 £ 0.07 £ 0.05
centrality: 0-10% 0.26 = 0.09 4+ 0.04
centrality: 10-30% 0.25+ 0.1 £0.05
T(2S) centrality: 30-60% 0.28 £0.2 +0.12
0<pr<2GeV/c 0.26 £ 0.15 £ 0.07
2<pr<4GeV/c 0.1 +0.09 &+ 0.06
4 <ppr<10GeV/c 0.42 £0.17 £ 0.07
centrality: 0-10% 0.23 £ 0.23 £0.04
centrality: 10-30%  0.09 (upper limit case)
T(3S) centrality: 30-60% 0.31 (upper limit case)
0<pr<2GeV/c 0.03 (upper limit case)
2<pr<4GeV/c 0.31 (upper limit case)

4 <pr<10GeV/c

0.35+ 0.3 = 0.09

Table 5.15: The detail values of Y(1S), T(2S) and T(3S) R4 4 in individual Y centrality and p7 bins.

The first error is statistical and the second one is the total systematic uncertainty.
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Figure 5.34: Y(1S) (top) and Y(2S) (bottom) R4 as a function of N,+ compared to the STAR

preliminary results and different theoretical model calculations.
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Figure 5.36: T(1S), Y(2S) and Y(3S) R 44 as a function of Np,¢.
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Figure 5.37: T(1S), T(2S) and Y(3S) R4 4 as a function of pr.
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5.7 Future work

The upper limits of the numbers of T (3S) in different centrality and p7 bins are estimated
by the ToyMC samples in this analysis. Another method to estimate the upper limit value is
the Feldman—Cousins method [26], which was used in the Run 11 T R 44 study [21] through
the dielectron channel. In this method, the unbinned maximum-—likelihood fit without phys-
ical limit is used in the signal extraction. The computation of the upper limit is included the
total uncertainty for T(3S). We will also consider using the method to estimate the upper
limits, and also compare with the results from other experiments to check the suppression

effect for the T meson in different excited states and ground state.
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Chapter 6 Conclusions

The analysis of the T suppression through the dimuon channel in Au-Au collisions at
V/$nvn =200 GeV uses Run 14 and Run 16 data with the corresponding luminosity of 14.2
nb~!and 12.8 nb~?, respectively. The MTD detector plays a critical role to enhance the purity
of muon. The number of T used in this analysis is more than the STAR preliminary result is
due to the optional pr selection and more advanced muon identification. The measurements
of T R 44 are presented in Section 5.7. The theoretical model calculations seem to be overes-
timated for T(1S) R4 in almost all N,,,+ and p7 bins. The results of T(2S) R4 4 have good
agreement with the theoretical model calculations within uncertainties. The results in this
analysis are also consistent with the STAR preliminary results from the dielectron channel.
From the Y(1S) and Y(2S) R 44 results, the R 44 values are lower for the higher T excited
states, and this is consistent with the picture of the sequential melting of heavy quarkonia in

heavy-ion collisions.
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