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ABSTRACT OF THE DISSERTATION

Measurement of Transverse Single Spin Asymmetry for π0 Production in Polarized Proton
Proton Collisions at

√
s = 510 GeV

by

David Kapukchyan

Doctor of Philosophy, Graduate Program in Physics
University of California, Riverside, March 2025

Dr. Kenneth N. Barish, Chairperson

The Transverse Single Spin Asymmetry (TSSA) in polarized proton proton colli-

sions has proved to be a valuable tool in understanding the internal structure of the proton.

Specifically, to understand the origin of the proton’s spin. Initially, it was thought that the

three quarks that make up the proton solely contribute to the proton’s spin. However, ex-

periments showed that the spin contribution of the quarks is insufficient to account for the

total spin. Current theories posit that the quarks and gluons (partons) inside a proton carry

transverse momentum that is coupled to the proton’s spin which affects the production of

the particles generated with respect to the polarization. The TSSA measures this asymme-

try of particle production for a proton whose spin is polarized transverse to its momentum.

The measurement of the TSSA provides input into those theoretical models to understand

the different contributions of the quarks and gluons to the overall spin. To measure the

π0 TSSA, polarized beams of protons are generated at the Relativistic Heavy Ion Collider

(RHIC). The detector at RHIC utilized in this dissertation is the Solenoidal Tracker At

RHIC (STAR) and a major part of this work was building, installing, and commissioning

vii



an upgrade to the STAR detector system. The upgrade expanded STAR’s tracking and

calorimetry capability for 2.5<pseudorapidity(η)<4.0. This dissertation will describe the

calorimeter upgrade as well as the measurement of the π0 TSSA as a function of Feynman-x

(xF ). The result is consistent with previous measurements and highlights the first success of

the upgrade to produce a physics observable. The data for this measurement was taken in

2022-2023 which had the largest luminosity of polarized proton proton collisions at 510 GeV

compared to previous years and is expected to reduce the errors on the TSSA from those

previous measurements.
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Chapter 1

Introduction

I have always been fascinated by atomic theory. In particular, thinking about

and trying to understand how the fundamental constituents of matter behave and how that

behavior gives rise to larger scale systems that we observe. As history shows, this fascination

is not unique and has lead to some of the most interesting scientific advancements in the

last two centuries. The discovery of the atomic structure of matter and the subsequent

subatomic matter of electrons, protons, and neutrons has changed our understanding of the

universe. However, there is still much we don’t understand about their behavior. In the

case of protons and neutrons we have discovered a rich substructure that is thousands of

times smaller than the atomic. It is in trying to understand this substructure that is the

focus of this dissertation.
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1.1 Foundations of the Modern Particle Experiments

Cathode rays, studied by J.J. Thomson, gave evidence of a new particle, namely

the electron. Later, Milikan and Fletcher performed the oil drop experiment which more

accurately measured the charge of the electron. Concurrently, Rutherford using the electron

developed an atomic theory to rival the plum pudding model which placed a dense positively

charged nucleus at the center of atoms [38]. This theory was confirmed by measuring the

scattering angle of α particles off a thin gold film [23]. Their results showed that alpha

particles back scatter which is only possible if Rutherford’s theory was correct. This was

led to the initial model of the atom of a positive dense nucleus surrounded by light negatively

charged particles.

Further developments into this atomic model came from Bohr and Sommerfeld

who were able to calculate the energy spectrum of hydrogen by quantizing angular mo-

mentum. The idea of quantization was not new and was used earlier by Planck to explain

the blackbody spectrum of heated objects by quantizing energy. The quantization of an-

gular momentum was confirmed by Stern and Gerlach whose experiment was designed to

see if silver atoms would be split in an inhomogeneous magnetic field. Their results were

consistent with the predication that the beam would split.

As the atomic model was coming together there was one last thing needed to

complete the picture. Scientists had observed a fine structure in spectroscopy experiments

with atoms when the atoms were exposed to magnetic fields. This fine structure was due

to the coupling of the magnetic field generated by the electron orbit to the external one.

However, there was an additional hyperfine splitting that was observed and dubbed the

2



Anomalous Zeeman effect. This effect was explained when you add a fourth quantum

number to the existing atomic model, namely spin. So named because it represents another

component of the total angular momentum and couples to the magnetic field. It is the

coupling of the electron spin to the external magnetic field that explained the hyperfine

splitting.

This completed the atomic model as it is known today. However, the importance

of this story is how experiments utilizing spectroscopy, scattering, and radiation led to the

development of this theory. These are the same kinds of experiments we still use today to

probe even deeper into the atomic and even the subatomic.

1.2 Probing Subatomic Matter

This section will present a brief overview of the two models that came out as a

result of high energy physics experiments with nuclei. One is the parton model and the other

is the quark model. Both were useful in describing different experimental observables, which

will be discussed. The unification of both models (through experiments) is the foundations

of our current understanding of nucleon structure.

1.2.1 Development of the Parton Model

The discovery of the proton and neutron were the first indications that the atomic

nucleus is made up of more fundamental particles. The first evidence of an internal structure

of nucleons like protons came from colliding electrons with protons and measuring the

outgoing electrons energy and momentum. This particular process is called Deep Inelastic

3



Scattering (DIS) and a diagram with some of the relevant variables can be found in 1.1.

The differential cross section for scattering electrons from a point charge is given by eq.

1.1. Where
(

dσ
dΩ

)
point

is the differential cross section (dσ) for scattering electrons from a

point charge into some solid angle dΩ and F (q) is the form factor. q = k − k′ is the four

momentum transfer as shown in fig. 1.1. In fact,
(

dσ
dΩ

)
point

is equal to
(

dσ
dΩ

)
Mott

for a

structureless target [27].

dσ
dΩ

=

(
dσ
dΩ

)
point

|F (q)|2 (1.1)

The results of measuring this cross section in DIS experiments is shown in fig. 1.2,

it shows that the measured cross section does not match the Mott cross section. Therefore

the proton must contain a substructure [19]. This is where the form factor in eq. 1.1 becomes

useful because we can write the unpolarized inelastic ep → eX differential scattering cross

section, shown in eq. 1.1, which contains the structure functions W1 and W2, which are

related to the form factors in eq. 1.3 [12].

d2σ

dΩdE′ =
4α2E′2

q4

(
2W1sin

2 θ

2
+W2cos

2 θ

2

)
(1.2)

Here α is the fine structure constant, E′ is the energy of outgoing electron k′ =

(E′,
−→
k ′), θ is the scattering angle in the lab frame, and W1 and W2 are the structure

functions and are related to the form factors in the Bjorken limit (deep inelastic regime or

”free” particles) −q2 = Q2 → ∞ ν = E − E′ → ∞ by eq. 1.3 [12][27].

4



lim
Q2→∞

νW2 = F2

lim
Q2→∞

MW1 = F1

(1.3)

Measurements of F2 as a function of Bjorken-x (xB or just x) and various Q2 is

shown in fig. 1.3. They show that for a fixed x, F2 does not vary strongly with Q2. This

was first described by Bjorken and is thus called Bjorken Scaling and the variable is thusly

named for him as well. The presence of Bjorken scaling indicates that the proton is in fact

made up of much smaller constituents which were (and still) called ”partons” by Bjorken

[27]. Furthermore, it can be shown that quantity x is identical to the momentum fraction of

the struck parton and one can write a Parton Distribution Function (PDF) to describe the

probability of finding a parton with a given momentum x. In this sense, the form factors

F1,2 now only depend on x and are independent of Q2 as evidenced by the data. However,

as can be seen at smaller x this dependence changes, but the overall idea and the scaling

variables are still relevant.

5



Figure 1.1: A schematic showing deep inelastic process with its relevant kinematic
quantities.[25]

1.2.2 Quark Model

The quark model was developed by Murray and Gell-Mann to explain the large

amount of particles observed in the 1960’s. However, before talking about the quark model

it is important to note preceding its development a similar theory using a quantity called

”isospin” was developed.

Isospin was developed after noticing, by Heisenberg, that the proton and neutron

have a similar mass and therefore could be two states of the same particle, the ”nucleon”.

In this theory, the nucleon can be written as a two component column matrix such that the

basis of this space is is the proton (p =

(
1 0

)T

) and the neutron (n =

(
0 1

)T

). The

isospin formalism written this way is reminiscent of the spin formalism used in quantum

mechanics and thus follows the same formulation. However, isospin is not related to the

6



Figure 1.2: Measurement of the differential cross section in ep scattering vs. q2 for various
W , whereW is the recoil mass (W 2 = (P+q)2). Also shown is the expected elastic scattering
curve. There is slow variation with q2 which suggests the proton has substructure [19].
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Figure 1.3: The proton structure function F2 measured in electromagnetic scattering of
electrons and positrons on protons, and electrons/positrons and muons on a fixed target
from various experiments. At high x, there is very little dependence on Q2 which suggests
that protons are made up of smaller particles. At lower x the dependence is stronger
however, the overall idea of partons is still reinforced. [34].8



angular momentum but is merely a convenient and analogous space to understand the strong

force. Just like spin in quantum mechanics isospin (I) has components I1, I2, I3 and thus

we can use these to make connections between the spin theory and isospin, where I3 takes

the role of Sz. The proton then has isospin state p =
∣∣1
2
1
2

〉
and the neutron n =

∣∣1
2 − 1

2

〉
.

Using this formalism one can make different states to represent different particles that

were being discovered at the time like π’s, ∆’s, Σ’s, and Ξ’s and isospin could be used to

understand their production and decays. However, it was becoming clear that there was a

larger structure at play. In addition, looking at production of Kaons suggested the existence

of another quantum number, namely strangeness S. This new quantum number would be

incorporated into a new theory of quarks where rather than using the p and n as a basis

the quarks u, d, and s would serve as the basis of the representation in SU(3). [24] [27].

Using the quark model one can construct the baryon octet (baryons now being

a combination of 3 quarks) which contains the proton and neutron as shown in fig. 1.4.

The diagram also shows where the particles sit on the quantum numbers of isospin I3 and

strangeness S. These 3 quarks (and anti-quarks) can be used to form the meson nonet,

where a meson is a combination of a quark and anti-quark; it contains the π’s, K’s, η’s.

Most notably, the quark theory predicated a new as of yet undiscovered Ω− particle that

was made up of 3 strange quarks, it can be seen in the baryon decuplet in fig. 1.5 [14].

The discovery of more exotic particles like the J/ψ led to the addition of the

charm, bottom, and top quarks into the model extending the quark flavors from 3 to 6.

Furthermore, there was evidence of another quantum number, color, to overcome the Pauli

exclusion principle for particles like the ∆++ which has all its quarks in the same spin up

9



Figure 1.4: A diagram showing the baryon octet in the quark model. The structure of the
proton as being made of uud and the neutron as being udd is clearly seen.
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Figure 1.5: A diagram showing the baryon decuplet. This quark model predicts the existence
of a particle with strangeness -3, the Ω−.
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state; this meant another quantum number must be present to avoid violating the exclusion

principle. Color was able to explain why the quarks bind together to form particles. There

are 3 colors red, green, and blue (along with the corresponding anti-colors) and gluons

mediate the color force between quarks and all particles must have net zero color. This

explained why quarks and glouns could not be observed directly [27].

1.2.3 Putting it all together

The quark theory predicted small constituents of matter inside protons and neu-

trons based on particle productions observed in the 1960’s. The parton theory also predicted

small constituents of matter to help explain the cross section in ep collisions. The verifi-

cation that partons are indeed quarks and glouns came from the observation that in e+e−

collisions you get a collimated stream of particles which are called jets [28]. If quarks did not

make up the proton then you would expect a more homogeneous distribution of particles.

The existence of jets verified the quark model and later the observation of a three jet event

verified the existence of the gloun [41] [17]. The picture was now complete and partons

were recognized as being quarks and glouns and the theory of Quantum Chromodynamics

(QCD) became the theory governing the strong force.

One of the most interesting results to come out of the theory of QCD is the running

coupling constant of the strong interaction. This means that the interaction of quarks is

strongest when they are far apart and weak when they are closest. This means that a

quark or gluon can be considered free at short distances. This also becomes important in

pp collisions which is what will be discussed next.
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1.3 pp collisions

This section will go over the quantities relevant in proton proton (pp) collisions as

well as introducing polarized proton collisions and the Transverse Single Spin Asymmetry

(TSSA) observable. It will talk about the relevance of TSSA in proton structure, previous

measurements and the improvements this work will provide on those previous measurements.

1.3.1 Unpolarized pp collisions

The cross section of unpolarized pp collision where the process is A+B → C +X

is given in eq. 1.4 [20]. This process is shown diagrammatically in fig. 1.6.

Figure 1.6: Diagram showing unpolarized pp scattering. Here pA and pB are the initial
momentum of the protons and pC is the momentum of the scattering parton [20].
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EC
dσ

d3−→p C
=

∑
abc

∫
dξAdξB

dz

z
fa/A(ξA)fb/B(ξB)|

−→
k C |

dσ̂

d3
−→
k C

DC/c(z) (1.4)

The sum is taken over all flavors of quarks, antiquarks and glouns. The fa/A and

fb/B are the PDFs for the initial hadrons. DC/c(z) is the fragmentation function. The hard

scattering function |
−→
k C | dσ̂

d3
−→
k C

is for the scattering a+ b→ c+X at the parton level. The

variable z represents the fractional momentum of the measured hadron relative to its parent

quark. The ability to write the cross section as a product of the PDF, the hard scattering

cross section, and the fragmentation function is known as factorization. This factorization

allows one to treat each part of the collision separately. The initial state is the PDF, the

hard scattering can be calculated perturbatively, and the fragmentation function describes

a parton c turning into a hadron C. This unpolarized case can be extended to include

polarization [20].

1.3.2 Polarized p↑p collisions

The cross section of polarized pp collision for the process A↑+B → C+X is given

by eq. 1.5

EC
dσ

d3−→p C
=

∑
abc

∫
dξAdξB

dz

z
ραα′fa/A(ξA)fb/B(ξB)×Hαα′ββ′(a+b→ c+X)DC/c(z) (1.5)

Here H is the hard scattering cross section with the density and decay matrices

factored out. ραα′ is the helicity density matrix of the incoming hadron A [20].
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1.3.3 Transverse Single Spin Asymmetry (TSSA)

The TSSA (AN ) is defined as in eq. 1.6. It is a measure of the asymmetry of

particle production with respect to the left and right of a transversely polarized proton (see

fig. 1.7).

AN =
dσ↑ − dσ↓

dσ↑ + dσ↓
(1.6)

Figure 1.7: Diagram showing nucleon nucleon scattering as well as the meaning of AN for
the case of a transversely polarized nucleon [25].

Calculations in pQCD predict that AN should disappear as a
√
s increases for

any hadron production [40]. However, this was not the case as can be seen in fig. 1.8,

which shows AN as a function of Feynman-x (xF = pL/p
max
L ) for various

√
s and it is

clear that there is no dependence on
√
s. A more recent result for π0 production at

√
s =

200 GeV and 500 GeV can be seen in 1.9. Where there is still no
√
s dependence. This

mystery has challenged our understanding of proton structure. One purposed mechanism

to explain the large AN seen in experiments is to add a parton transverse momentum to the
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initial PDF for a transversely polarized nucleon. These are called Transverse Momentum

Distributions (TMD).

Figure 1.8: TSSA for forward π± production at various
√
s [8].

1.4 Outline of this Dissertation

This dissertation has discussed the importance of polarized pp collisions and why

measuring the TSSA of π0’s are important. The rest of the work for this dissertation was

building, testing, commissioning, and running a brand new detector system that will allow

us to make much more precise measurements of the TSSA of π0’s than presented before.

It will begin with a description of the polarized beam facility at Brookhaven National Lab

(BNL). It will then describe the new detector system, how it works and its functionality.

Lastly, it will discuss the analysis of the π0 signal itself and present the results.
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Figure 1.9: TSSA for forward π0 production at various
√
s = 200 GeV and 500 GeV [5].
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Chapter 2

Experimental Setup

This work was performed at Brookhaven National Lab (BNL) using the Relativis-

tic Heavy Ion Collider (RHIC)[26] with the Solenoidal Tracker at RHIC (STAR) detector

system [4]. Specifically, the Forward Calorimeter System (FCS) system which is a part of

the larger STAR forward upgrade (fSTAR)[44][43]. The STAR forward upgrade consists of

the FCS and two tracking systems: a silicon strip design called the Forward Silicon Tracker

(FST)[18], and a gas chamber design known as small-strip Thin Gap Chamber (sTGC)

based on the ATLAS experiment [3]. The FST and sTGC trackers will not be discussed

as they were not used in this work. The FCS consists of an electromagnetic calorimeter

(Ecal), a Hadronic Calorimeter (Hcal) and a preshower detector (fPRE). This chapter will

discuss the RHIC collider, give a brief overview of the STAR detector system, and will end

with a description of the FCS subsystem.
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2.1 Relativistic Heavy Ion Collider

RHIC is located at BNL and it is currently the only polarized proton proton

collider in the world[36]. It is used to generate, maintain, and collide beams of polarized

protons used in this analysis. A schematic of RHIC can be found in Fig 2.1. The RHIC

collider consists of two polarized proton beams. The polarization of the beams needs to be

preserved as they are being accelerated by using Siberian Snakes and is further discussed in

Sec. 2.1.4. The polarization is measured using a hydrogen jet target (HJET) and a carbon

target (pC). These polarimeters are discussed more in 2.1.5. Figure 2.1 shows the RHIC

complex from above with the top of the diagram being North, with the northernmost point

of the circle referred to as the 12 o’clock position and is where the polarimeters are located;

The 6◦ clock position is where the STAR detector used in this analysis is located and is

discussed more in 2.2. The beam rotating counterclockwise is designated as the yellow beam

and the clockwise going beam is designated as the blue beam. The beam is generated from

a polarized hydrogen source (OPPIS) and then boosted through a LINAC more in 2.1.1.

The LINAC then leads to a booster which further accelerates the beams. The booster leads

to the Alternating Gradient Synchrotron (AGS) where there is partial Siberian Snakes to

maintain polarization and further accelerate the beams; the booster and AGS are discussed

more in 2.1.2. These beams are then passed into the RHIC rings themselves which contains

a pair of Siberian Snakes; its design, operation, and performance is described further in

2.1.3.
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Figure 2.1: This is a diagram showing the various components of RHIC and the relevant
components for the generating and maintaining the polarized beams. The protons start
about 95% polarized and accelerated in the LINAC. Then they are further accelerated in the
Booster and AGS. From the AGS the beams are moved to the RHIC rings and accelerated
to the final energy. One beam, designated blue, goes clockwise and the other, designated
yellow, goes counterclockwise. The Siberian Snakes are responsible are maintaining the
polarization throughout. There are two polarimeters, H↑ jet and pC, which are used to
measure the polarization [36].
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2.1.1 Polarized Proton Source (OPPIS), LINAC and Booster

To generate a polarized beam of protons RHIC utilizes a technique known as

Optically Pumped Polarized Ion Source (OPPIS). This system was constructed at TRIUMF

from the KEK OPPIS source. The goal was to provide 0.5 mA of H− ion current at 80%

polarization. In order to achieve a bunch intensity in RHIC of 2× 1011, the injection needs

to take into account for losses of the beam for transfer to the RHIC line and AGS. This

means a bunch intensity of 9× 1011 is initially injected into the LINAC. The polarized H−

ions are accelerated to 200 MeV in the LINAC and strip-injected and captured into a single

bunch in the AGS Booster. The booster will then accelerate the bunches to 1.5 GeV before

transferring the beam to the AGS [9] [49][50] [10].

2.1.2 Alternating Gradient Synchrotron (AGS)

The AGS accelerates the polarized protons to 25 GeV. It contains partial Siberian

snakes to preserve the polarization in the acceleration process. The snakes are placed

strategically to minimize the polarization losses without the need for full Siberian Snakes

[45] [9].

2.1.3 RHIC Design

The beams prepared from the LINAC to the AGS are transferred to the RHIC

rings. This process of injecting beams into RHIC is what is referred to as a ”fill”. It varies

from fill to fill whether the beams are injected first into yellow beam or the blue beam.

However, the procedure is usually to fill one beam and bring it to the collision energy and

inject the other beam. Note that this means both beams are polarized. After the beams are
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brought to collision energy a polarization measurement is taken with the pC polarimeter

and then they are steered into the Interaction Points (IP) located along the RHIC rings.

The IP’s are where the detectors are located. STAR is sitting at the IP located at the 6

o’clock position on the RHIC rings. In polarized pp collisions a fill lasts about 8 hours and

a polarization measurement with the pC polarimeters are taken every 4 hours and before

the beam is dumped. This constitutes one fill at RHIC [9].

2.1.4 Spin Dynamics and Siberian Snakes

A polarized proton beam will undergo precession of its spin as it is being accel-

erated. The equation for the decay of the polarization is governed by the Thomas-BMT

equation and is shown in eq. 2.1 [9][29].

d
−→
P

dt
= −

(
e

γm

)[
Gγ

−→
B⊥ + (1 +G)

−→
B ∥

]
×
−→
P (2.1)

The polarization vector
−→
P is expressed in the frame that moves with the particle.

G = 1.7928 is the anomalous magnetic moment of the proton and γ = E/m. Furthermore,

we can define a quantity called the spin tune νsp = Gγ. There are two main sources of

depolarizing resonances: imperfect resonances, and intrinsic resonances. The imperfect

resonances are coming from magnet errors and misalignments and resonance condition is

such that νsp = n where n is an integer. Intrinsic resonances occur when νsp = kP ± vy,

where k is an integer, and vy is the vertical betatron tune and P is the periodicity. At the

AGS, P = 12 and vy = 8.8 [9].
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It is in overcoming the effects of these depolarizing resonances that RHIC uses

Siberian Snakes [42] [21] [29]. The Siberian Snakes are a set of four superconducting helical

dipole magnets which will flip the direction of the spin of the beams in a helical path that

looks like a snake. Figure 2.2 shows this path. Constantly flipping the spin in this way

helps to get rid of the depolarization resonances because the spin tune νsp becomes 1/2

so the condition ∆vy ̸= 1/2 can no longer be met and spins would not decay. However,

the presence of strong depolarization resonances over many turns leads to the condition

∆vy =
νsp±k

n and are called the snake resonances, where n is the number of turns [9]. This

will cause the polarization of the beams to decay over time as you hit these resonances.

However by using the Siberian Snakes, over the lifetime of a fill, the polarization will hold.

Figure 2.2: This shows the path a polarized proton beam takes in the Siberian Snakes [9].
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2.1.5 Measuring the Polarization

The polarization is measured throughout the fill using two polarimeters: a hydro-

gen jet target (HJet) and a proton carbon target (pC) [33] [9]. The HJet is an absolute

polarimeter and takes a long time to measure the polarization. This means that these

measurements are taken consistently during the fill. The pC polarimeter takes much faster

measurements and measures the profile and lifetime and it also disturbs the beam and thus

data taking is halted when the pC makes a measurement. The pC measurement is done at

the beginning, middle, and end of a fill and together with the HJet measurement throughout

the fill the polarization percentage can be tracked. Fig 2.3 shows the average polarization

measurement of the blue and yellow beams over the lifetime of RHIC.

The polarimeters utilize the same TSSA calculation described in section 1.3.3 to

measure the beam polarization. The pC polarimeters use a silicon strip setup surrounding

a carbon target to count the number of particles scattered left and right of the beams [33].

The HJet polarimeters also utilize an array of silicon detectors placed to the left and right

of the beams [35]. Both systems will count the recoil protons to measure AN and from there

extract the polarization.

2.2 STAR Detector

The STAR detector is located at the 6 o’clock position on the RHIC ring. It stands

for Solenoidal Tracker At RHIC and is named mostly for the Time Projection Chamber

(TPC) [11] that was at the time of the starting of RHIC a brand new way to get 3-D particle
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Figure 2.3: Polarization and luminosity measurements for RHIC polarized pp running over
the years [2].
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tracking information. Over the years several more detector systems have been added around

the TPC to complement the STAR detector. The TPC covers a pseudorapidity (defined in

eq. 2.2, where θ is the polar angle) of −1.0 ≤ η ≤ 1.0. The detectors used in this analysis

does not include the TPC as this analysis is focused on measuring π0’s in −2.5 ≤ η ≤ 4.0,

however since the TPC was built around the collision center it helps to know it as a point

of reference. The detectors in this region that were used in this analysis include the Beam

Beam Counter (BBC) [48], Vertex Position Detector (VPD) [32], Event Plane Detector

(EPD) [7], and the Forward Calorimeter System (FCS) [43]. Figure 2.4 shows the relevant

STAR detectors and location of where the FCS will go in relation to the rest of STAR.

η = −ln
(
tan

θ

2

)
(2.2)

The BBC, VPD, and EPD are fast trigger detectors on both sides of the TPC

and are used for vertex position determination in this analysis, their details can be found

in 2.2.1. The FCS consists of a scintillator hodoscope preshower (fPre), an electromagnetic

calorimeter (Ecal), and a hadronic calorimeter (Hcal), the details of which are discussed

in 2.2.2. The FCS was part of a larger forward upgrade to STAR which consists of silicon

strip sensors, and small-strip thin gap chambers for tracking. However, since they were not

used in this analysis and they will not be discussed.
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Figure 2.4: Top down view of STAR detector showing the TPC, BBC, and VPD as well
the RHIC beam directions and location of FCS.

2.2.1 Global Detectors

• The Beam-Beam Counter (BBC) is a scintillator hodoscope that consists of hexagonal

tiles which covered a region 3 ≤ |η| ≤ 5 in Run-22 1. It used PMTs for readout. They

were located at ± 200 cm of the STAR main collision point [48].

• The Vertex Position Detector (VPD) is a PMT based scintillator counter detector

located further out in STAR. It covers a pseudorapidity range 4.24 ≤ |η| ≤ 5.1 [32].

• The Event Plane Detector (EPD) is a scintillator hodoscope with SiPM readout. It

is located near the BBC [7]. More details on this will be covered in section 2.2.2.3 as

it was also integrated into the FCS as a preshower detector.

1After the EPD was installed in Run 19 the coverage of the BBC shrank as its outer tiles were replaced
by the EPD
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2.2.2 Forward Calorimeter System

The FCS consists of a scintillator hodoscope preshower detector (fPre – discussed

in section 2.2.2.3), an electromagnetic calorimeter (Ecal – discussed in section 2.2.2.1), and

a hadronic calorimeter (Hcal – discussed in section 2.2.2.2).

2.2.2.1 FCS Electromagnetic Calorimter (Ecal)

An electromagnetic calorimeter is designed to ensure that photons, electrons, and

positrons deposit all or most of their energy by inducing what are called electromagnetic

showers. Electromagnetic showers induced by these particles have very similar characteris-

tics and so are oftentimes called electromagnetic particles. In fact, it is this kind of similarity

that makes them hard to distinguish in an electromagnetic calorimeter.

The electromagnetic calorimeter in the FCS is the repurposed PHENIX lead (Pb)

scintilator (Sc) sampling (Shashlyk) calorimeter [13]. The FCS Ecal can be seen Fig 2.5. It

is located about 7 m away from the main STAR IP. A single tower module consists of 66

layers of PbSc pairings where the Pb has a thickness of 0.015 cm and the Sc a thickness of 0.4

cm making up for a total length of about 31 cm or 18 radiation lengths (X0 ). Additionally,

each tower has a transverse size of 5.25 cm by 5.25 cm. WaveLenghth Shifting (WLS)

fibers are embedded into the layers of a tower and are used for light collection; they are

of type BCF-99-29a and 0.1 cm in diameter. The PHENIX design used a PhotoMultiplier

Tube (PMT) readout so the design had to be modified to use a Silicon Photomultiplier

(SiPM) readout because they are insensitive to magnetic fields made relevant by the fact

that the FCS is placed near one of the RHIC magnets, use low voltage which simplifies
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operation, somewhat ”radiation hard”, and as technology improves cheaper than PMTs;

for these reasons the design was chosen to be modified to use SiPMs. The modification was

accomplished by gluing small rectangular acrylic light guides to the bundled WLS fibers

for each tower. Four SiPMs (type Hamamtsu S12572-015P) and a thermistor to keep track

of temperature of SiPMs are attached to a printed circuit board (PCB) and glued to each

light guide. The signal from one a single tower from these four SiPMs are also referred to

as a channel and towers and channels are used interchangeably in this document. There

are 1496 channels in total.

The towers are further organized into supersectors where one supersector is a 2 by

2 grouping of towers; one supersector can be seen in Fig 2.6. Each supersector has a Front

End Electronics (FEE) board attached to the SiPMs using pogo pins on the front side of

the tower (facing towards the STAR interaction point). This results in each FEE processing

signals from 4 towers. The signal from each FEE is routed to a DEP board which handles

digitization and triggering. This process is discussed in more detail in 3.2.

The Ecal is placed on the West platform at STAR which is also the blue beam

going direction. The platform and thus the detector is separated into two halves, one on

each side of the beam pipe; note that this means that the region above and below the beam

pipe is not covered however the asymmetry is expected to be zero in this region. One half is

designated North and the other designated South; the designation chosen because it is where

the detectors are located in accordance with the 4 cardinal directions. The designation of

West platform is used for the same reason. The two halves are tilted at an angle of 1.73◦

with respect to the beam direction; this was done to make them face the interaction point
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at the center of STAR more directly. There are 34 rows and 22 columns of towers in each

half. They are placed on movable rails on the platform so that it can be moved to access

its components for maintenance reasons.

In addition a Light Emitting Diode (LED) system was installed on the back side

of each half of the Ecal, which can be seen in 2.7. The LEDs were placed on PCBs (as

shown in 2.8) and distributed at regular intervals on the back side of the Ecal. A tower by

tower LED system was not needed because the LEDs were shone on an aluminum backing

which would reflect and disperse the light evenly to all the loops of WLS fibers at the back

of the towers. The LEDs are blue MULTICOMP OVL-5523 LEDs. The LED system was

used to test the integrity of the system. In addition, the LEDs are used to check the gain of

the channels over time as well as determine the performance of the channels. If a channel

is not behaving as expected it is easily seen in the LED data. The LED data is typically

taken once a day. In addition to LED data, the FEE boards can read the current in the

SiPMs. The current is monitored to understand the channel health as well as used to adjust

the gains to compensate for radiation damage.

2.2.2.2 FCS Hadronic Calorimeter (Hcal)

A hadronic calorimeter works on the same principle as an electromagnetic calorime-

ter in that it induces electromagnetic showers but because its purpose is to make hadrons

shower, the shower development works differently. In order for a shower to develop the

hadron needs to have a nuclear interaction with the calorimeter material. This nuclear
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Figure 2.5: A picture of the front view of the FCS Ecal.
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(a) Front View (b) Side View

Figure 2.6: An image of a super sector in the Ecal (2x2 grouping of towers).

interaction will then create the photons needed for an electromagnetic shower to occur. For

this reason hadronic calorimeters are typically denser and longer than electromagnetic ones

because it takes nuclear interactions to stop hadrons, which given the size of nuclei requires

lots of dense material where atomic nuclei are much closer together.

The Hcal is also a sampling calorimeter placed downstream (i.e. behind) from the

Ecal. It is also made up of towers that consist of steel (Fe – symbol for iron but used to

represent steel) and scintillator (Sc) plates. There are 36 pairings of FeSc. The transverse

size of Fe and Sc plates are 10 cm by 10 cm. Note that this means one Hcal tower covers

roughly one supersector of the Ecal and chosen by design since showers in the Hcal will

cover more area than in the Ecal. The steel plates are 2 cm thick and the scintillators are

0.3 cm thick. Additionally there is an air gap of 0.34 cm between the Sc and Fe absorber.

This results in a total length of about 84.2 cm or 4.5 hadronic interaction lengths (λ). There

are a total of 520 channels split into a North half and a South half – like the Ecal – and
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Figure 2.7: An image of the backside of the Ecal showing the LED system.
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Figure 2.8: An image of the Ecal LED board.
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angled in the same way so that it is parallel to the back of the Ecal. Each half consists of

20 rows and 13 columns of towers so 260 channels per half.

The Sc tiles were painted on the top and bottom edges with white diffusive paint

and polished on the other two edges. The light from the scintillation tiles for a single tower

was collected by tapered 0.29 cm thick WLS bar (EJ-280). It was placed along the length

of the tower with a small air gap between the Sc plates and itself. One end of the WLS

bar is tapered to better concentrate light on the SiPMs, because there was no space for an

additional light guide and to help with uniformity of light collection along the tower. The

other end of the WLS bar was painted with white diffusive paint to prevent light leakage. A

graduated reflector made of Tyvek is placed between subsequent towers and acts as both an

optical and physical separator between them; additionally it helped to improve uniformity

of light collection along the tile. The light from the WLS bar was collected by gluing a PCB,

containing six SiPMs (same ones as Ecal) and a thermistor, onto the WLS bar. Additionally

the PCBs have a short cable (∼3 cm) that is used to attach the PCB to the FEE board. A

single FEE board was connected to two PCBs; i.e. two towers. The design of the Hcal FEE

boards are identical to the Ecal ones except for this difference between number of channels.

Hcal also had an LED system in place like the Ecal and was used in the same

manner and for the same reasons.

2.2.2.3 FCS Preshower (fPre)

A preshower detector is intended to register signals for particles before they begin

to generate electromagnetic showers. The preshower is a scintillator hodoscope. A ho-

doscope is a detector that is used to get charged particle position information. Scintillators
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are ideal for this scenario as they produce scintillation light when charged particles pass

through it. Note that this means neutral particles e.g. photons don’t produce scintillation

light. For this reason, preshowers are installed to distinguish the charged particle show-

ers from neutral particle showers in the electromagnetic calorimeter. The process by which

charged particles deposit this energy is called ionization and this energy loss mechanism has

a minimum. Particles that exhibit this minimum energy loss are called Minimum Ionizing

Particles (MIP)s. MIPs can also occur in the Ecal and Hcal if the charged particle does not

shower. The MIP is a fixed amount of energy loss by any charged particle and is determined

by the detector material only. The fixed energy loss generates a very specific amount of light

by the scintillator material. This results in a peak in the signal distribution above the noise

level. This MIP peak position above the noise is determined by the gain in the electronics.

Therefore the more charged particles that pass through the scintillator the greater the light

output and therefore the greater the signal. See Fig 2.11. Since the energy deposition of

MIPs are so consistent they will form multiple peaks at distances equal to the gain. In

the EPD a quantity called ”nMIP” signifies the energy loss of a ”n” particles, meaning if

nMIP = 1 a single MIP energy deposition happened i.e. one particle; nMIP = 2 means

two particles, etc. An nMIP near zero signifies noise.

Sampling calorimeters – like the Ecal and Hcal – work will use this principle; so

EM showers, initiated by the absorber plates, will generate many charged particles. The

higher the energy of the particle showering the more charged particles and therefore more

light. However, because not all light is captured by the scintillators sampling calorimeters

have a sampling fraction to compensate for this energy loss to light yield output. This
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scintillation light can be collected using photodetectors. Typical photodetectors in particle

physics today are PhotoMultiplier Tubes (PMT) or Silicon Photomultipliers (SiPM).

The preshower used in the FCS system is the EPD detector refitted with new

electronics to split the SiPM signal from the EPD. However, since the FCS is on the West

platform only the West EPD was used. The overall EPD geometry can be seen in 2.9 and

this is on both the East and West sides of STAR. The EPD is broken up into supersectors

that contain 15 tiles each and can be seen in 2.10. The supersectors contain a bundle of

fiber optic cables to carry the light from the tiles to a light tight box with SiPMs and FEEs.

This was done to reduce the radiation damage to the SiPMs. It is the output of this box

that was redirected to the FCS DEP system.

In addition, because the Ecal and Hcal do not cover above and below the beam

pipe, these corresponding EPD supersectors were excluded from the signal; for more details

see 2.2.2.1 and 2.2.2.2. This splitter was necessary to match the rest of the electronics

system of the Ecal and Hcal, which differed from the existing EPD electronics; for more

details on the electronics of the FCS see 2.2.3.

2.2.3 FCS Electronics

A whole new electronics scheme was developed to collect, store, and analyze the

signals from the FCS detectors. The following sections explain this scheme from the source

of the signal (the SiPMs) to the data collection, analysis, and trigger modules (DEP boards).
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Figure 2.9: A diagram showing the full EPD detector on one side of STAR. It is a scintillator
hodoscope utilizing SiPM readout [7].

2.2.3.1 Signal from SiPM

SiPMs are becoming more common in nuclear physics today because of their low

voltage, low cost (compared to PMTs), and size, as well as their imperviousness to magnetic

fields; which is important as the FCS system was in close proximity to stray magnetic

fields from RHIC and STAR magnets. They do however suffer from radiation damage. A

PMT operates using the same principle behind the photoelectric effect. Light emitted from

the calorimeter material will hit a photosensitive material on the front of a PMT which

releases an electron. The electron is pulled towards a high voltage plate (dynode) and

upon contact will release more electrons which will be pulled by the next dynode. After

many dynodes the single electron signal is amplified and read out the back of the PMT. In

order to accelerate the electrons to sufficient speeds to create these cascades a PMT needs
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Figure 2.10: A diagram showing one supersector of the EPD detector. It contains 15
scintillator tiles whose light output is carried out with a single fiber optic cable.[7].
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Figure 2.11: A histogram showing the pedestal and MIP peak from some data. The pedestal
is the peak located at 1700 ADC and the MIP peak is located at 2150 ADC. The separation
between the MIP peak and pedestal is the gain.
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to operate at hundreds of Volts. The operating principle of the SiPM is slightly different

but understanding the PMT mechanism is useful in understanding the goal and working

principle of a SiPM.

The SiPM also works via a cascade of electrons utilizing an effect similar to the

photoelectric effect. In this case, when a photon strikes the semi-conductor material, the

electrons are excited from the valence band to the conduction band of a semi-conductor

material, causing a similar avalanche. The resulting avalanche is results in a measurable

current in the device.

To understand how this works we start with a discussion of diodes because a SiPM

when no light is present acts like a diode as can be seen in the fig. 2.12. Semi-conductor

diodes are made by combining P-type semiconductors with N-type semiconductors. The P-

type and N-type semiconductors have different Fermi levels based on their manufacturing.

The combination of the P- and N-type semiconductors, at equilibrium, is such that there is

no exchange of electron-hole pairs in the material (i.e. no current flow). This means that

the Fermi level is situated at a constant level between the Fermi levels of the P- and N-type

semiconductors, furthermore this creates a step in the energy band of the resulting material.

Applying a voltage on this PN junction such that the positive terminal is connected to the

P-type material (negative terminal on N-type) allows current to flow by reducing the energy

required for holes to flow from the P-type to the N-type (electrons to flow from the N-type

to the P-type). This is called forward bias. Reverse bias is the opposite of this when

the negative terminal is connected to the P-type semiconductor. In this case the energy

required for holes to flow is increased thus preventing current from flowing. This behavior
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only works within a set voltage range because at some point the voltage applied (either

forward or reverse bias) becomes so great that the PN junction breaks down and current

flows anyway. In forward bias, this is positive current; in reverse bias this is negative current.

This behavior can be seen in fig. 2.12 where the middle region is the normal functioning of

a diode and as the voltage becomes too great (at either end) current begins to flow and the

diode breaks down [46] [31].

The SiPM voltage is set to operate in the forward region where current is expected

to be small. The minimum voltage at which current flows is called the breakdown voltage

(VBD). In this way when the photon strikes the SiPM it causes the formation of electron

hole pairs allowing current to flow; just like a switch closing as shown in fig. 2.13, this

device is also called an avalanche photodiode (APD). A SiPM is made up of many APDs

as is shown in fig. 2.14 which form the ”microcells”. Once the photon hits the SiPM the

current has a distinct response as shown in fig. 2.15. It is this current which is processed

and shaped by front end electronics attached to the SiPM [37].

The SiPMs on the FCS are attached to the PCBs which we call the SiPM board.

These SiPM boards also contain a thermistor for reading the temperature. In the case of

the Ecal there are 4 SiPMs per board and they are arranged in a 2x2 pattern to capture as

much of the light as possible and to match the shape of the light guides. The Hcal SiPM

boards also have a thermistor and 6 SiPMs per board to maximize the amount of light

captured. These boards can be seen in 2.16 for the Ecal and 2.17. The SiPM boards for

the preshower are the same ones as used for the EPD and are described in this paper [7].
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2.2.3.2 Front End Electronics (FEE)

The Front End Electronics (FEE) boards are next in line for the signal collection.

The FEE boards are responsible for setting the bias voltage on the SiPMs, reading the

current and voltage from the SiPM boards, and shaping the signal from the SiPM to fit

inside of the time window for a RHIC beam crossing.

Signal processing on the FEE boards consists of a 16 Ω load resistor, a passive

pulse shaper, a programmable (CMOS-switched) attenuator for gain control, and a 50 Ω

input amplifier, shaper, and cable driver circuit. The signal from the FEE board is carried

with differential pair cables to match the interface of the DEP boards. This design saves a

lot of cable tray space and makes installation and maintenance efforts much easier.

The programmable gain control in the FCS FEE boards are a feature to relate

precisely the normal operating gain of the readout (with full scale 180 GeV) to an ap-

proximately 5× higher gain that suffices to measure the response to vertical cosmic rays

in the installed detector for calibration purposes. It is expected to provide less than 1%

uncertainty on relative gain, after calibration.

The SiPM bias voltage is regulated independently on each channel using an on-

board precision regulator with a 14-bit control Digital to Analog Converter (DAC) that

has a voltage range of 0 to 70 V. The regulator sharply limits current to about 800 µA to

protect the SiPMs, but below the current limit the output impedance is less than 150 Ω

over all relevant frequencies. The noise of the regulated bias voltage is less than 1 mV.

Temperature compensation is provided for each channel, based on that channel’s

thermistor on the SiPM board; the temperature compensation slope is set in common for
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all channels by a 12-bit DAC with a range of 0 to 66 mV/◦C. The bias voltage regulator

works from an external 80 V input that does not require precision regulation.

The current to each SiPM board is monitored and multiplexed to a 16-bit ADC,

with a range of 0 to 410 µA (in the HCAL, 0 to 614 µA). Without calibration, the absolute

accuracy of the bias voltage and current monitor are each 1-2%. This was calibrated in a

production test so that it could be used in online controls and monitoring in the FCS.

The design for the Ecal and Hcal FEE boards are identical except for two main

features. One is that the Ecal FEE boards attach to 4 towers in a 2x2 pattern and use

spring-loaded contact pogo pins to attach to the SiPM board. The Hcal FEE board is a

two-tower board and connects to its pair of SiPMs by short (∼3 cm) cables. The second is

that the gain is set slightly differently between the two boards. The Ecal FEE board can

be seen in fig. 2.16 and the Hcal FEE board is shown in fig. 2.18. The FEE boards for the

preshower are the same ones as used for the EPD and are described in this paper [7].

The slow controls interface to the FEE board utilizes I2C, an industry standard,

though one which is usually deployed only within a single board or box. It’s feasibility

at large scale was tested in the 2017 ECAL FEE board and proven to work in the EPD.

This design allows 16 FEE boards to share a common control bus, which is just another

PCB (see fig. 2.19), using an addressable bridge chip on the FEE. The controls master is

integrated into the DEP board, and the connections are made using the same cables that

were already needed for signals to the DEP and to power the FEE board. The master

interface on the DEP is opto-isolated to avoid problems from electromagnetic interference

or ground voltage differences. Each FEE board has a serial number chip which can be
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read and used for calibration lookup, although it is not used for addressing; such ”1-wire”

controls proved to be too slow.

This signal from the FEE board can be seen in fig. 2.22. It is a plot of the response

vs. time (ns) from a SiPM using LED pulses. The signal is about 100 ns wide and follows

a Gaussian distribution with a distinct tail. The tail is an artifact of the electronics and is

not part of the light signal output; integrating this tail will alter the measured energy of

the particle. It is one of the sources that need to be eliminated when computing the energy.

This signal is time integrated and analyzed by the DEP boards and will lose some of the

fine structure due to the sampling of the DEP boards (discussed in section 2.2.4) but the

tail will remain and needs to be corrected for when looking at the digitized data from the

DEP boards. The next step in the chain.

2.2.4 Detector Electronics Platform (DEP) boards

The Detector Electronics Platform (DEP) board (or DEP32ADC) is a custom

multi-channel waveform digitizer designed by the STAR electronics group at BNL in 2019.

It’s purpose was to provide a reliable multi-channel fast digitizer for calorimeters used in

nuclear particle experiments. It’s purpose was to replace the VME style crates (commonly

used at STAR) to have similar features and be expandable like NIM and CAMAC standards.

The FCS marks the first use of such boards at STAR as they were a part of the fSTAR

upgrade.

The crate for the DEP boards has a custom backplane with a form factor of 7 rack

units (RU) with a PCIe connector and supports 20 DEP boards. The DEP boards are 6 RU

high and 220 mm wide and contain digitizers for up to 32 channels. Thus each crate can
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Table 2.1: Table detailing the properties of the DEP boards.

Parameter Value Comments

ADC 12 bit Sampling ADC AD9637, 8 channel

Input Range 0-1.8 V peak-peak full range

Bandwidth 40 MHz

Sampling Rate 80 MS/s

Dynamic Range 72 dB

Conversion Non-linearity <1 least significant bit covers full conversion range

Signal to Noise Ratio >80 dB signal to noise with low pass
filter

Input vs. Output Non-
Linearity Gain

<0.1%

Form Factor 6 RU x 220 mm

handle a total of 640 channels. Figure 2.20 shows some DEP boards installed in the crate.

The DEP input requires differential signaling, which was used to reduce the cable bulk and

mitigate ground referenced noise. More details about the DEP boards can be seen in table

2.1 and a functional block diagram that outlines the signal path can be seen in fig. 2.21.

The DEP boards versatility allow them to be used for digitization and triggering by taking

the output of one DEP board and connecting it to the input of another.

One important aspect of the DEP board in table 2.1 is that it is an 8 channel

digitizer. This means that the input signal is digitized into 8 ADC values over one clock

tick (one clock tick at RHIC is 127 ns). These 8 samples in time (timebin (tb)) make it

possible to more effectively reconstruct the energy by disentangling effects coming from

overlapping signals earlier and later in time than the triggered RHIC crossing. This is

discussed more in appendix A.

An actual sample LED signal from the whole detector system is shown fig. 2.23.

The LED data is taken such that the tb for the pulse resides at approximately 211. In
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physics data, the tb that corresponds to the triggered crossing resides at 50 during normal

data taking. However, in real physics data, the DEP boards will ultimately keep information

from 0-100 tb. This is what allows us to disentangle the effect of the tail on the energy

calculation in post-processing of the data. All data recorded is pedestal subtracted. The

details of how the tail is excluded from the energy calculations is discussed in appendix A.
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Figure 2.12: A plot showing the characteristic IV regions of a diode as well as a circuit
diagram showing a diode as a circuit element how the IV curve is measured. When no light
hits the SiPM it acts like a diode. [1]
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Figure 2.13: A schematic showing the circuit diagram of a SiPM. The APD and microcell
components of the circuit are shown. When a photon strikes the SiPM surface the switch
closes this creates an avalanche of electrons thus current begins to flow [37].

Figure 2.14: A diagram showing the internal components of a SiPM and the PN junctions
therein from the top and side. Also shown is how they translate to the APD sites and diode
functionality [37].

Figure 2.15: A schematic showing how the response of the circuit correlates to the current
generated from a single microcell over time. It begins with a large spike followed by an
exponential decay [37].
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(a) A picture of the SiPM board attached
to the FCS Ecal light guides. Each light
guide has 4 SiPMs.

(b) Top view showing how SiPM board
connects to FEE card with pogo pins.

Figure 2.16: Various views of the FCS Ecal SiPM boards.

50



(a) Front View (b) Side View

Figure 2.17: A picture of the SiPM board for the FCS Hcal with SiPMs attached. There
are 6 SiPMs and a thermistor on the board. You can also see the short cable that will be
used to attach it to the FEE board.
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Figure 2.18: A picture of the FCS Hcal FEE board. Image Courtesy of Akio Ogawa
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Figure 2.19: A picture of the PCB board that gathers the signals from up to 16 FEE boards
using I2C cables which are then directed to the DEP boards using similar cables.
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Figure 2.20: A picture of two DEP boards installed in a crate showing its various compo-
nents. Image Courtesy of Tim Camarada
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Figure 2.21: A block diagram showing the functional components of an FCS DEP board.
Image Courtesy of Tim Camarada

(a) Signal from LED data (b) Zoomed in to show tail region

Figure 2.22: A plot of the response vs. time from a FEE board using LED pulses to
generate the signal on the SiPM. The signal is about 100 ns wide with a distinct tail. After
digitization the sharp valley will be integrated over but the overall feature of the tail will
remain. The tail is an artifact of the electronics and is not part of the light signal output
(thus the energy of the particle) it is one of the sources that need to be eliminated when
computing the energy.
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Figure 2.23: A plot of the ADC vs. tb from the DEP boards for many different LED events
for four different Ecal channels. The important thing to notice is that the width and shape
is consistent between events and channels. They are about 8 tb wide. The baseline varies
due to differences in electronics for this test setup.

56



Chapter 3

Dataset and Quality Assurance

This work was performed using the STAR detector at RHIC. The data was taken in

2021 and 2022 otherwise known as RHIC Run-22. This chapter will discuss the performance

of RHIC. The trigger logic and data collection. The reconstruction algorithm.

3.1 RHIC Performance in Run 22

RHIC collided transversely polarized proton beams at
√
s = 510 GeV during the

years of 2021-2022 and designated as RHIC run 22. The total delivered luminosity was

807 pb−1 with an average polarization of 50% [2]. Figure 2.3 shows the RHIC delivered

luminosity along with the average polarization over RHIC’s operational period. The per-

formance of Run 22 was similar to Run 17 (the last time RHIC ran transversely polarized

protons at
√
s = 510 GeV) in terms of luminosity but the polarization was slightly lower due

to an issue with the AGS primary motor generators and two failed helical dipole magnets

(Siberian Snakes) [39]. The RHIC operation team was able to readjust the Siberian Snakes
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in order to restore their functionality to some extent. However, this issue led to an overall

lower polarization than in previous years.

3.2 FCS Trigger

The FCS trigger logic was handled by the DEP boards in four stages, i.e. each

stage is handled by a different DEP board. The zeroth and first stage is the lowest level

and deals with the raw information coming from the detector. The second stage applies

some rudimentary cuts on the data from the first stage. The last stage has the highest level

logic combining the information from the second stage triggers to create a high level trigger.

The following will describe how all triggers in the FCS work however this work only used a

trigger that fired on electromagnetic particles.

3.2.1 Trigger Stage 0

The stage 0 trigger algorithm is responsible for generating the adc sum and using

the gain to compute ET , so that the trigger thresholds are on ET , for each tower of the Ecal

(Hcal) that is connected to a single DEP board. A single DEP board has 32 channels and

is able to digitize the signal for each channel into a 12 bit ADC for 8 timebins (counting

starts at 0) in a single clock cycle (RHIC clock ticks every 107 ns so 13.5 ns per tb). The

algorithm begins by summing the ADC from the 8 timebins and subtracting the pedestal.

If the sum is less than zero then it gets set to zero. Next, it will multiply by the ET gain,

which is 10 bits with 4.6 fixed point. The ET gain is 1 near the beam and 6 for the far right

corner so removing the lower 6 bits is to remove the decimal point so that the ET ’s GeV/ch
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does not change near the beam. This helps to reduce the overall data volume. Finally it will

do a rudimentary peak finding where it checks if there is a rising edge and then checking

for falling edge after the rise. If the peak condition passes and if the gain corrected ADC

sum is larger than zero, then it will truncate the last 6 bits of this sum and send this gain

corrected ADC sum (which is now 19 bits) to the stage 1 DEP board.

This process of bit manipulation helps to reduce the data volume and doesn’t

effect the overall performance of the trigger logic as these lower bits only provide increased

precision and won’t effect the trigger decision noticeably.

The data collected, however, will be the raw tb and pedestal subtracted ADC

values.

3.2.2 Trigger Stage 1

The stage 1 trigger algorithm will now take the 32 ch gain corrected ADC sum

(19 bit) and make 8 sums such that each sum corresponds to a 2x2 arrangement (array) of

towers in the Ecal (Hcal). In order to compensate and reduce this extra data volume the

top 6 bits and lower 7 bits of this sum are cut off to make the final sum of the 2x2 array

into an 8 bit number. These eight 8 bit numbers are sent to the stage 2 algorithm. The

fPRE does not have such an arrangement of 2x2 arrays and thus this stage 1 grouping is

not relevant. The fPRE threshold (FCS PHTTHR) determines whether an fPRE hit will

be true or false in the hit pattern bit vector. This 31 bit vector of the hit pattern will go

to the stage 2 algorithm. There are 31 bits because there are 31 channels in a supersector

of the EPD.
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3.2.3 Trigger Stage 2

The stage 2 algorithm will take the 64 bit sums from each DEP board in stage 1

where there are 24 DEPs for Ecal and 9 DEPs for Hcal. This is combined with the 31 bit

hit information from the fPRE to make the first set of physics level triggers. All DEP sums

described at this stage have both a ”North” (N) and ”South” (S) counterpart to account

for the different halves of the detector. However, before any logic is applied, it computes

several quantities first. One of these is to combine the 64 bit sums of the 2x2 array into

overlapping 4x4 sums for both Ecal (Ecal4x4) and Hcal (Hcal4x4). Overlapping in this

way means that if there are 4 2x2 sums then you get 3 4x4 sums. Figure 3.1. This overlap

is done to account for cases where the energy of an electromagnetic shower is split between

two different 2x2 array of towers. It also computes the overall sum of the Ecal and Hcal 4x4

Sum4x4 = Ecal4x4+Hcal4x4. The Sum4x4 is computed from the geometrically matched

Ecal4x4 and Hcal4x4 using bit tables to speed up computation. There is an additional bit

mapping of fPRE channels to Ecal4x4 to geometrically match the Ecal sum to the fPRE

hit data. Using these quantities we can describe the logic of the FCS stage 2 triggers.

There were initially 3 ”fcsEM” triggers that are aimed at triggering on any elec-

tromagnetic shower; these are fcsEM0, fcsEM1, fcsEM2 where increasing numbers mean

increasing thresholds. Later in Run 22 a fourth fcsEM3 trigger was added. These thresholds

are shown in table 3.1. In the table the digital value to ET conversion is 1 ≈ 0.0316 GeV .

The values in parenthesis indicate a change in the trigger threshold during Run 22 start-

ing after and including run number 23027049. ET values are close approximates. The

fcsEM trigger logic is as follows (Ecal4x4 > Hcal4x4 ∗ FCS EM -HERATIO-THR) ∧
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(Sum4x4 > FCS EMTHR0/1/2/3). The FCS EM-HERATIO-THR is a digital value

that represents a fraction of the Hcal4x4. This ensures that most of the energy is deposited

in the Ecal and that the energy is above some minimum value given in table 3.1.

There are 3 ”fcsELE” triggers whose aim is to combine the fcsEM triggers and

the fPRE hit pattern to select electron electromagnetic showers over photon ones; these

are ”fcsELE1, fcsELE2, fcsELE3” where increasing numbers once again mean increasing

thresholds which can be seen in table 3.1. The fcsELE trigger has the same logic as the

fcsEM trigger but uses different thresholds for the Sum4x4 and is the numbers shown in

table 3.1.

There are 3 ”fcsHAD” triggers that is used to trigger on hadrons and are num-

bered from fcsHAD0, fcsHAD1, fcsHAD2 where increasing numbers again mean increasing

thresholds and are given in table 3.1. The fcsHAD trigger logic is similar to the fcsEM one

except to select on more energy in the Hcal. The fcsHAD logic is: (Ecal4x4 < Hcal4x4 ∗

FCS HAD-HERATIO-THR ∧ Sum4x4 > FCS HADTHR0/1/2. The FCS HAD-HERATIO-

THR is, once again, a digital value that represents a fraction of the Hcal4x4 and ensures

that most of the energy was deposited in the Hcal.

A series of jet patch (JP) triggers also exist in order to trigger on jets. Jets, in

general, cover a much wider area than a simple 4x4 region of the Ecal or Hcal. To form the

JP regions we start with the Ecal and Hcal 4x4 regions because that is the information we

will have from the DEP boards. These 4x4 regions are then split into 5 semi-overlapping

regions: A, B, C, D, E and can be seen in . The regions are chosen such that A is a

central one, B and C are symmetric with respect to the top and bottom and share the same
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threshold, D and E also have a top and bottom symmetry (but offset from B/C) and use

the same threshold. The thresholds can be seen in table 3.1.

Lastly, there are Ecal and Hcal cosmic triggers (also used in debugging) that fire

on the Ecal total energy (ETOT) or the Hcal total energy (HTOT). There is also a high

tower trigger for both the Ecal (EHT) and Hcal (HHT) which are also used for debugging.

These thresholds are shown in table 3.1.

Certain stage 2 triggers form the final physics level triggers. However, these stage

2 triggers can be combined to form higher level triggers. The various triggers discussed here

are used to form bit vectors which are then sent to another DEP board which will be the

basis of the stage 3 triggers.

Figure 3.1: A diagram showing the overlapping 2x2 and 4x4 regions in the Ecal and Hcal.
The black lines indicate odd numbered rows and columns and are labeled. The cyan ones
are the even numbered ones and unlabeled.

62



Table 3.1: Table of FCS trigger threshold names and values with prefix ”FCS ” removed.

Threshold Name Digital

Value

Physics

ET

Description

PHTTHR 200(250) - fPRE hit threshold

EM-HERATIO-

THR

32 - Hcal to Ecal energy ratio (32 = 0.25)

HAD-HERATIO-

THR

32 - Hcal to Ecal energy ratio (32 = 0.25)

EMTHR2 160 5 GeV EM particle (γ,e±) high

EMTHR1 112 3.5 GeV EM particle (γ,e±) mid

EMTHR0 64 2 GeV EM particle (γ,e±) low

ELETHR2 40(32) 1.1 GeV e± high

ELETHR1 32(25) 0.9 GeV e± mid

ELETHR0 25 0.8 GeV e± low

HADTHR2 192 6 GeV Hadron (h±) high

HADTHR1 128 4 GeV Hadron (h±) mid

HADTHR0 64 2 GeV Hadron (h±) low

JPATHR2 254 8.0 GeV JP region A High

JPATHR1 192 6.0 GeV JP region B Mid

JPATHR0 128 4.0 GeV JP region A Low

JPBCTHR2 254 8.0 GeV JP regions B & C High
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JPBCTHR1 192 6.0 GeV JP regions B & C Mid

JPBCTHR0 128 4.0 GeV JP regions B & C Low

JPBCTHRD 160 5.0 GeV JP regions B & C asymmetry

JPDETHR2 254 8.0 GeV JP regions D & E High

JPDETHR1 192 6.0 GeV JP regions D & E Mid

JPDETHR0 128 4.0 GeV JP regions D & E Low

JPDETHRD 160 5.0 GeV JP regions D & E for asymmetry

EHTTHR 32 - High tower Ecal (Debug)

HHTTHR 32 - High tower Hcal (Debug)

ETOTTHR 50 - Total Ecal energy (Debug)

HTOTTHR 50 - Total Hcal energy (Debug)
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3.2.4 Trigger Stage 3

The stage 3 triggers are formed using logical combinations from stage 2. The bit

vectors from stage 2 are sent from both N and S to a single DEP board which will perform

the logical operations that give the final set of high level triggers. The high level triggers

in Run 22 were aimed at measuring jets, and the Drell-Yan (DY) process. The final list of

physics triggers and their logic can be seen in table 3.2. The prefix ”fcs” has been removed

for readability. There were two more triggers not listed in the table: the ”upcJpsiNS”

and the ”upcJpsiSN” as they are not a part of the data stream analyzed. Also, not listed

are the ”fcsEM0 tpc”, ”fcsEM1 tpc”, ”fcsEM2 tpc”, and the ”fcsEM3 tpc” as they had the

exact same logic as the corresponding fcsEM0/1/2/3 triggers except there was an additional

requirement that the TPC be live.

Table 3.2: List of FCS physics level triggers and their logic from stage 2 to stage 3.

Name Logic Physics/Description

JP2 ∀JP-N ∨ ∀JP-S Highest threshold jets

JPA1 JPA1-N ∨ JPA1-S Mid threshold JP-A

JPA0 JPA0-N ∨ JPA0-S Low threshold JP-A

JPBC1 JPBC1-N ∨ JPBC1-S Mid threshold JP-BC

JPBC0 JPBC0-N ∨ JPBC0-S Low threshold JP-BC

JPDE1 JPDE1-N ∨ JPDE1-S Mid threshold JP-DE

JPDE0 JPDE0-N ∨ JPDE0-S Low threshold JP-DE

DiJP ∀0(1)JP-N ∧ ∀0(1)JP-S Dijet
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DiJPAsy (∀0(1)JP-N ∧ ∀1(0)JP-S) ∨

(∀1(0)JP-N ∧ ∀0(1)JP-S)

DiJet asymmetric threshold

DY ELE2-N ∧ ELE2-S Main DY at threshold=1 GeV

JPsi ELE1-N ∧ ELE1-S J/ψ at threshold=0.8 GeV

DYNoEpd EM3-N ∧ EM3-S DY monitor without EPD

DYAsy (ELE2-N ∧ ELE1-S) ∨ (ELE1-

N ∧ ELE2-S)

DY monitor with asymmetric

threshold

Had2 HAD2-N ∨ HAD2-S Hadron high threshold

Had1 HAD1-N ∨ HAD1-S Hadron mid threshold

Had0 HAD0-N ∨ HAD0-S Hadron low threshold

EM2 EM2-N ∨ EM2-S π0/γ high threshold

EM1 EM1-N ∨ EM1-S π0/γ mid threshold

EM0 EM0-N ∨ EM0-S π0/γ low threshold

EM3 EM3-N ∨ EM3-S π0/γ very low threshold

ELE2 ELE2-N ∨ ELE2-S e± high threshold

ELE0 ELE1-N ∨ ELE1-S e± mid threshold

ELE1 ELE0-N ∨ ELE0-S e± low threshold

EHT-N - debug

EHT-S - debug

HHT-N - debug

HHT-S - debug
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ETOT-N - cosmic

ETOT-S - cosmic

HTOT-N - cosmic

HTOT-S - cosmic
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3.3 Reconstruction

The reconstruction of the particle candidates in the Ecal and Hcal happen in two

levels. The first level forms clusters and does a moment analysis to determine how wide

the cluster is. The next level is doing a shower shape fit to the clusters in order to better

determine the particle positions and energies.

3.3.1 Clustering Algorithm

The clustering algorithm in the FCS is similar to the one used for a previous STAR

detector the Forward Meson Spectrometer (FMS) [5] [6]. The clustering algorithm starts

with the highest energy hit and then checks if any adjacent towers in a cross pattern also

have a hit. If not, then finished otherwise add the adjacent tower to the cluster. Keep

adding adjacent towers until there are none left. A cluster is then just all contiguous towers

that have a hit. The minimum threshold for a seed tower is 1 GeV to avoid the MIP

region and the minimum threshold for a tower to considered in the clustering algorithm

is 0.01 GeV. A logarithmic weight of the towers is computed according to eq. 3.1 [51].

This serves as a new centroid of the shower. Furthermore a log weighted moment analysis

is performed by constructing a moment matrix σ =

 σx σxy

σyx σy

 where the elements are

given by eq. 3.2. The largest of two eigenvalues of σ is called σmax and smallest eigenvalue

is called σmin and it is used to determine whether the cluster contains one or two photons

[47] [51]. This moment analysis is necessary as the energy of the π0 increases the opening

angle of the two photons decreases. This moment analysis will be important in the next

step when the cluster is fit to the profile of an electromagnetic shower.
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xclu =

∑
i∈clus ln(Ei + 0.5)xi∑
i∈clus ln(Ei + 0.5)

yclu =

∑
i∈clus ln(Ei + 0.5)yi∑
i∈clus ln(Ei + 0.5)

(3.1)

σ2x =

∑
i ln(Ei + 0.5)(xi − xclu)

2∑
i ln(Ei + 0.5)

σ2y =

∑
i ln(Ei + 0.5)(yi − yclu)

2∑
i ln(Ei + 0.5)

σ2xy = σ2yx =

∑
i∈clus ln(Ei + 0.5)(xi − xclu)(yi − yclu)∑

i∈clus ln(Ei + 0.5)

(3.2)

3.3.2 Point Reconstruction

The next step in the reconstruction is to fit the clusters to a known shower shape

profile. The transverse profile of electromagnetic showers has been well studied over the

years [15] [30] [16] [47] [51] [22]. The form of the shower shape is given by eq.

The points are fitted to the cluster based on the moment analysis. The moment

analysis determines whether a single particle or two particles generated the shower. The

shower is then fit to a shower shape. The moment analysis may have ambiguities and in

those cases it will fit the cluster to 1 and 2 particles and then take the best fit.
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Chapter 4

Analysis Details and Results

This chapter will detail how the measurement was done like: event selection cri-

teria, vertex reconstruction, beam polarization, signal and background analysis as well as

the final measured value of AN vs. xF for the π0.

4.1 Overview of Analysis

4.1.1 π0 reconstruction

The π0 has a very short lifetime. It is 10−17 seconds and decays two photons(γ)

with a branching ratio of 98.8% [34]. This means that we need to separate the e± showers

from the γ showers in the Ecal. A schematic showing the π0 decay kinematics can be

seen fig. 4.1. The Ecal will measure the energy of the two photons, E1 and E2, and the

reconstructed point position information along with the z-vertex will be used to reconstruct

the opening angle (α) 1. The invariant mass of the π0 is then given by eq. 4.1, where a

1In pp collisions the x, and y values of the vertex are much smaller than the z-vertex and therefore
assumed to be zero.
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quantity Zγγ = |E1−E2

E1+E2
has been introduced and is the energy asymmetry of the two photon

pairs.

M2
(inv)ariant = (E1 + E2)

2(1− Z2
γγ)sin

2α

2
(4.1)

Figure 4.1: Diagram showing π0 decay.

To reconstruct the π0 we start by grabbing all the points (described in section

3.3.2). The point represents a photon candidate. A minimum energy cut of 1 GeV is

applied to the point and all points that reside on the edge towers of the Ecal are rejected

(inner and outer rows and columns). This is done to avoid edge effects of the electromagnetic

shower and ensure that the measured energy is of the whole shower and not part of it. The

point is projected back to the collision z-vertex (see section 4.1.2) and the x,y intersection

of that line at the z value of the EPD is used to find the corresponding EPD tile. The

nMIP value of the EPD tile is checked and if both points satisfy the requirement that the
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nMIP < 0.7 for the tile 2 then those points are taken as the photon candidates to use in

reconstructing the π0.

4.1.2 Vertex Reconstruction

The z-vertex was reconstructed using the timing information from the VPD, BBC,

or EPD. The timing information is a digital value referred to as the TAC (Time to Analog

Converter). For instance, the TAC difference multiplied by 0.2475 gives the z-vertex in cm

for the BBC and EPD. The VPD had the highest priority as it had the best resolution of

the three [51], next priority is the EPD with slightly worse resolution, and lastly the BBC.

The z-vertex distributions from the VPD, EPD, and BBC can be seen in fig. 4.2. The

correlation between the EPD with the VPD clearly shows how well the EPD is performing.

The BBC is not as well correlated which is why it had the lowest priority.

4.2 Event Selection

The event selection begins by selecting on those events that pass the following

criteria

• Event must have spin information

• This avoids analyzing events when the bunch is empty

• Trigger must be an FCSEM trigger

• di-photon pair pT must pass trigger threshold

2Note: This also includes potential non-existent tiles (because they would have an nMIP of 0) from the
projection. However, almost all points had a valid projection and this expected to be rare.
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Figure 4.2: Z-vertex cross correlation distributions from VPD, EPD, and BBC.

• Collision z-vertex is ±150 cm

There is an additional constraint on the di-photon candidate that Zγγ < 0.7. This

ensures that the second photon contains at least some of the energy and helps clean up

potential single photon candidates. The resulting points after applying these cuts is shown

in fig. 4.3. The energy of the pi0 was split into 8 bins: 0-15 GeV, 15-20 GeV, 20-25 GeV,

25-30 GeV, 30-40 GeV, 40-55 GeV, 55-70 GeV, 70-100 GeV. The uneven splitting is to

account for the fact that there are less π0’s reconstructed at the higher energies and this

splitting will balance out the number of events in each bin much better, this can be seen in

fig. 4.4. Figure 4.4 also shows the di-photon candidate QA after all cuts have been applied.

The overal; distribution in ϕ-pseudorapidity(η) space as well in xy space is consistent with

the geometry of the FCS. The invariant mass distribution also shows a clear peak at the

π0 mass of 0.135 GeV/c2 [34]. There is also an indication of an η meson peak at its mass
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of 0.548 GeV/c2 [34]. The energy distribution has spikes in the high energy region which

could potentially affect our results in that highest bin from 70-100 GeV. The other thing to

note is how the energy is peaked at around 25 GeV and falls steeply after that, which is the

reason for choosing such uneven energy bins. The Zγγ distribution also looks reasonable

as the most asymmetric photons have been ruled out and and the choice of 0.7 does not

significantly impact the statistics. Lastly, the effect of applying the nMIP cut is shown.

There is an enhancement of the π0 peak when looking at the normalized distribution. The

nMIP ≥ 0.7 cut is also shown to highlight how such a choice is affecting the result. The

low mass region is enhanced and the η meson peak goes away as is expected.

Figure 4.3: Point QA after applying cuts described in the text. The points are well dis-
tributed and the projections to the EPD are reasonable. The energy distribution has some
spikes but this could be due to some bad runs. The EPD nMIP distribution is showing a
nice peak at 1 as it is expected.

74



Figure 4.4: Di-photon pair QA plots after applying cuts described in the text.

4.3 AN Calculation

To calculate AN we use the cross ratio formula to help reduce systematics [51].

The cross ratio formula is given by eq. 4.2 and is used to compute the raw asymmetry

(ϵ). The formula requires that you count the number of particles N for the various spin

orientations and whether it is going to the left or right of the plane formed by the spin and

momentum of the proton. The diagram in fig. 4.5 helps to illustrate the values in eq. 4.2.

ϵ is related to the AN by eq. 4.3, where P is the polarization and ϕ is the azimuthal angle.

The data in this analysis was split into 24 bins of equal size from 0 − 2π for the angle ϕ,

however as we care about a left right asymmetry this leaves 12 ϕ values in calculation of

ϵ. To compute xF the formula is xF = pL/p
max
L where pL = |−→p |tanh(η) and pmax

L is the

beam energy of 255 GeV. The approximation |−→p |tanh(η) = Eπ0 is used, which is a good

approximation for the energies of the π0 that we use; furthermore tanh(η) ≈ 1 for the FCS
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geometry. Therefore xF ≈ Eπ0/255. This means that the xF bins match the energy bins

and the error on the xF will encompass the entire energy (now xF ) bin.

The final AN will be combination of ϵ in the signal region (ϵsig) and the background

region (ϵbkg). The signal region is defined as 0.1 ≤ Minv ≤ 0.2 and the background region

as 0.3 ≤ Minv ≤ 0.4. This is done to subtract the effects of the background from the final

AN . The signal region was chosen as the peak at the π0 mass of Minv distribution of the

di-photon pairs (fig. 4.4). The background region was chosen to be far enough outside of

the π0 mass peak region and to exclude the peak from the η meson. Figure 4.6 shows the

number of π0s at the various ϕ and energy bins for the spin up and down states of the blue

and yellow beam for the signal region. Figure 4.7 is the same as fig. 4.6 except for the

background region. These histogram can be used to compute ϵ for for blue beam in the

signal region (fig. 4.8), the yellow beam in the signal region (fig. 4.9), the blue beam in

the background region (fig. 4.10), and the yellow beam in the background region (4.11).

In addition, those figures do a fit to the function A ∗ cos(ϕ + ϕ0) where the phase ϕ0 is

just a cross check to ensure it is consistent with zero. The fitted value of A along with the

polarization measurements shown in fig. 4.12 will be used to compute Asig
N and Abkg

N for the

signal and background regions respectively. The polarization used to compute AN will be

the mean of the histogram shown in fig. 4.12 for blue and yellow beam data respectively.

The mean is ≈ 56%, which is consistent with the RHIC performance shown in fig. 2.3.

The final results for Asig
N and Abkg

N can be seen in fig. 4.13 and fig. 4.14 respectively. Asig
N

is increasing with xF > 0 and is consistent with zero when xF < 0 as expected. Abkg
N is

consistent with zero whether xF > 0, or xF < 0 as expected.
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The final background corrected AN is computed using eq 4.4 where r is the back-

ground ratio defined as r = Nbkg/Nsig where Nbkg is the integral of the background function

in the signal region and the Nsig is total integral under signal region in the invariant mass

distribution for every energy bin. We only care about the energy bins because we are as-

suming, and as the data shows, the π0 distribution overall is not dependent on ϕ. The fit

function chosen for the signal (peak) region is a skewed Gaussian as has been used before

in a previous analysis [51]. The background function is a 4th order polynomial. It was

chosen because it was able to best capture the high and low mass regions for all the dif-

ferent energies. The overall fit function then is a sum of the skewed Gaussian and the 4th

order polynomial. This fit is performed on every energy bin and the results can be seen in

fig. 4.15. The fitting region excluded the 0.4 ≤ Minv ≤ 0.6 to avoid the η meson in the

background function fit. Also, the fitted region began at 0.045 GeV to avoid the sharp rise

at the very low Minv region in some of the histograms. Nbkg is computed from the integral

of only the 4th order polynomial using the parameters from the overall fit function. All but

the highest energy bin has a fit that matches the distribution; there the π0 peak is harder

to distinguish from the background. The final background corrected AN is shown in fig.

4.16. It is increasing with xF as expected for xF > 0 and is consistent with zero for xF < 0.

The figure only shows statistical errors. A comparison of AN with [5] is shown in fig. 4.17

where it can clearly be seen that this measurement has much lower statistical errors but

follows the same trend.

77



Figure 4.5: Illustration showing how the ϵ is computed from counting the π0’s. The illus-
tration shows one count for N↑

L. The analogous proton down state is not shown can be
inferred from the same diagram.

Raw AN (ϵ) =

√
N↑

LN
↓
R −

√
N↓

LN
↑
R√

N↑
LN

↓
R +

√
N↓

LN
↑
R

(4.2)

ϵ = PANcos(ϕ) (4.3)
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Figure 4.7: Number of π0’s in the background region binned in energy and ϕ.

Figure 4.8: ϵ as a function of ϕ for the blue beam in the signal region for the different
energy bins along with a fit to the function A ∗ cos(ϕ + ϕ0). The extra phase ϕ0 is just a
cross check.
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Figure 4.9: Same as fig. 4.8 except for yellow beam in the signal region.

Figure 4.10: Same as fig. 4.8 except for blue beam in the background region.
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Figure 4.6: Number of π0’s in the signal region binned in energy and ϕ.

Figure 4.11: Same as fig. 4.8 except for yellow beam in the background region.
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(a) Blue Beam

(b) Yellow Beam

Figure 4.12: Histogram of the blue and yellow beam polarization percentage for the data
analyzed.
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Figure 4.13: AN as a function of xF in the signal region. For xF > 0 AN is increasing and
for xF < 0 AN is consistent with zero. Only statistical errors are shown.

Figure 4.14: AN as a function of xF in the background region. For either xF > 0, or xF < 0
AN is consistent with zero. Only statistical errors are shown.
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AN =
Asig

N − r ∗Abkg
N

1− r
(4.4)
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(a) Energy bin 0− 15 GeV (b) Energy bin 15− 20 GeV

(c) Energy bin 20− 25 GeV (d) Energy bin 25− 30 GeV

(e) Energy bin 30− 40 GeV (f) Energy bin 40− 55 GeV

(g) Energy bin 55− 70 GeV (h) Energy bin 70− 100 GeV

Figure 4.15: The invariant mass for the different energy bins along with the overall fit and
background function. The ratio is also displayed. The magenta line is the overall fit and
the black line is the background function.
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Figure 4.16: Background corrected AN of π0’s as a function of xF . For xF > 0 AN is
increasing and for xF < 0 AN is consistent with zero. Only statistical errors are shown.

Figure 4.17: Background corrected AN of π0’s from this study and a previously published
result [5] as a function of xF for only xF > 0. The results are consistent and the statistical
errors have been greatly reduced in this dataset.
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Chapter 5

Conclusions

The internal structure of the proton and other nuclei is still an open area of

research, often with more questions than answers. This new upgrade to STAR’s forward

capabilities greatly expands its ability to measure the internal properties of the proton.

The upgrade which consisted of tracking and calorimetry makes it possible to add critical

measurements needed by theory to describe the internal state of the proton. In particular,

the calorimeter upgrade performed as expected and we were able to see results from it for

the first time. The results are consistent with previous measurements with error bars greatly

reduced. The work in this dissertation will be continued to further reduce backgrounds and

study the systematics.
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ciolo, M Cutshaw, D G D’Enterria, S Daniels, G David, H Delagrange, A Denisov,
A Durum, Y V Efremenko, M S Emery, S L Fokin, S Frank, Y Goto, M.Grosse
Perdekamp, N Heine, D E Hurst, V V Ikonnikov, M S Ippolitov, G Jackson, J P Jones,
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Appendix A

Peak Fitting

In order to quickly process and accurately determine the energy from the ADC vs.

Tb data as seen in 2.23 a new peak finding method has been developed that will allow the

elimination of peaks coming from noise. This method works because using first and second

derivatives on noisy data results in noisy derivatives which can give a lot of false peaks.

This method which I call peak tunneling assigns a probability to each found peak and then

if the probability is below some threshold, then it will merge that peak with another on

the left or the right again depending on which has the lower probability. The probability

function combines two aspects of a found peak. The distance between the start and end

points and the height of the found peak compared to the line formed by the start and end

points. The probability function for the distance between the start and end points is given

by eq. A.1

Pwidth(xs, xe) =
1

a ∗ (xe − xs)2 + 1
(A.1)
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Where a is some scale factor to be set, xs is the x-value where the peak starts, and

xe is the x-value where the peak ends. This form was chosen because it has a range from 0

to 1 where it asymptotically approaches 0 as (xe − xs) goes to infinity. Also the behavior

near (xe − xs) = 0 is flat and so it more likely to stay 1 for smaller differences.

The probability coming from the height assumes that the points in y follow a

uniform distribution about some mean. For this reason, the complimentary error func-

tion (Erfc) was chosen as it is the probability function for normally distributed data; the

probability function is given by eq. A.2

Pheight = Erfc

(
heightdiff√

2σ

)
(A.2)

Where σ is the standard deviation from that normally distributed data and is user

entered. The heightdiff is determined by making a line from the start and end points

of the peak window and then evaluating that line at the x-value of the peak. This value

effectively acts as the “mean” of the normally distributed data. The difference between the

peak height and the value just described is the heightdiff and is given in eq. A.3, where

yline is the line formed from the points xs, ys, xe, ye where ys and ye are the y values of

the data at xs and xe respectively.

heightdiff = py − yline(px) (A.3)

The total probability is then the multiplication of Pwidth and Pheight from eq. A.1

and A.2 respectively. This gives the total probability that a given peak window is NOT a

peak, thus a probability of 1 means not a peak, and a probability of 0 means a real peak.
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For the method to work, three values are needed to be given and should be based on the

information about the data you are using, they are: a for scaling in x, s for scaling in y,

and a threshold. These variables are illustrated in fig. A.1.

Figure A.1: An illustration showing how the variables in eq. A.1, A.2, and A.3 are computed
on a simulated noisy Gaussian.

An example using a Gaussian peak with some noise is shown in fig. A.2. Subfigure

a of fig. A.2 is using just a simple first and second derivative test and subfig. b of fig. A.2

shows after using the peak tunneling method. The “noise” is absorbed into the main peak

in b. In this simple test I know the noise level and can adjust the parameters accordingly

but for real data those parameters need to be tested to find the optimal values.
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(a) Using just second derivative method (b) Using peak tunneling

Figure A.2: Illustrating the use of peak tunneling on a simulated Gaussian with noise.
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