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Abstract

Anti-Nuclei Production in the STAR Experiment at RHIC
by

Jianhang Zhou

Presented in this thesis is the study of light (anti-)nuclei production in ultra-
relativistic heavy ion collisions. In these collisions hot dense matter is created, in
which the quarks and gluons are deconfined. As this hot dense matter expands and
cools down, quarks recombine together to form new hadrons. At the final stage called
thermal freeze-out, nucleons can combine into light nuclei. Therefore the study of
light nuclei production provides a probe for understanding the physical properties
of the expanding system at the thermal freeze-out, such as the temperature and the
eccentricity.

In this thesis, the transverse momentum (pr) spectra, and the elliptic flow (vs)
of the anti-deuteron, and the coalescence parameters B, for d, d and B for *He,
from STAR Run-V Cu+Cu 200 GeV collisions are studied and compared with STAR
Run-VI Au+Au 200 GeV results. Based on the Au+Au collision results, a blast-
wave (BW) model is used to fit the transverse momentum spectra and elliptic flow of

hadrons. These fit parameters are used in the BW model to predict the deuteron and



helium production. The comparison between the BW predicted and the experimen-
tally measured results leads to a consistent understanding of the freeze-out features.

Also presented in the thesis is the search for the anti-alpha particle (*He), which
has never been discovered before. The search for heavier anti-nuclei is interesting as
they are predicted by the theory but hard to find in real world. The anti-deuteron was
discovered many years ago and 3He was found recently. The anti-alpha particles, if
confirmed, will be the heaviest anti particles ever found. In this thesis two anti-alpha
candidates are shown. Both are found in STAR Run-VII Au+Au collisions. With
the accumulated events and the new particle identification method in the future runs,

there is hope to find and confirm more candidates.
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Chapter 1

Introduction

1.1 QCD and the Prediction for QGP

The goal of particle physics is to find the basic building blocks of all the mate-
rial in the universe, and to find out how they interact with each other. We have
already known for many years that every material is made from nucleons (protons
and neutrons) and electrons. The nucleons form a nucleus surrounded by the electron
clouds to make an atom. The interaction between charged particles, e.g. between a
proton and an electron, is described by Quantum Electrodynamics (QED). According
to QED, charged particles interact with each other by interchanging photons. The
interaction between nucleons, however, proceeds another way. Because neutrons are
not charged particles, they do not have electromagnetic interactions with protons or
with each other. And because protons are all positively charged particles they would

not attract each other to form a nucleus, instead, they strongly repel each other. Thus



there must be another sort of interaction named the strong interaction among nucle-
ons. Not only nucleons, but many other particles, interact with each other through
the strong interaction. The particles having the strong interaction are called hadrons.

The world is built from hadrons and leptons and the intermediate particles such
as photons. The leptons and the intermediate particles are supposed to be fundamen-
tal, but there are too many kinds of hadrons so they could not all be fundamental.
A conjunction about the substructure below the hadron level resulted in the quark
model. According to the standard model [1, 2|, hadrons are composed of quarks and
gluons. The interaction between quarks and gluons is described by Quantum Chro-
modynamics (QCD). Quarks carry color charge so they can interact with each other
through the strong interaction, similar to particles which carry electric charges and
can interact with each other. The intermediate particle of electro-magnetic interac-
tion, 7.e. the photon, does not carry electric charge, and does not interact with other
photons. In QCD, the gluons also carry color charges, and thus can interact with
each other through the strong interaction. That is a big difference between the QED
and QCD.

Through particle collisions, the nuclei and electrons in an atom can be separated
from each other, resulting in free constituent nucleons and electrons. In QCD, because
of self-coupling between gluons, free quarks cannot be observed. While atoms can
be broken into fragments by high energy beams, and the nucleons and electrons are

knocked out, the products of high energy hadron collisions remain hadrons.



According to renormalized QCD, the coupling constant «; is a function of trans-
ferred momentum. The higher the transferred momentum, the smaller the «; [3].
That means, at very small distances inside a hadron, the coupling between the quarks
is very weak, which is called asymptotic freedom. But at a longer distance, the cou-
pling constant turns to be much larger. The stronger interaction between quarks due
to longer distance results in the phenomenon called quark confinement, i.e. quarks
are confined inside hadrons and cannot be found outside as free quarks.

For the processes with large momentum transfer, because of the asymptotic free-
dom, perturbation calculations can be made. However, for the processes with smaller
momentum transfer, because of the large ay, perturbation QCD (pQCD) cannot be
applied. Moreover, the number of interacting particles is not sufficiently large for the
statistical methods to be applied either. In order to deal with this situation, the the-
orists found a ”simplified” calculation method to convert the continuous phase space
into discrete points. The wave functions are defined with respects to these discrete
points. The space differential is defined to be the difference between the adjacent
points. The grid of these points is called a lattice, and the QCD applied to the lattice
is called lattice QCD. With the ever increasing computation power, the QCD results
for increasingly large grids can be obtained.

According to earlier ideas [4] as well as the lattice QCD calculation, at high
temperature and high density, quarks and gluons could be freed out from hadrons

to form a quark-gluon plasma (QGP), which is called quark deconfinement. The



existence of QGP is essential to QCD theory, so searching for the phase transition
from the state to QGP state is of high interest and great relevance in both theoretical

and experimental particle physics.



1.2 Relativistic Heavy Ion Collision Experiments

In order to find the QGP experimentally, charged particles (ions) are accelerated
to very high energies to collide with each other. In the collisions, a system with high
temperature and high density is formed, and a QGP could be possibly produced.
Because the heavy ions are accelerated close to the speed of light, they are in an
extremely relativistic condition, and that is why such experiments are called ultra-
relativistic heavy ion collisions.

In the collision area, as the state of high density and high temperature is created,
the strong interaction can "melt” the hadrons, and they together form a fireball of
deconfined quarks and gluons. Thus the collision material is transferred from the
hadron phase to a QGP phase. The hot matter expands and adiabatically cools
down during the expansion. The quarks re-combine to form new hadrons. This is
called hadronization. Since the QGP phase cannot be observed directly, the hadrons
generated during the QGP expansion carry important information about the original
system. The collective motion of the hadrons could also be regarded as a signal from
the expansion, hence provided another probe into the QGP.

Light nuclei are also formed during the expansion process. Not only the quarks
coalescence to form new hadrons, but the hadrons also coalescence to form light nuclei.
However, due to the very low binding energy of nuclei (in the order of ~ 1 —10 MeV),
they are easily fragmented. The nuclei can be formed only at the very late stage

of the expansion, when the temperature is low enough so that the thermal motion



cannot break nuclei, . The study of light nuclei production provides a tool to study
the final stage of coalescence.

The study of relativistic heavy ion collisions and the QGP is of interest to cos-
mology. According to the Big Bang theory, the early universe is hot dense matter
which is very similar to the situation in the heavy ion collisions. At this early stage of
the universe, there is also a state of QGP. As the universe cools down, hadrons, and
then light nuclei, are formed, just like the evolution of the hot dense matter created
in collision experiments. The study of relativistic heavy ion collisions provide a tool

to understand the behavior of an early stage of the universe [5].



1.3 Thesis structure and organization

This thesis is arranged in the following chapters. Chapter 2 is the introduction to
the STAR experiment facilities, including the description of the relevant STAR sub-
detectors that are used in the physical analysis. Chapter 3 is the detailed description
of the techniques used in the data acquisition and analysis. It also describes the
physical quantities, such as invariant yield, elliptic flow used in the discussions. The
spectra and elliptic flow results for anti-proton and anti-deuteron in STAR Run-
V Cu+Cu 200 GeV are presented in chapter 4. The coalescence parameters are
compared to the Au+Au 200 GeV results. The flow results for anti-proton and anti-
deuteron are also compared with Au+Au. Chapter 5 shows the blast-wave fitting of
Au+Au transverse momentum spectra and elliptic flow for pions, kaons and protons,
as well as the predictions for the deuteron spectra and flow. The predictions are
compared to experimental results to check the validity of the model. Chapter 6
describes the search for anti-alpha and the two possible candidates found in STAR
Run-VII. Finally, all the results are summarized, and the conclusions are given in

chapter 7.



Chapter 2

STAR Experiment Facilities

2.1 RHIC and STAR

The Relativistic Heavy lon Collider (RHIC) [6] at Brookhaven National Labora-
tory (BNL) is composed of two concentric rings of 2.4 miles in circumference. Fully
ionized atoms, such as Au or Cu, can be accelerated to a momentum of 100 GeV/c
per nucleon.

Before the beams enter RHIC for collisions, they are accelerated through a series
of accelerators, as shown in Fig. 2.1. The atoms are first partially ionized to ions in
the Tandem Van de Graaff static electricity generator, and then sent to the Linear
Accelerator (Linac) via the Tandem-to-Booster (TTB) line for further acceleration.
The ions are then transferred to the Booster synchrotron, which uses radio frequency
electromagnetic waves to accelerate charged particles when they are circling around

in the accelerator. Next, the beam enters the Alternative Gradient Synchrotron



(AGS), which uses the same principle to accelerate the beam but it is larger and
more powerful than the Booster synchrotron, and it accelerates the beam to about
99.7% of the speed of light. So at this point the ions are ultra-relativistic. The ions
coming out from the AGS go through another beam line called the AGS-to-RHIC

(ATR) and reach their destination: RHIC.

Alce Fnét;ing

Gradient

Syachrotron
il .

Booster
Accelerator

| -:.‘ ? ! o= .'.'
‘_. . Tandem
Van de Graaff

Tandern-to-
Booster line |

Figure 2.1: A sketch of the different stages of accelerators at BNL. The ions are
generated from the Tandem Van de Graaff and go through TTB, Booster, AGS to
be accelerated to near the speed of light, then transferred to RHIC via ATR line,
prepared for collisions.

As the ions enter RHIC, they are seperated into beams, traveling along the two
rings in opposite directions. There are six collision regions around the ring where the
beams of the two rings cross and collide with each other. The collisions can result
in nuclear matter at high temperatures and high densities, and quarks and gluons

may be deconfined in a quark-gluon plasma (QGP). Understanding the existence and



features of a QGP is very important for the advanced study of quantum chromody-
namics (QCD) and the behavior of the very early universe. RHIC is also capable of
accelerating polarized protons with momenta up to 500 GeV/c. Collisions of polarized

protons up are very useful for understanding spin physics.

STAR Detector

Coils Magnet —Tracker

EM

Calorimeter

. Time Projection
__~— Chamber

Electronics
Platforms

Forward Time Projection Chamber

Figure 2.2: The STAR detectors. The picture is obtained from STAR web
page [7].

The Solenoidal Tracker at RHIC (STAR) is a large wide-acceptance detector [8],
as shown in Fig. 2.2. As mentioned before, there are six collision points along RHIC,
and STAR is at the 6 o’clock position. STAR consists of several sub detectors. The
barrel detectors, such as the Time Projection Chamber (TPC), the Barrel Electro-
magnetic Calorimeter (BEMC), and the Time of Flight (TOF) (under construction)

cover a 360 degree of azimuthal angle, while the Forward TPC (FTPC), the End cap
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Electromagnetic Calorimeter (EEMC) detects the high rapidity® photons.

!The rapidity of a particle is defined as y = %ln

E+pr
E-pL

, in which E is the energy of the particle
and py, is the longitudinal momentum.
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2.2 Time Projection Chamber (TPC)

The main tracking detector in STAR is the TPC [9]. The TPC is a gas-filled (10%
methane and 10% argon) cylinder that is about 4 meters in diameter by about 4.2

meters long, shown in Fig. 2.3.

_— Sectors

Outer Field Cage
& Support Tube

Sector
Support—Wheel

Figure 2.3: The structure of the TPC. The picture is obtained from Ref. [9].

The TPC is located inside a magnetic field of 0.5 T. A uniformly distributed
electric field is defined in the TPC by the a thin central membrane (cathode) which is
charged to a high voltage of minus 28 kV, the concentric inner and outer field cages,
and the end cap sectors (anode) which are grounded (see Fig. 2.3). The particles
created inside the TPC pass through the gas and generate secondary electrons. The
secondary electrons are accelerated by the electric field of the TPC and drift to the
end cap readout channels. The end cap consists of 12 sectors on each side. These are

12



multi-wire proportional chambers (MWPC) used to precisely determine the position
of the electrons that reach the end cap.

The momentum vectors and trajectories for the charged particles from the colli-
sions in a pseudorapidity? range of |n| < 1.8 are reconstructed. The TPC also provides
particle identification (PID) capabilities using the particles’ specific ionization energy
loss in the gas (dE/dx), which is measured in units of MeV/cm. With the TPC
energy loss, particles can be identified over the momentum range from 0.1GeV/cto0.7
GeV/c for charged pions and kaons. Protons are identified up to 1.0 GeV/c. More

technical details can be found in Ref. [9].

2The pseudorapidity 7 is related to the polar angle # via n = —In (tan g) A pseudorapidity

acceptance of +1.8 implies a polar angle coverage ranging from 18.8° to 161.2° with respect to the
z axis (beam pipe).

13



2.3 TOF and pVPD/upVPD

Although the TPC is the most important detector at STAR and has PID capabil-
ities, the TPC is not capable of identifying particles with large momenta (the limits
are specified in the previous section). An additional PID system is needed to extend
the PID coverage to higher momenta. This is the principal purpose of the Time of
Flight (TOF) system for STAR. TOF is capable of identifying charged hadrons with
momenta up to a factor of about 3 greater than the stand-alone TPC [10].

TOF is capable of identifying 95% of the particles produced in collisions. It
consists of two main components: a start detector and a stop detector. The flight
path and momentum components of a charged particle are reconstructed by the TPC.
The common start time is recorded by the start detector, and the stop time is recorded
by the stop detector. The time of flight is defined as the stop time minus the start
time, i.e. TOF = tgop — tstart-

The stop detector of STAR TOF system consists of so-called TOF “trays”. The
“TOFp” [11] stop detector was used in STAR Run-II. The tray enclosed many
channels of plastic scintillator plus Hamamatsu mesh dynode photomultiplier tubes
(PMTs). In STAR Run-V, a new kind of TOF detector called “TOFr” [12] was in-
troduced based on the multi-gap resistive plate chamber (MRPC) [13, 14] technique.
A TOFr tray consists of 32 MRPC modules, each module providing 6 readout chan-
nels. A full system of 120 trays, called the STAR TOF system, will cover the entire

cylindrical surface of the TPC and is currently under construction.
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Shown in Fig. 2.4 is a scale drawing of the start and stop detectors installed in

STAR during Run-II. The TPC is cut away in this picture.

RHIC beam pipe =
pVPD East
pVPD West
STAR TPC

TOFp tray

Figure 2.4: Shown in this figure is a scale drawing of the position of the pVPD
and the TOF tray installed in STAR. Figure obtained from Ref. [11].

The mass of a particle can be determined from the momentum (known from the
TPC) and the distance traveled (also known from the TPC), and the time of flight
measured by a TOF system. Defining the path length as s, the time of flight as ¢,
and the momentum of the particle as p, the velocity is then obtained from v = s/t.

From the the theory of relativity,

Mwv

p=yMpec= (2.1)

where M is the mass of the particle, ¢ is the speed of light, § = v/c¢, and v =

1/4/1 — 2. The mass can be determined from the TPC+TOF data via:

M=p\/=——=. (2.2)

The measured mass of a particle follows a distribution which is supposed to be close
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to a Gaussian distribution with a standard deviation of . For the particle rapidity
at |n| ~0, TOF can provide “2¢” 7/K/p identification up to momenta of about 1.7
GeV/c, and the (7+K)/p identification extends to about 2.6 GeV/c. Deuterons can
be identified up to 4.0 GeV/c. For longer travel paths, the mass resolution of the
particle is better, resulting in the identification at higher momentum range. For
In| ~1, 7/K/p can be identified up to 1.9 GeV/c, the (7+K)/p can be identified up
to 3.1 GeV/c, and deuterons can be identified up to 4.7 GeV/c.

The STAR start detector was called the pseudo-Vertex Position Detector (pVPD),
consisting of 3 phototubes on the east and west side of STAR. It measures the very
forward photons generated in a heavy-ion collision to infer the common start time and
the z-position of the vertex. These photons travel along the beam pipe at v=c, reach
the east and west pVPD, where the resulting detector pulses are recorded. Shown
in Fig. 2.5 is a schematic side view of the positioning of the STAR start and stop

detectors. The time at which the photons reach the east and west pVPD is given by,

L + Zvertex

Least = To + f ) (23)
L — RZvertex
Lwest = to + c - . (24)

Here the absolute time of the collision is ty, and the actual (and unknown) z-position
of the primary vertex, i.e. the position of the collision along the beam pipe, is Zyertex-

The distance from the center point of the STAR chamber to either start detector is
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defined as L. The start time is thus,

teas twes L
fo= o e L 2.5)

and the position of the collision vertex is,

C
Zyvertex — §(teast - twest) . (26)
According to Eq. 2.4,
tstart - (teast +twest>
Y O R T PR
— o2\ c 2\ c
L

which is just a constant away from the absolute time of the collision. This constant,
and additional contributions to it from electronic effects, can be determined easily
during the subsequent stop-side analyses.

The operating voltage of each PMT is chosen in the way to make all detector
channels working at the same gain. The timing resolution of each channel is assumed

to be the same quantity called the “single detector resolution” or oy. Then the east

17



- L S—z —sfc—L-z |

A T L
s vertex

A
East pVPD ETARIEEHEE" 7 West pVPD

| 4 TOF Tray

Figure 2.5: This figure shows how the pVPD measures the start time of a collision.
This figure is not to scale.

and west start timing resolutions are,

Ocast = UO/ V Neast ) (28)

Owest — UO/ V Nwest ) (29)

where Neast and Nyest are the number of fired east and west channels, respectively.

The resolution for the common start time is

1

Ostart — 5 (Ueast S Uwest)

. 1 ( go o oy )
2 \/N east \/N west
oy 1 1
= — . 2.10
2 Neast N Nwest ( )
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The resolution of the z-position of the collision vertex is,

C
. (Ueast @ Uwest)

Ozvtx 2
cop 1 1
= — + 2.11
2 N east N west ( )
= COgtart - (212)

The pVPD demonstrated good performance in STAR Runs II through V. But
the performance is not as good in proton+proton (p+p) runs, because it has only
3 channels on each side. A new start detector called the Upgraded Pseudo Vertex
Position Detector (upVPD) [15], was designed and built to replace the pVPD, in order
to improve both the efficiency and resolution. In the upVPD, there are 19 detector
channels on each side in the same space once occupied by the pVPD. In Au+Au
collisions, and assuming Neass=Nyest=19, and 0o=120 ps (based on the cosmic ray

test results [15]), then ogary=19.5 ps, and 0,y4,=0.58 cm.
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Chapter 3

Data Analysis

3.1 STAR Data Acquisition System

STAR consists of many different subdetectors, as mentioned in the previous chap-
ter. Each subdetector detects the particles and records the data. These data are
called raw data, because they do not necessarily represent real physical quantity, but
just the values from the electronic signals. The raw data from different detectors are
combined to join a STAR data stream for each event, and recorded in the raw data
files. The raw data files are in a 16-bit format.

In the STAR data analysis on the raw data, tracks are re-constructed according
to the hit points information recorded, and the raw data from each detector are
calibrated according to the specialized algorithm. The TPC is the main tracking
detector. The TPC hits are fitted by reconstructed tracks, and the ionization energy

loss dE /dx is also calculated for the PID purpose. As for the TOF detector, the start
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and stop time for each given track (from the TPC track reconstruction) is calibrated.
Combined with the momentum information of the track obtained from the TPC, the
mass of the particle is also calculated, and so the particle is identified.

The calibrated data contains all the physical properties obtained from the pro-
duction run. And since there are about 100 million events in each year’s run, and in
each event there are up to several hundreds tracks, the data file is large. In order to
process the data (loop each track of each event), they are stored in a format called
ROOT [16] format. ROOT is a framework that provides a C++ class library, and
also a C/C++ interpreter environment. ROOT provides the compact and efficient
data format to store large amounts of data with the same of similar structure.

The calibrated physical data are stored in StEvent files. But the size of an StEvent
file is large, and will be slow to process for analysis purpose. In most analysis cases,
some detailed information is not needed. For example, usually only the general physics
properties, such as charge, momentum, dF/dz, or even mass, is important, but the
details of each hit points along the track path is not used in the analysis. The
information that is less interesting to most physicists is discarded, and the useful
information is re-organized in a more compact and efficient way. The new file format,
which is called the Micro DST files (also know as “MuDst” files) is generated. Most

of the analysis described in this thesis involves the use of MuDst files.
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3.2 TPC PID Method

The STAR TPC uses the ionization energy loss to identify particles. When charged
particles pass through the media (in the TPC case, a mixed gas), it ionizes the
molecules and atoms of the media along its path. Ionization causes continuous energy
loss of the charged particle. The energy loss rate in regard to the path length the
particle travels, dE'/dx, is different for different particles. dFE/dz is described by the
Bethe-Bloch function,

dE 4w nz? e? 2m.c? 3

dz . me B (47T€0)2 hl(m)—ﬂ? : (3.1)

in which 8 = v/c (v is the velocity of the particle, and c is the speed of light in the
vacuum), F is the energy of the particle, x is the distance traveled, Ze is the charge
of the particle, e and m, are the charge and mass of the electron, n is the electron
density of the target, and I is the mean excitation potential of the target.

According to Eq. 3.1, it is obvious that the energy loss is determined by the
intrinsic properties of the particle (the mass and charge), and the kinetic parameters
(the velocity, hence, the momentum). So the dependence relationship between the
ionization energy loss and the momentum, reflects the identification features of the
particle, and that is why the dFE/dx versus p curves are used to identify charged
particles.

But Bethe-Bloch function was derived theoretically from a simple model. In reality

dE/dx can be more complicated and corrections need to be made. At STAR, the
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expected dE/dz of a certain kind of particle is given by a function named Bichsel
function [17]. The Bichsel function is a function of mass and momentum. The Bichsel
function is based on the charge |Z| = 1 assumption. Particles with charge |Z| > 1
should be converted to the unit charge before using the Bichsel function to make the
dE /dz predictions.

Shown in Fig. 3.1 is an example of the dF /dx versus p/Z plot. Different bands can
be clearly seen. The Bichsel function prediction of deuteron, *He and *He are also su-
perimposed on the plots. The bands around the Bichsel predictions are experimental

data. One can clearly see the bands for protons and light nuclei.
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Figure 3.1: The ionization energy loss (dF/dx) as a function of p/Z, where p is
momentum and Z is charge. This is from STAR Cu+Cu 200 GeV data.

The Bichsel function only gives the expected center value (mean value) of a particle

with certain momentum. But the measured real dE/dz values are assumed to obey
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a Gaussian distribution. The standard deviation o of the Gaussian distribution is
obtained by fitting pion distribution near the minimum ionization particle (MIP)
area.

For all the tracks of charged particles, the deviation of their dE/dz from the ex-
pected dE/dx predicted by Bichsel function are compared to the Gaussian deviation
o. In order to identify a certain type of particle, the n, plots are used. The identi-
fication of this certain particle will be proved by a sharp peak in the n, histograms.
When there is background, the plot will show the peak mixed by the background.
Figure 3.2 is an example of anti-deuteron n, plot. The technique used here is to
fit this histogram with a Gaussian function, which stands for the real anti-deuteron

signal, plus an exponential function, which stands for the background.
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Figure 3.2: The n, distribution plot of anti-deuteron for 0.7 < pp < 1.0 GeV/c,
fitted by a Gaussian plus an exponential function, in order to eliminate background
effect. The plot is obtained from Ref. [18].

24



Since the characteristic dE/dx versus p band for a particle has a bandwidth, at
higher momentum range, the bands for different particles merge together. And these
particles cannot be distinguished from each other. So the identification of particles
is limited to an upper limit of momentum range. Generally speaking, the TPC can
identify 7/K up to 0.7 GeV/c, or (m + K)/p up to 1.1 GeV/c through direct dE/dx
identification method.

The momentum range for particle identification can be extended through a specific
method called the relativistic dE'/dx method [19]. The dE/dz of charged hadrons
gets smaller with increasing momentum and reaches the minimum values (as MIP).
Exceeding that minimum value, the dE/dz will rise according to the increasing mo-
mentum, which is called the relativistic rising. Figure 3.3 shows the no, distribution
for charged hadrons in the transverse momentum range 4 < pr < 4.5 GeV/c and in

the pseudo-rapidity range |n| < 0.5. The normalized dE/dz value, n,, is defined by

1 dFE/dx
na}? = alog(—< éX %

), (3.2)

where X, Y could be any particle such as electron, pion, kaon, or proton. By is the
expected mean dFE/dz of a particle X, and the ox is the Gaussian deviation. The
value no¥ value indicates how the ionization energy loss of particle Y is away from
the expected dE/dz of particle X, in the unit of Gaussian deviation of X. The no, of
positive and negative charged particles in Fig. 3.3 are displaced by +5 and -5, respec-

tively, in order to be clearly placed in one histogram. Then this histogram is fitted
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by a 6-Gaussian distribution. The 6 Gaussian functions represents the distribution
of #*, 7=, KT, K—, p, and p, respectively. The peak position of p, p is decided by
the yield difference of positive charged hadrons and negative charge hadrons, denoted
as ht — h™, because the difference of 7+ and 7~ is negligible, and the contribution
from kaons is also small. The Gaussian deviation o of the dE/dz of the 6 particles
are supposed to be the same. The peaks of p, p and K+, K~ are fixed during the
fitting. Finally, the 18 parameters of the 6-Gaussian fit are brought down to only 8
free parameters. From this fitting, the pion peak in this py range could be decided.
Using this method, pions and protons can be identified up to 12 GeV/c. The detailed

description of this method is presented in Ref. [19].
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Figure 3.3: The dE/dx distribution for 62.4 GeV minimum bias Au+Au colli-
sions, normalized by pion dE/dz at 4 < pr < 4.5 GeV/c and |n| < 0.5, and shifted
by +5 for positive and negative particles, respectively. This plot is obtained from
Ref. [19].

The identification of helium (*He, 3He, “*He, and *He) is done through the z value
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instead of no because the no values of helium is not provided in the MuDst files. z

is defined as

(dE/dz)|measure

=1
© T O AE/dr) | predicr.

(3.3)

in which dE/dx|measure 15 the dE/dx measured by the TPC, and the dEdz|predict 18

the corresponding value predicted by Bichsel function. Figure 3.4 demonstrates the

z plots of 3He and 3He.

80—
70 —3He
- e
He
€
=
]
(3}
1 i e B I 1 '—
0.4

Y 4
He3
Figure 3.4: z distribution of *He (solid line) and 3He (dashed line) at 1.8 < py <
4.2 (GeV/c) for Cu+Cu 200 GeV.
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3.3 TOF PID Method

The time of flight of a particle, combined with the path length from the TPC,
determines the velocity of the particle. For the given momentum (known from the
TPC), the particle mass is calculated and used for the particle identification. So the
velocity (v) versus momentum (p) plot is characteristic for PID purposes. In order to
see the plot more clearly, usually a substitute plot, the 1/5 versus p, is used instead
of v versus p where (3 is the ratio of the particle velocity to the speed of light, i.e.
3 = v/c. Different bands on the 1/3 versus p plot stand for different particles for
TOF PID, just like the different lines on the dE/dx versus p plot stand for different

particles for the TPC PID. This is shown in Fig. 3.5.

| TOFr PID (62GeV AuAu run) |

1/B

oo by by by by by by |
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Figure 3.5: A 2-dimensional histogram for TOF 1/ versus p. The red, green
and blue lines indicate the band position of pion, kaon and proton, respectively.
The plot is take from Ref. [20].
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As already mentioned in section 2.3, the TOF system uses the momentum infor-
mation from the TPC and combines it with the time of flight to calculate the squared
mass. So the m? plot is the characteristic plot for PID. The peaks in the m? plot
indicate presence of a certain particle with this specific mass value. The use of TOF
m? as a track quality cut can also improve the TPC PID quality. Details could be

found in Ref. [19].
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Figure 3.6: The distribution of squared mass (m? = (p/3/7v)?) for d from the
TOF after the TPC dE/dx selections at 2.5 < pp < 3.0 GeV/c, with a Gaussian
fit plus a linear background. This plot is obtained from Ref. [18].

By combining the particle identification capability of dE/dz from the TPC and
velocity from the TOF, 7/p can be identified in 0.3 < pr < 12 GeV/c, see Refs. [19,
21]. In the Au+Au analysis, deuterons and anti-deuterons are identified by the TPC
for pr < 1 GeV/c and by TOF in the range 1 < pr < 4 GeV/c. However, at low

pr (< 1 GeV/c), primary deuterons are overwhelmed by background from knock-
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out deuterons from the beam pipe and inner detector material, which are difficult
to separate from collision products. As a result, only anti-deuterons are counted as

collision products. The TPC is used to identify *He and 3He up to 6 GeV/c.
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3.4 Efficiency and Feed-Down

The STAR detectors are not 100% efficient. The TPC has tracking efficiency
defined as the percentage of the particles detected by the TPC to the number of all
the particles traveled inside the TPC.

STAR uses a Monte Carlo simulation method to estimate the TPC tracking ef-
ficiency. The Monte Carlo events are generated by an event generator, the tracks
are predefined by given distributions, and their interactions are simulated. The full
STAR environment and geometry of all STAR detectors are included in the simula-
tion. The embedding process will record the simulated response of the TPC, which
is treated as the raw data file. The TPC reconstruction of the simulated tracks is
performed during the normal reconstruction procedure which is used to deal with
the real TPC raw data. Both the Monte Carlo tracks and their corresponding the
TPC reconstructed tracks are recorded in the embedding files. But some Monte Carlo
tracks may not have the corresponding TPC tracks, so those tracks are missing, i.e.
they are not seen by the TPC. The TPC tracking efficiency is the ratio of the number
of all the TPC reconstructed tracks to all the Monte Carlo tracks.

Since the TOF needs the information of the reconstructed tracks from the TPC,
the tracking efficiency is inherited from the TPC. However, a track reconstructed by
the TPC may not necessarily be accepted by the TOF. A TOF hit must be first
matched to a TPC track, so that the related track information could be obtained

from the TPC. On the other hand, a TPC track may not necessarily match a hit
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at TOF. Actually, before STAR Run VII, there was only one tray at STAR, so only
a very small part of the TPC tracks can be matched on the TOF. The matching
efficiency of the TOF is defined as the ratio of number of the matched TOF tracks to
the number of the total TPC tracks. The final TOF detector efficiency is the TOF
matching efficiency multiplied by the TPC tracking efficiency.

In order to count the number of protons, the so called feed-down correction should
be taken into account. The hyperon A created from the collision is not stable and
can decay into protons and pions. So the proton counts are affected by the A count.
The feed-down correction subtracts the protons which are the decay products of A
from all the proton tracks. In order to apply the correction, the ratio of the protons
from A decay needs to be obtained. That is also done by the Monte Carlo simulation.
The A tracks are generated and put into the simulated events and decay. Since it is
simulation, the protons from decays could be identified and distinguished from the
protons which are not from decay. Then the feed-down ratio, which is defined as the
number of the protons which comes directly from collisions divided by the number of
total protons detected by the TPC. The feed-down ratio obtained from the simulation
is applied to the real STAR collisions, then the A decay effects could be eliminated
from the counts of protons. This is important for both the proton yields and the

coalescence parameters, which will be discussed later in this thesis.
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3.5 Invariant Yield

dN in which N is the total

The relativist invariant yield is defined as —-—9
N 2nprdprdy’

number counts of a certain particle, pr is transverse momentum, and y is rapidity.
Invariant yields for the production of nuclei can be related [22, 23] to the primor-

dial yields of nucleons by Eq. 3.4.

d*Ny d*N,

= Bu(E
dSPA A( P d3pp

3

ENY
- d3p )A—Z ~ BA(E p

EA ' d3pp )A

(3.4)

where N4, Np, and N,, denote the number of the nuclei, their constituent protons
and neutrons, respectively. B, is the coalescence parameter. F % is the invariant
yield of nucleons or nuclei; A and Z are the atomic mass number and atomic number,
respectively; ps and p, are the momenta of the nuclei and protons, respectively, where
pa = A - p,. The coalescence parameter, By, is related to the freeze-out correlation
volume [22, 23]:

By o VA (3.5)

So By ox 1/Vy, and B3 o< 1/(V})?, and By and /Bs are both related to 1/V;.

For an expanding fireball, the effective homogeneous coalescence volume decreases
with transverse mass and temperature (M;/T") [23, 24].

On the other hand, a blast-wave model is often used to describe the spectra of
identified particles produced in relativistic heavy-ion collisions [25, 21]. In this model,

the particle spectra are determined by global parameters (temperature, flow profile)

33



and particle mass. Up to now, hydrodynamic model simulations or blast-wave fits to
the data only included elementary particles without any composite elements, such as
nuclei [25]. Experimental measurements can be used to provide insights into whether
the homogeneous volume (as in a coalescence picture) or mass (as in a blast-wave

model) has a bigger influence on the yields of nuclei in heavy ion collisions.
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3.6 Elliptic Flow and Event-Plane Method

The invariant yield only reflects the number density of the particles in momen-
tum space, as a function of the momentum (technically divided into the pr and y).
The momentum space density can be expressed as a function of azimuthal angle. A
reaction plane is defined as the plane decided by the beam direction (z direction)
and the impact parameter direction (b direction). The reaction plane is chosen as
the reference plane in order to study the azimuthal angle dependence. The azimuthal
angle dependence could be expressed as a Fourier series of the particle emission angle
relative to the reaction plane angle [26],

&N 1 &N >
F—=——— 11+ 2v,, cos|n(p — U, , 3.6
o= oy (14 D amcosoto 0, 35)

where F is the energy, N is number of the particles, p is the momentum, y is rapidity,
¢ is the azimuthal angle of the emission direction, and W, is the azimuthal angle of the
reaction plane. The Fourier coefficient, v, is called the n-th order flow. Specifically,
vy is called the direct flow, and v, is called the elliptic flow.

The real reaction plane angle ¥, is unknown, so practically we use the event plane
angle to estimate the real reaction plane angle. The event plane is determined by the
anisotropic flow of the event. The event plane angle can be determined for each

harmonic order. The event flow vector (), and the event plane angle ¥,, from the
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n-th harmonic of distribution is defined by equations

Q,, cos(n¥,) Z w; cos(neg;) , (3.7)

Q. sin(nV,) Z w; sin(ng;) | (3.8)

where ¢; is the azimuth angle of the i-th particle, w; is the weigh factor, and the sums
go over all the particle tracks used in the event to determine the event plane angle,

as shown in Fig. 3.7. The event plane angle ¥,, is then determined by the formula

> w;isin(ng;)
> wicos(ng;)

v, =— arctan

(3.9)

The tracks used to determine the W, could be chosen by particular type, and the
weight factors are chose to be the transverse momentum. In Cu+Cu collisions, be-
cause of strong non-flow effect, usually the TPC tracks are not good for estimating
the event plane angles, and the Forward TPC (FTPC) tracks are used instead. Al-
though the resolution of the FTPC is not as good as that of the TPC, but the FTPC
covers a much larger rapidity area, where the non-flow effects are small.

Since the collision geometry is random, the event plane angle distribution, the-
oretically, should be flat, if large number (e.g. millions) of events are considered.
However, because of the uneven acceptance of the detectors, the raw distribution an-
gle of event planes obtained from the real data may not be flat. So correction factors

in regard to the uneven acceptance should be applied and included into the w; weight
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Figure 3.7: The event plane determined by the momentum in x and y directions.

factors. There are different ways to do these corrections [26], and the simplest way is
to use the inverse of the distribution of summed number of tracks in each events as
the correction factor. This correction is called the ¢ weight correction.

In Au+Au collisions, after the ¢ weight correction, the event plane distribution
is fairly flat and smooth. But in Cu+Cu collisions, this simple correction does not
work well, and another shift corrections should be applied [27]. The correction is to

define a new angle for the event plane, expressed as

V) =0y + AU, (3.10)

where Uy and W) are the 1st order azimuthal angle for the event plane before and

after the shift correction, respectively. The AW, is the shift, and it can be written in
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the Fourier expansion form

tmazx

ATy & ) [A;cos(iy) + B;sin(ily))] . (3.11)

i=1

where the A; and B; are the coefficient factors. The integer ¢ starts from 1, and
theoretically could go to infinity. But practically, for large 7, the shift correction is
very small and can be neglected. So usually the sum of ¢ ends at a upper limit cut-off,
denoted as 4z tmax could be around 10. Requiring the i-th Fourier momentum of
the new distribution to vanish, the coefficients are obtained to be

B - §<cos(w1)> | (3.12)

A = —2(sin(i0y)) | (3.13)

]

where the angular brackets indicate the average over all the events. Then the event

plane angle shift can be written as

tmazx

AU =T — 0 = Z %[—(sin(i\lfl» cos(iWy) + (cos(iWy)) sin(iWy)] . (3.14)

i=1

That is the shift for the 1st order event plane. More generally, the shift for the n-th

order event plane is written as

nAvY, =n(¥V, —U,) = Z —[—{(sin(i¥,,)) cos(i¥,,) + (cos(i¥,)) sin(i¥,)] . (3.15)

~
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In the case of calculating the elliptic flow v, we are more concerned about the second

order event plane shift. So in the above formula, for n = 2, we get

AUy = U, — Uy = mzaz %[—(sin(z'\lfg» cos(iWs) + (cos(iWy)) sin(iWs)] . (3.16)

i=1

After this shift correction, the event plane angle distribution is flat, which is shown
later in section 4.2.

The Fourier expansion coefficients of the azimuthal distribution defined in Eq. 3.6
are in respect to the real reaction plane. But the real reaction plane angle is estimated
by the event plane angle. The Fourier coefficients are first calculated according to
Eq. 3.6 but using the event plane angle to substitute the W, in the equation. Then
the coefficients are divided by the event plane resolution to achieve the real flow.

v, = v /{cos[km(¥,, — U,)]) , (3.17)

n

obs

2% is the observed n-th order flow using the event plane angle as a reference,

where the v
and the v, is the real flow. The m is the harmonic order used to determine the event

plane angle. m may not necessarily equal to n. Here we have the relationship n = km.

So when m = n, we have k£ = 1, and the above formula becomes
vy, = 02 /(cos[n(¥,, — U,)]) , (3.18)

The detailed analytical calculation is provided in Refs. [26, 28, 29] and the result is
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given as

(cos[km (¥, — W,)]) = 2_\/\/2Xm exp <—%> [f(k—lw (%) + L(et1)/2 (%)] )
(3.19)

where x,, = vy, /0 = vV 2N (N is the number of particles used to construct the event
plane), and I, is the modified Bessel function of order v. Figure 3.8 demonstrates the
event plane resolution as a function of y for different k values. From this plot, it is
obvious that at k£ = 1, the resolution is the best. That means, the best resolution is
achieved when using the same order to calculate the event plane angle. In this case,

m =n, and k = 1, the resolution result turns to be

2

(cos[n(T,, — ,)]) = %Xn exp (-%) [10 (X{l) +1, (%)1 , (3.20)

In Au+Au collisions, the TPC tracks are used to construct the event plane. But
the event planes are flattened (using ¢ weight correction) by east and west sides
separately. The event plane angles calculated by east and west sides are averaged
to make a final event plane angle. This event plane angle distribution should be
flattened again.

In Cu+Cu collisions, in order to avoid the strong non-flow effects, the FTPC
tracks are used to calculate the event plane angle. The other procedure is the same
as in Au+Au case, but the shift corrections should be applied.

So the procedure of the event plane method to calculate the elliptic flow vy is: the
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Figure 3.8: The event plane resolution for the nth (n = km) harmonic of the
particle distribution with respect to the mth harmonic plane, as a function of
Xm = Um/o. This plot is take from Ref. [26].

first run through all the data is to calculate the ¢ weight for the east and west side
FTPC. The second run is to apply the ¢ weight and calculate the shift correction coef-
ficients for the east and west side FTPC. The third run is to apply the shift correction
and add them together to make an average event plane angle and to re-calculate the
shift correction parameters for the average angles. Finally, the fourth pass is to apply
this shift correction and fill the histograms for the azimuthal distribution in regard to
the corrected event plane angles, and at the same time the event plane resolution is
also calculated and stored. After the four runs through all the data, the distribution
histograms are filled and can then be fitted to retrieved and divided by the event

plane resolution, and the real flow is obtained.
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Chapter 4

Spectra and Elliptic Flow Results

in Cu+Cu

4.1 Spectra Results

The spectra study of light nuclei is performed on STAR Run-V Cu+Cu 200 GeV/c
collisions'. A total of 37 million minimum bias events are used.

The spectra study mainly focused on anti-deuterons and anti-protons. According
to the coalescence model, the coalescence parameters, which are assumed to be re-
lated to the freeze-out volume, can be calculated from deuteron and proton spectra,
according to Eq. 3.4. The low momentum deuterons from collision vertex have a
significant contamination from the background deuterons from the beam pipe. The

particles coming from the primary vertex can hit the beam pipe material and gen-

!The STAR production is PO6ib.
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erate large numbers of secondary particles, including deuterons. These background
deuterons cannot be easily distinguished by the TPC as their ionization energy loss
characteristics are similar to the primary deuterons from the primary vertex. The
background deuteron tracks is not related to the primary vertex. The characteristic
quantity defining how close the track is from the primary vertex is the distance of
closest approach (DCA). The DCA of primary deuterons is small, while the DCA of
background deuterons could be either large or small. In our analysis, track quality
cuts (see Tab. 4.1) are applied and DCA is required to be less than 1 cm. Many back-
ground deuterons can be removed with a DCA cut, but there are still many of them
with DCA <1 cm. Detailed study of the DCA distributions can reveal the difference

between he primary deuteron tracks and background deuteron tracks.

Table 4.1: The TPC track quality cuts applied on Cu4Cu 200 GeV events.

number of fit points > 25
number of dF/dx points > 15
DCA <1cm
Zyertex < 30 cm
|pseudorapidity| < 0.9

In order to quantify the DCA distribution differences between primary and back-
ground deuterons, we can make the comparison between d and d tracks. d is not
knocked out from the beam pipe, and it is expected that the DCA distributions of
d tracks have equivalent shapes as the DCA distributions of primary d tracks in
similar py ranges. Figure 4.1 shows the comparison. The upper 4 plots show the
DCA distributions of d in 4 different pr regions, and the lower 4 plots show the DCA
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distributions of d in the same 4 p; regions. In this side by side comparison, the
quantitative differences between them are obvious. The d DCA shows similar shape
of distributions for different p; ranges. At the lower py range, the d DCA shows a
wider peak, and at higher pr range, the DCA shows a narrower peak. That is due
to lower statistics in lower py. The DCA distribution of d, however, shows different
shapes in different pr ranges. At lower pr range, the d DCA shows a hump, standing
for the background, while at higher p; range, the DCA shows a background hump
superimposed by a sharp peak, which is similar to the shape of d DCA distributions.
That means, at low pr, d is dominated by the knocked out background, but d is not.

Even though the DCA distributions indicate the difference between the primary
and background deuterons, it remains difficult to separate them by using the DCA
distribution shapes. The analysis presented here will only use anti-deuterons and
anti-protons for measuring the coalescence factors. The anti-deuterons are identi-
fied by the TPC ionization energy loss and by requiring the charge to be negative.
Figure 4.2 shows the noy distribution plots for pr in 0.4-0.6 GeV/c, 0.6-0.8 GeV/c,
0.8-1.0 GeV/c, and 1.0-1.2 GeV/c, respectively. The background is other negatively
charged particles, such as anti-protons. The no, histograms are fitted by a Gaussian
plus a exponential function. The exponential function, regarded as the background
distribution, is subtracted from the noy distribution to get the pure anti-deuteron
yields.

The spectra of anti-protons and anti-deuterons are shown in Fig. 4.3 for different
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centralities: 0-10%, 10-20%, 20-30%, 30-40%, 40-50%, and 50-60%. The centrality
of Cu+Cu is defined according to reference multiplicity (RefMult) 2, as shown in
Tab. 4.2. The number of participants, (Npa¢), is also shown in this table. The mini-
mum bias (0-60%) spectra are also shown in solid symbols. The tracking efficiencies
used for anti-protons and anti-deuterons are obtained by using the tracking efficiencies
in 200 GeV Au+Au [18] for similar RefMult. The feed-down correction is not taken
into account. The definition of Au+Au centralities and the corresponding (Npq,+) [30]
are listed in Tab. 4.3.

Table 4.2: Centrality definition of 200 GeV Cu+Cu. The number of participants (Npart)
are also listed for each centrality. The “-” and “+” mark the low and high error bars of

<Npart>~
Centrality (%) | RefMult | (Npart) | - -
0-10 139 98.3 1.1 1.1
10-20 98 745 | 21| 25
20-30 67 54.1 26| 2.9
30-40 46 38.6 |25 | 2.8
40-50 30 263 | 23] 3.0
50-60 16 176 | 26| 3.1
0-60 >16 51.6 1.1 10.93

From the spectra of anti-protons and anti-deuterons, the coalescence parameter
B, can be calculated according to Eq. 3.4. Similarly from the 3He yields, the pa-
rameter B; can also be calculated. B, and /Bs are both related to the inverse of
the freeze-out volume, as shown in Eq. 3.5. And they are comparable with each

other. Figure 4.4 shows the coalescence parameters By, and /Bj for Cu+Cu versus

2The reference multiplicity is the number of primary tracks that pass basic track quality cuts.

45



the transverse momentum per nucleon pr/A 3, shown by solid symbols. As a com-
parison, the parameters from Au+Au obtained from Ref. [18] are also shown in the
plot by open symbols. First it can be seen that By and /B3 are close to each other
in similar py/A in the same collision system. This is consistent with the assumption
that they are both related to the same freeze-out volume. It is also demonstrated
in this plot that parameters from Cu+Cu are larger than those from Au+Au, which
is consistent with the fact that the freeze-out volumes in Cu+Cu is smaller than in
Au+Au. Both in Au+Au and Cu+Cu cases, the coalescence parameters increase
slightly with pr/A, which can be explained by the decreased interaction volume with
increasing momentum. However, the By from anti-deuterons shows a different trend,
and decreases with increasing pr/A. This is especially noticeable for low momentum
Cu+Cu results, probably due to the large uncertainty of deuteron tracking efficiencies.

Different coalescence parameters By, can be calculated for different centralities,
according to the spectra in different centralities. Fig. 4.5 shows the inverse of the
coalescence parameter (1/Bs) as a function of the number of participants (Np+). The
results are shown in three different momentum ranges. In each plot, 1/Bs is shown
to be a linear function of (N,,). These plots are consistent with the coalescence
volumes being proportional to (Np).

The inverse of coalescence parameters are shown in Fig. 4.6, versus the number of
participants, for both Cu+Cu and Au+Au [18]. The results from different particles

are consistent with each other and the data points are proportional to the number

34 is the atomic number.
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of participants. This confirms that the 1/B, and 1/4/Bs, although from different
particles, are related to the same coalescence volume, and the coalescence volume is
proportional to the number of participants in the collisions.

The raw yields of *He and 3He are studied. As previously mentioned, helium is
identified through the TPC ionization energy loss by a z value defined by Eq. 3.3,
which is just an unnormalized no. Tight track quality cuts (Tab. 4.1) are applied
and the z distribution plots are free of contaminations from other negatively charged
particles, such as d, as shown by Fig. 4.7. Then the yield of helium is obtained by
integrating the numbers of entries in the histogram bins.

The number of *He and 3He versus transverse momentum are shown in Fig. 4.8.
The ratio of 3He to *He versus transverse momentum is shown in Fig. 4.9. The
anti-proton over proton number ratio is also shown in this figure as a comparison.
If the light nuclei are generated by the coalescence of nucleons, we expect the ratios
3He/*He and (3p/*p)?® to be similar (Eq.3.4). The rough equality is confirmed by the

data, which is shown by Fig. 4.9.
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Figure 4.2: The no, plots for Cu+Cu minimum bias d in four different py ranges.
The distributions are fit by Gaussian function plus a exponential background. The
number count shown in each the plots is the sum of the each bin in —2 < no < 2
range, and the integral count is the integral of the fitted Gaussian function in
—2 < no < 2 range.

Table 4.3: Centrality definition of 200 GeV Au+Au. The number of participants (Npgrt)

are also listed for each centrality. The “” and “+” mark the low and high error bars of
<Npart>-
Centrality (%) | RefMult | (Npapt) | - +
0-5 520 3524 | 4.0 | 34
5-10 441 299.3 | 6.7 | 6.6
10-20 319 2346 | 9.3 | 8.3
20-30 222 166.7 | 10.6 | 9.0
30-40 150 1155 | 11.2 | 8.7
40-50 96 76.6 | 10.4 | 8.5
50-60 o7 47.8 95 | 7.6
60-70 31 274 7.5 | 5.5
70-80 14 14.1 5.0 | 3.6
0-80 >14 126.1 | 6.5 | 7.8
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4.2 Elliptic Flow Results

The anisotropic distributions of anti-deuterons and anti-protons have been studied
for STAR Run-V Cu+Cu 200 GeV collisions. The data set used here is the same as
used in the previous section 4.1.

As stated previously, in section 3.6, the first step is to determine the event plane
angle ¢ by using the () vector, according to Egs. 3.7 and 3.8. The v distribution
is not flat, and the ¢-weight correction is applied. In the TPC event plane method,
usually the event plane distribution will be flat after the ¢-weight distribution. But in
Cu+Cu collisions, the FTPC has to be used and the quality cuts indicated in Tab. 4.4
are applied. The event plane angles determined by the tracks only in the FTPC will
not necessarily be flat after the ¢-weight correction because of the acceptance of the

FTPC. A special shift method, as defined in Eq. 3.16, will have to be applied.

Table 4.4: The FTPC track quality cuts applied on Cu+Cu 200 GeV events for the event
plane determination.

number of fit points > 6
DCA < 2cm
Zvertex < 30 cm

|pseudorapidity| 2.5< |n] < 4.0

It should be noted that the event plane angle 1) can be determined by the east
or west FTPC only, or by using both sides. There might be some small differences
between the 1 angles measured in different ways. Therefore, the 1 angle shifts are
calculated for the east, west, or both sides FTPC, respectively. The normal procedure
is to calculate 1) angle for east and west side independently, denoted as ¥c,s; and Yes;-
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The shift corrections are made to flatten ., and s distributions independently.
After this shift, the east and west angle distributions are shifted to be flat. The final
event plane angles 1 for each event are calculated by averaging the corrected teqqt
and Yyest, -6 1 = (Veast + Wwest) /2. But the 1 angle calculated this way will again
shows an uneven distribution. The shift correction is the re-applied.

Figure 4.10 shows the event plane angle distributions before and after the shift,
for the east, west, and east plus west side 1, respectively. In the plots, the red lines
show the uneven distributions before the shift corrections, and the blue lines show
the flat distributions after the shift corrections. The shift coefficients are displayed
in Fig. 4.11. The shift coefficients depend on the whole sets of events used, so they
are different for different centralities. Fig. 4.11 shows the minimum bias case, which
is 0-60%. In the figure, the coefficients are shown versus different correction orders.
The coefficients are relatively large at lower order and getting smaller at higher order.
Above the order of 10, the coefficients are very close to zero. The shift correction is
truncated at a higher order, for instance, 20, to make the ¢ distributions flat.

The event plane determined by a limited number of tracks has a limited resolution.
Moreover, the tracks have less hit points inside the FTPC than in the TPC because of
the detector geometry limitation. The resolution is different for different centralities,
as shown in Fig. 4.12. The event plane resolution is low in very central collisions
and increases and reaches a maximum at a medium centrality. Then it drops to low

resolution for peripheral collision events. At very central collisions the eccentricity
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Figure 4.10: The event plane angle (¢) distribution before and after the shift. The
red lines indicate the distribution before the shift operation, and the blue lines are
the distribution after the shift. The left, middle and right plot are for the east side,
west side and both sides event plane distribution, respectively.
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of the collision area is small, so that the anisotropy of the momentum distribution
of the outgoing particles is also small. And the event plane angle is difficult to be
determined accurately. In the most peripheral collisions, the reference multiplicity is
too low. Consequently, the number of the FTPC tracks that can be used to determine
the event plane angle is small, which makes the resolution low. At mid-centrality
range, the eccentricity and the FTPC multiplicity are both sufficiently large to reach
optimum values for the resolution. In Fig. 4.12, the first 6 bins of the histogram
represent different centralities, from 0-10% to 50-60%, and the last bin represents the

minimum bias (0-60%) resolution. It can be seen that the minimum bias event plane
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Figure 4.11: The shift coefficients for event plane shift methods for different shift
orders. The left plot is for the cosine terms, and the right plot is for the sine terms,
according to the shift formula Eq. 3.16.

resolution in Cu+Cu is around 16%, which is much smaller than the resolution of

76% in Au+Au case [18]. That is due to the lower reference multiplicity in Cu+Chu,

and the lower acceptance of the FTPC used in Cu+Cu as compared to the TPC used

in Au+Au.
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Figure 4.12: The event plane resolution for different centralities. From left to
right, the bins indicate the resolution for centrality 0-10%, 10-20%, 20-30%, 30-
40%, 40-50%, 50-60%, and 0-60% (minimum bias), respectively.
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When the event plane angles are corrected, the number of particles in the cer-
tain azimuthal angle range can be integrated. The number distribution versus the
azimuthal angle can be studied to show the cosine distribution, which leads to the el-
liptic flow. Figure 4.13 shows the noy distribution for the negatively charged particles
in one pr range (0.2-0.6 GeV/c), for azimuthal angle (¢) relative to the event plane
angle (¢), i.e. nog versus ¢ — ¢ angle. The distributions, as previously mentioned,
show Gaussian peaks which indicate the anti-deuterons on top of a background. The
background is estimated in different shapes. The anti-deuteron no distribution can
be contaminated by anti-protons as a background noise, so the background can be
assumed to be a Gaussian. In this analysis, the noy distribution is fitted by a double
Gaussian function. The fitting functions are also shown by solid lines in Fig. 4.13.
According to the parameters of the fitting function, the peak of the anti-deuterons
are determined (which might be shifted slightly from 0). The histogram is integrated
in the range from -2 to +2 around the peak. This integral, subtracted by the back-
ground noise, is the number of anti-deuterons in the 2-o range, which is 68% of all
deuterons in this specific pr and ¢ — ¥ range. So the numbers can be calculated for
each pr and ¢ — 1) range.

For each pr range, the number of the particles in which we are interested can be
studied according to their ¢ — ¢ distributions. Figure 4.14 shows the d yields versus

¢ — 1 for 3 different pr ranges. In each pr range, the distribution is fitted by a cosine
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Figure 4.13: The nog distribution for anti-deuterons in the range 0.6 < pr < 0.8
(GeV/c), for different ¢ — 1) ranges. From left to right and top to bottom, the plots
are for ¢ — ¢ range 0-7/10, w/10-27/10, 27 /10-37/10, 37 /10-47 /10, 47 /10-57/10,
respectively. The distribution histograms are fitted by double Gaussian function to
subtract the background.

function

Po(1 4 2py cos[2(¢ — ¥)]) (4.1)

to get the elliptic flow v, values. The fitting parameter p; in Eq. 4.1 is the the
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observed vy. Figure 4.15 shows the same kind of distributions of anti-protons.
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Figure 4.14: The anti-deuteron yield versus the azimuthal angle in relative to the
event plane angle (¢ — ) in the 3 pp ranges. The 3 plots from left to right are
for pr in 0.2-0.6, 0.6-0.8, and 0.8-1.0 GeV/c, respectively. All error bars represent
statistical errors only. The lines shown in the plots are the cosine fitting functions.

The anti-proton and anti-deuteron vy are calculated in the way as described above.
Since the number of particles for each pr, ® — 1 bin depends on different background
estimation, the final vy result may also depend on different background estimation.
Figure 4.16 shows the v, results comparison for 3 different background fitting methods.
The one method is for the Gaussian background fitting, another is for the exponential
background fitting (used in section 4.1), and the last one is to integrate all bins
without any background subtraction. The differences between the three methods are

small compared to the statistical errors, especially in the anti-deuteron case.
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Figure 4.15: The anti-proton yield versus the azimuthal angle in relative to the
event plane angle (¢ — v) in the 3 pp ranges. The 6 plots from left to right and
from top to bottom are for py in 0.3-0.4, 0.4-0.5, 0.5-0.6, 0.6-0.7, 0.7-0.8, and 0.8-0.9

(GeV/c), respectively. The lines shown in the plots are the cosine fitting functions.

The anti-proton v, is shown with both statistical and systematic errors in Fig. 4.17.
The Au+Au anti-proton ve [31] are also shown. The Cu+Cu v seems to be a little
higher than Au+Au in low pr range (<1 GeV/c). But they are getting closer as pr

approaches 1 GeV/c. This is also true for A + A case. The A + A vy in Cu+Cu [32]
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Figure 4.16: The comparison of vy versus different background fitting methods.
The left plot is for anti-proton wve, and the right plot is for anti-deuteron vs. In
each plot, the black dots indicate the results from double Gaussian fitting, the red
squares indicate the exponential background fitting, an the blue triangles indicate
the direct counting method without fitting.

is also higher than in Au+Au [31] in pT' < 1 GeV/c, but they are almost equal at pr
close to 1 GeV/c. At higher pr, the Cu+Cu vy is lower than Au+Au case. The anti-
proton v, in Cu+Chu case is slightly higher than the A + A vy in Cu+Cu, because A is
heavier than protons. The inclusive charged hadron v, is also shown in Fig. 4.17 as a
comparison. It is lower than Au+Au pion vy, which agrees with the mas dependence
for vy. A similar mass dependence is observed in Cu+Cu, where the anti-proton v
is in between the charged hadron vy [32] and A + A v,.

The anti-deuteron vy from Cu+Cu is compared to Au+Au result in Fig. 4.18.
The Cu+Cu vo has lower statistics than Au+Au. The systematic errors are small
compared to statistical errors. The Au+Au anti-deuteron v, data are obtained from
Ref. [18], and a negative vy was observed for the first time. Here in Cu+Cu, we
observe the negative vy again for anti-deuterons, which is consistent both with theory

and with Au+Au results. At pr in 0.2 to 0.8 GeV/c, even considering the statistical
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and systematic error, the anti-deuteron vy is negative, but at higher pr close to 1
GeV/c, the vy is quite close to zero and turns to positive. This result in Cu+Cu is

consistent with the Au+Au anti-deuteron v, in the same pr range.
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Figure 4.17: The anti-proton ve from Cu+Cu collisions compared to some other
cases. The red stars indicate the anti-proton vo from Cu+Cu and the blue solid
dots indicate the Au+Au case. The black shadow boxes represent the systematic
errors for Cu+Cu. The Au+Au and Cu+Cu vy for A + A are represented by black
diamonds and purple triangles, respectively. The blue open circles are pion v for
Au+Au, and the green triangles are inclusive charged hadron v for Cu+Cu. The
negative vg results from a large radial flow because the large radial flow push the
particles to high momentum area and depletes low momentum particles. There
are more particles flowing in the reaction plane than out of plane, so more in-
plane-flowing particles are depleted. That causes more particles flowing out of the
plane than in plane, which is the reason for the low momentum negative flow [33],
and this is also confirmed by BW with a large py parameter [25]. The Au+Au
vy results are from Ref. [31]. The Cu+Cu vs of charged hadrons and A are from
Ref. [32].
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errors for Cu+Cu.
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Chapter 5

Blast-Wave Fitting of Spectra and

v7 in Au+Au

5.1 Blast-Wave Model

Presented in this section is the comparison of the spectra and flow of light nuclei
in Au+Au collisions and the predictions from the Blast-Wave (BW) model. The BW
model parameterizes the physical features, such as the temperature and geometric
dimension of the fireball at the thermal freeze-out stage and gives quantitative pre-
dictions for the observable implications, such as the transverse momentum spectra,
and the elliptic low. This model calculates particle production properties by as-
suming the particles are emitted thermally on top of a expanding fireball after the
collision. The BW model assumes local thermal equilibrium with an expansion ve-

locity profile as a function of transverse radius, modulated by an azimuthal density
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distribution [25].

The BW model was originally used on the production of hadrons, such as 7, K, p,
and A particles. This BW model successfully reproduced the momentum spectra and
elliptic flow [21] of these particles, as well as the pion HBT correlations as a function
of transverse momentum and centrality [25]. In this section, the BW model is used to
study the production of light nuclei instead of charged hadrons. The light nuclei are
treated as heavier particles emitted from the fireball. Figure 5.1 shows a schematic

illustration of a BW elliptic sub-shell of the source in the transverse plane.

o, event
Rx plane

Figure 5.1: Illustration of blast-wave parameters for the freeze-out configurations
in transverse plane. This picture is obtained from Ref. [25].

The parameters used in the BW fitting are the physical quantities related to
the freeze-out configurations, specifically, T, po, p2, R, Ry, T, and A7. T is the
temperature. The freeze-out distribution is assumed to be infinite along the beam

direction (z direction) and elliptical in the transverse direction (z-y plane). R, and
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R, give the dimension of the radii in # and y direction of the ellipse. The normalized

elliptical radius 7 is defined as

. _ [(rcosgs)?  (rsin ¢g)?

7(r, ¢s) = \/ 72 + 72 ) (5.1)
x Y

where r and ¢, is the radius and the azimuthal angle of the point on the subshell,

as indicated in Fig. 5.1. The parameters p, and p, are the zeroth and second order

factor of the flow boost

p(r; &) = 7(po + pa2 cos(2%)) (5.2)

along the azimuthal direction ¢, perpendicular to the transverse ellipse, which is
illustrated in Fig. 5.1. Because of the relativistic invariance, the source is assumed
to emit particles over a finite duration in longitudinal freeze-out proper time (7 =
V2 — 22). And 7 is assumed to have a Gaussian distribution peaked at 7, with a
peak width of Ar.

The particles are emitted from the subshell according to the emission function

1 —(r=m)? 1
e (5.3)

S(x, K) = mrcosh(n — y) {—=y7a:¢ KT L1

where my is the transverse mass, y is rapidity, n is the space-time rapidity n =
In[(t+2)/(t — 2)]/2. The “+” and “-” signs are used for fermions and bosons, re-
spectively. The wu is the four-velocity of the moving source, and the four-vector K
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is
K,, = (my coshy, pr cos ¢p, prsin ¢, mpsinhy) . (5.4)
All the observables calculated in the BW are related to integrals of the emission

function 5.3. A more detailed description and definition of the parameters and the

BW formulae are given in Ref [25].
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5.2 Fitting Algorithm and Parameters

In order to get a consistent set of parameters that describe the physical features
at the moment of freeze-out, different sets of histograms are fitted simultaneously.
At the stage of thermal freeze-out, all the hadrons and the light nuclei are already
formed, and it is possible to use one set of parameters to fit all the p; spectra and vs.
The BW parameters are sensitive to different fitted quantities, e.g. T is sensitive to
the pr spectra, and R, /R, is sensitive to v, but not to py spectra, so it is necessary

to use separate histograms to determine the various parameters of the BW model.

Au+Au 200 GeV spectra of pion, kaon and proton with BW fit:

pion spectra proton spectra
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Figure 5.2: The spectra and v of pion, kaon and proton and the corresponding BW fit.
The data shown are from 200 GeV Au+Au minimum bias events. The data points are
shown as points and the BW fit results are shown as lines. The spectra data points are
for positive and negative particles, shown as solid and open symbols, with the BW fits
shown as solid and dashed lines, respectively. The vy plots are for positive plus negative
pions and kaons inclusively, and for anti-proton exclusively.

All the spectra and vy are products of the fit in the BW model. For a set of
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BW parameters, there is a x? value for each histogram. The sum of the y? of all
histograms are required to meet a minimum value for a specific set of BW parameters
for pion, kaon and proton products.

The pr spectra and vy experimental data used for fitting are obtained from
Refs. [21] and [31], respectively. The BW fitting parameters are sensitive to cen-
trality. The parameters for the minimum bias (0-80% centrality) data are listed in
Tab. 5.1, and the fitting results are also compared to the data points as shown in
Fig. 5.2. The BW parameters obtained from the fits are used to predict the d, d,
3He and 3He spectra and v,. For peripheral and central collisions only the spectra
are fitted. The predictions from BW are also limited to spectra. Fig. 5.3 shows the
comparison of the spectra for d, d and the BW predicted spectra. The comparison
for 3He and 3He is shown in Fig. 5.4. The experimental data points are obtained
from Ref [18]. The BW predictions and the experimental data points agree with each
other with acceptable deviations. This demonstrates that the BW correctly describes
the spectra at the momentum of thermal freeze-out. It also confirms the assumption

that the fireball at this stage reaches thermal equilibrium.

Table 5.1: BW fitting parameters: see text for details.

T(MeV) Lo P2 R,/R, | To(fm/c) | Ar(fm/c)
124.2 0.88 0.061 0.89 9.2 0.03
+£1.9 | £0.01|£0002| £ 0003 | (fixed) | (fixed)

The comparison of the BW predicted vy and the experimental results in minimum-
bias collisions are shown in Fig. 5.5. Shown in this figure are the v, for d+d, He+3He
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Figure 5.3: This plot shows d and d spectra, with a comparison to the blast-wave
model predictions. The upper panel shows the pp spectra, with the solid symbols
and open symbols representing the particles and anti-particles, respectively. The
corresponding blast-wave predictions are shown by solid and dashed lines. The
lower panel shows the data divided by the blast-wave prediction. The bands show
the same ratio for protons. Errors are statistical only.

and d versus the transverse momentum, obtained from Ref. [18]. The results with
both vy and pr scaled by A are shown in Fig. 5.6. As mentioned previously, the 7, K, p
spectra and vy are all fitted by a single set of blast-wave parameters. These parameters
are used to predict the py spectra and vy of d(d), *He(3He). The blast-wave results
for the deuteron and *He v, are shown as the solid and dashed lines, respectively. As
a comparison, the p and A + A v, obtained from Ref. [31] are superimposed. The
plot demonstrates that the simple mass related BW model seems to fit the data as

well or better than more sophisticated models [34]. The vy and pr scaled by the
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Figure 5.4: This plot shows 3He and ﬁ) spectra, with a comparison to the blast-
wave model predictions. The upper panel shows the pp spectra, with the solid
symbols and open symbols representing the particles and anti-particles, respec-
tively. The corresponding blast-wave predictions are shown by solid and dashed
lines. The lower panel shows the data divided by the blast-wave prediction. The
bands show the same ratio for protons. Errors are statistical only.

atomic numbers of the produced particles indicate that deuterons are formed through
the coalescence of protons and neutrons just before thermal freeze-out. However, the
scaled *He + 3He v, appears to deviate a bit more from the blast-wave predicted vs.
According to the coalescence mode, the vy/A versus pr/A lines for different nuclei
should be the same. But the BW predicted lines for deuteron, helium, and proton
are not exactly at the same line, indicating that the thermal production (BW model)
deviates slightly from the coalescence model.

The centrality dependencies of d and p elliptic flow are shown in Fig. 5.7. (See
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Figure 5.5: The elliptic flow parameter vy from minimum bias collisions as a

function of py for 3He 4 3He (triangles), d 4 d (filled circles), and d (open circles);

the solid (dashed) line represents the deuteron (*He) vy predicted by the blast-wave

model.
the centrality definition in Tab. 4.3.) The vy/A versus (Npq) for two different pr
ranges are shown separately in the left and right panels of this figure. The negative d
vy 18 observed in both central and mid-central collisions in the transverse momentum
range of 0.2 < pr < 0.7 GeV/c. This negative vy at low pr range is consistent with
a large radial flow. That is because the large radial flow pushes low pr particles to
high pr and depleted low pr particles, predominantly in the event plane [33]. That is
also confirmed by the blast-wave predictions [25]. At the same pr/A where the d v, is

negative, the p v, is consistent with zero and the d v,, due to the large uncertainties.

The BW predictions of d and p vy /A for different centralities are also shown in the
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Figure 5.6: (The d + d and 3He + 3He vo as a function of pr, both v and pr
have been scaled by A. Errors are statistical only. P (open diamonds) and A + A
(solid stars) ve are shown in the plot as a comparison. Coalescence and dynamic
simulation for deuteron from Ref. [34] are also shown.

figure as a comparison to the experimental data. The BW parameters for different
centralities used in the predictions are obtained from Ref. [31]. The comparison shows
that the BW predicts the negative vy of deuteron, and the model well describes the

trend of experimental data, but the quantitative agreements is still not convincing.
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Figure 5.7: Low pr d va/A (filled squared) as a function of centrality fraction
(0—10%, 10—20%, 20 —40%, 40— 80%, respectively). Errors are statistical only.

D v2 is also shown as open triangles. Blast-wave predictions are show as solid (d)
and dashed lines (p).The 2 subpanels are for different pp ranges.
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5.3 Comparison with Pion HBT Volume

The invariant yields of d, d and p, P are related through a coalescence parameter
B, see Eq. 3.4. Similarly, the parameter Bs relates the yields of He and 3He.
Since the light nuclei are formed at the very late stage of fireball evolution, the
correlation volume is the same as the freeze-out volume. Therefore, B, and +/Bj
are both proportional to the inverse of the correlation volume. In this section, the

comparison of By and v/ B; with the Hanbury-Brown Twiss (HBT) [35] radii is shown.
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Figure 5.8: By and v/Bs together with 7= HBT volume as a function of collision
centrality (Npqr¢) in Au+Au collisions. HBT volume is calculated from the HBT
correlation lengths along longitudinal and transverse directions. The PHENIX
data points are obtained from Ref. [36]. Cu+Cu results are also shown as a com-
parison.

Figure 5.8 shows the coalescence parameters By and /B3 compared with pion

HBT volumes. The parameters By and Bjs are calculated from the spectra of proton,
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Figure 5.9: Comparison of spectra from STAR and PHENIX results.
PHENIX data points obtained from Ref. [36] are shown as red open crosses and
stars. The STAR Au+Au results obtained from Ref. [18] are shown as solid cir-
cles and triangles, and the brackets represent the uncertainties from the feed-down

ratio. The STAR Cu+Cu results are shown as purple open stars.

deuteron and helium by using Eq. 3.4. The STAR Au+Au 200 GeV results of the
coalescence parameters are obtained from Ref. [18] (as shown by solid symbols), which
uses the the proton and anti-proton spectra taken from Ref. [21]. The p and p spectra
have been corrected for feed-down from A, A and X* weak decays [21]. The brackets
in the figure show the errors coming from the uncertainties of feed-down ratio. The
PHENIX results (shown by open red crosses and stars) for the 200 GeV Au+Au run
obtained from Ref. [36] are also shown in Fig. 5.8. The STAR Cu+Cu 200 GeV

results from the previous chapter in this thesis are also shown in this figure (by open

purple stars).
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As previously mentioned in Eq. 3.5, the coalescence parameters are related to the
final freeze-out volumes as B4 o< Vfl_A, so By o 1/Vy and B3 o< 1/ Vf2. Therefore B,
for d(d) is comparable to v/Bs for *He(3He) if the correlation volumes for d(d) and
3He(3He) are similar. Both B, and Bs dependent on different centralities. In central
collisions, there are more number of participant nucleons interacting with each other,
and the correlation volumes at thermal freeze-out are larger. That results in smaller
coalescence parameters in central than in peripheral collisions. So this figure shows
the parameters versus (Npart)-

Figure 5.8 does not only show the comparison between the coalescence parameters,
but also shows direct comparison to the pion HBT volumes, represented by black
circles and squares in the plot. The freeze-out volumes from pion HBT measurements
are calculated in Ref. [18] as the following expression:

Vf = (27T)3/2 X Rlong X R2 (55)

side

where V} is the freeze-out volume [23, 24], and Rjon, and Rg;q. are the longitudinal and
sideward radii, respectively, assuming a density distribution of Gaussian shape in all
three dimensions. The Ry, and R4 values are obtained from Refs. [25, 31] (b = 0.2
GeV/c). The d, d and *He, 3He transverse momentum ranges are 1.5 < pr < 2.0
GeV/c and 2.0 < pr < 2.5 GeV/c, respectively. The HBT data is chosen at the
closest pr to the pr/A for the nuclei coalescence data throughout all of the centrality

bins. The observations that the By and \/ B3 coalescence parameters are proportional
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to 1/V; from pion HBT over the full range of centrality indicates that the freeze-out
volume for the nuclei is closely related to that for pions.

The PHENIX results show the same trend of the coalescence parameters versus
the number of participants. The data points are slightly higher than STAR Au+Au
results if not considering feed-down uncertainties. Figure 5.9 shows a comparison
between the STAR and PHENIX deuteron spectra. STAR and PHENIX observe
very similar spectra. And the difference of coalescence parameters between STAR
and PHENIX arises from the difference of proton spectra. That could be due to the
corrections, such as feed-down corrections, applied to the proton spectra. In fact, the
feed-down method used still has uncertainty, and that is reflected by the brackets in
Fig. 5.8. If considering the errors brought by the uncertainties from feed-down, the
STAR and PHENIX results are consistent.

The 200 GeV Cu+Cu B, results from d and P are also superimposed on Fig. 5.8.
The points are slightly higher than STAR Au+Au results, and closer to the PHENIX
data points. The Cu+Cu results are consistent with Au+Au results, considering the
uncertainties of the feed-down correction.

In the coalescence model [23, 24|, the proportionality factors quantitatively con-
necting the By and B3 parameters to the homogeneous volume depend on flow profile,
temperature, correction factors due to quantum wave functions, and other detailed as-
sumptions of the coalescence models. A precise extraction of these model-dependent

factors from data will be possible in the future when the large uncertainty on By
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and Bs is reduced with the improvement of A 4+ ¥ decay feed-down correction to the

proton yields [21].
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5.4 Relation to Cosmology

The early universe, according to the Big Bang theory [5], is a hot dense matter,
which is similar to the fire ball produced in ultra relativistic heavy ion collisions. So
the study results of collision experiments can be compared to cosmology results. That
is how the largest thing (the universe) is related to the smallest thing (quarks and
leptons) in the world are related to each other.

The d/p ratio is proportional to baryon density [37]. In the ultra relativistic heavy
ion collisions, a large fraction of the deuterons produced are not from the primary
collision vertex, but from the interaction between the collision products and the beam
pipe material. And the productions of deuteron and anti-deuteron are different. But
when the net baryon density gets close to zero, anti-deuterons are used as a measure
of deuteron production. Previous study of baryon densities for different collision
systems [38] results in the data points shown in Fig. 5.10 . This figure shows that
the baryon density in vp, pp, pA and AA collisions follows a universal distribution
as a function of beam energy. At baryon chemical potential up = 0, d/p = d/p and
the measurements from all systems are consistent with each other. This condition
should precede that of the Big Bang nucleosynthesis (BBN) in the evolution of the
universe. This prompts us to compare the baryon density at this limit to that in the
universe. We select the data points from Fig. 5.10 which are closest to the up = 0
condition: Au+Au collisions at /5, = 200 GeV per nucleon, efe™ — ggg at

Vs =10 GeV, yp at /s = 200 GeV, and p + p at /s = 1.8 TeV. The average value
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is d/p = (7.6+£0.8) x 10~ as compared to D/H = (2.78+0.2) x 107° [39, 40, 41] and
(D+°He)/H = (3.7£1) x 107° [42] in BBN. The Cu+Cu collision result at /5, =
200 based on the results presented in the previous chapter in this thesis is added to the
figure, indicated by the solid star symbol, which shows consistence with the 200 GeV
Au+Au results from both STAR and PHENIX. By taking the ratio of the abundances
measured in BBN (D/H) and in collider (d/p), the baryon density fraction (the ratio
of the green to the yellow band in the this Fig. 5.10) is Qppn/rarc = 0.036 £ 0.004,
which is consistent with the values of Qp = (4 £ 1)% obtained from standard BBN

calculations [43, 39, 40, 41] and from the Cosmic Microwave Background (CMB).
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Figure 5.10: d/p as a measure of antibaryon phase space density as a function
of beam energy for various beam species. Data points from eTe™ and vp collisions
are also shown at their center of mass beam energy. Top band is the average of d/p
from collider data at zero chemical potential, and the bottom band is the results
of D/H from BBN. This plot is regionally obtained from Ref. [18], and the Cu+Cu
point (red solid star) is added to this plot based on the study previously presented
in Chapter 4.

10°®

85



It is easy to dismiss this comparison and the values as coincidence because the
processes of deuteron production at RHIC and BBN are completely different. The
process at RHIC is coalescence of a proton and a neutron where the wave functions
overlap at a freeze-out temperature of about 120 MeV. In the BBN the processes
which determine the final D/H are photo-production and photo-dissociation p(n,y)D
at temperatures <1 MeV. In addition, the yields and the production mechanism of
heavier elements (*He, “He) are very different. In coalescence, the heavier elements are
produced by quantum wave function overlap and the yields are orders of magnitude
down from d/p ratio, since the ratio o< (d/p)4~! [23, 24, 38]. In BBN, the heavier
elements are produced at a later stage through the cascade burning of the deuterium
and the proton via reactions of D(p,v)*He and 3He(D,p)*He [39, 40]. The connections

are obvious:

e The wave function overlap between the proton and the neutron to produce
a deuteron by coalescence is characterized by their distance(AX) and their
momentum difference (Ap). The AXAp is determined by the binding energy of
a deuteron [23, 24, 44]. The photo-production or photo-dissociation of deuterons
in the BBN is determined by the deuteron binding energy or p(n,y)D reaction

cross-section.

e The coalescence probability is directly related to the baryon density at RHIC.
In BBN, the deuteron production relies on the baryon-to-photon ratio (nz) and

the expansion (cooling) rate of the universe, which is governed by the total
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energy of the universe and the baryon density fraction ({2p).

It is interesting to see that we can connect the wave function in coalescence with the
photo-production and dissociation cross-sections, and baryon density at RHIC with
ng and g in the BBN. However, a numerical computation from both processes needs
further investigation to study whether the connection can indeed be established. If
a detailed theoretical model can make the connection, this will be the most direct

connection between RHIC and astrophysics.
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Chapter 6

Search for Anti-Alpha

6.1 Current searching method

Anti-particles drew the attention of physicists since the discovery of anti-proton
and positron. All matter in our world is made from protons, neutrons and electrons
in the way that a nucleus is composed of protons and neutrons surrounded by an
electron cloud. Since these three particles all have their counter parts: anti-proton,
anti-neutron, and positron, an anti-world could be made up from such particles.

Anti-atoms consisting of anti-nuclei and positrons can be made. How heavy can
an anti-nucleus be? Theoretically, there is no limitation. d [45] and 3He [46] have
already been found. Anti-helium4 (*He, or, anti-alpha) has never been found. With
ever increasing energy and statistics, there is a possibility to find the anti-alpha in
heavy ion collisions.

The technique for searching for the anti-alpha is to use dE/dz in the TPC. The
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dFE /dx versus momentum, and the z plots for negatively charge particles are used to
identify anti-alpha. Because of the low production rates, large number of anti-alpha
particles showing a clearly distinguishable bands on dFE/dx plots are not expected.
Several points above the theoretically predicted Bichsel function line [17] are good
candidates. Further investigations of those candidate tracks are made to check the
validity of the tracking information. The energy deposit in the Electro-Magnetic

Calorimeter (EMC) may also signal an anti-alpha.
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6.2 Anti-Alpha Candidates

The search for anti-alpha particles was implemented on several data sets. We
found two possible candidates !.

Strict track quality cuts were applied to the data. The DCA of the tracks was
required to be less than 1 ecm. Figure 6.1 shows the dF/dx distribution plots versus
the momentum. The upper plot is for positively charge particles and the lower plot
is for the negatively charged particles. The blue dashed lines are the expected dE/dx
curves for 4He based on the Bichsel function predictions. In the upper plot the alpha
particles can be seen to form a clear band near the predicted line, representing the
alpha particles generated in RHIC collisions. In the lower plot, the points are enlarged
and shown in triangles, in order to see the few single points near the anti-alpha line.
There are two tracks (in the circle) close to and above the line, well clear from the
3He band. These two tracks are considered candidates for the anti-alpha. Further
investigations were performed to check these two tracks.

Figures 6.2 and 6.3 show the zy.« distributions for different momentum ranges of
positive and negative particles, respectively. The red dashed lines shown in the plots
represent the expected peak position of *He. The two candidates mentioned before
are encircled in Fig. 6.3. They stand clearly away from *He peak and the red dashed
line.

The two candidate tracks, denoted as track A and B, are further explored. The de-

!The two candidates are found in STAR Run-VII collisions, production P08ic. The trigger name
is 2007ProductionMinBias.
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Figure 6.1: The TPC dE/dx versus p/|Z| distribution for positively (upper plot) and
negatively (lower plot) charged particles. The solid line represents the Bichsel predicted
3He position and the dashed line represents the *He line. The lower plot uses large
triangle markers in order to show clearly the 2 anti-alpha candidates (in the circle).

tailed information is shown in Tab. 6.1. We checked the these two candidates, and the
validity of all the tracking information was confirmed. The two tracks are displayed

in the STAR event display interface. Figure 6.4 and 6.5 show the 3-dimensional views
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Figure 6.2: 2z distribution for positively charged particles in different momentum
range.

of the two candidate tracks in the STAR geometry.

The azimuthal angle of the two tracks are compared to the STAR TPC geometry.
Figure 6.6 shows a transverse view of the STAR TPC sectors. The 2 candidates are
also shown. If the azimuthal angle of a track is just on a boundary, it may be a fake
track.

Candidate A: ¢=-110.3°, which is in between the the TPC sector boundaries at
-97.5° and -112.5°. It is not on the boundary; Candidate B: ¢=-24.8°, which is in
between the the TPC sector boundaries at -22.5° and -37.5°. It is not on the boundary;,

either.
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Figure 6.3: z distribution for negatively particles in different momentum ranges. The
red dashed lines shown in the plots stand for the expected 3He peak positions in that
momentum range. The two anti-alpha candidates are circled to be clearly seen.

== g

Figure 6.4: The candidate track A shown in STAR event display.

The STAR EMC detector is also used to check these two tracks. The two tracks
are projected to the EMC to check the energy deposited in the EMC. The tracks are

projected to the EMC, and the corresponding the EMC tower energies are read. If
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Figure 6.6: The left plot shows the transverse geometry of the STAR TPC sectors. The
middle and right plots shows the candidates A and B in the TPC transverse geometry,
respectively.

the anti-alpha particles were annihilated in the EMC, there would be about 8 GeV
energy deposited. But there is also chance that they were not annihilated in the
EMC. Unfortunately the latter case seems to be true in this case. The the EMC
deposited energy for track A is 1.08 GeV. And track B did not deposit energy in the
EMC.

An estimation of how many anti-alpha particles have been produced in the events
is relevant because we want to know whether or not the yield of two candidates are
reasonable. Figure. 6.7 shows the comparison of the ratio of anti-nuclei to nuclei.

According to the coalescence model, the ratio of anti-proton to proton is compara-
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ble to (3He/*He)'/? and (4He/*He)Y/* at the same pp/A. The plot shows that the
(3He/?He)/? ratio is consistent with (p/p) at similar pp/A. However (*He/*He)"/* is
lower. That means the anti-alpha particles are underestimated, i.e. there might be

more than two anti-alpha particles.
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Figure 6.7: The ratio of (#He/*He)'/* (open stars) compared to (3He/3He)!/?
(solid stars) and (p/p) (triangles).

Figure. 6.8 shows the number of the anti-nuclei (in a logarithm scale) versus the
atomic number. The plot shows a roughly linear relation. If we extrapolate the trend
to A = 4, we found that the expected anti-alpha yield is 2. That coincides with the

two candidates we found.
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Table 6.1: Track information of the two anti-alpha candidates.

Track A Track B
Run Id 8112087 8127001
Event Id 22394 31049
Track Id 425 1250
RefMult 271 410
DCA (cm) 0.244 0.626
nHitsFit 33 27
nHitsDedx 22 18
vertex (cm) (0.466, -0.142, 5.331) | (0.484, -0.181, -3.399)
pseudorapidity 0.530 -0.114
¢ (degree) -110.3 -24.8
p/Z (GeV/c) (-0.287, -0.775, 0.459) | (0.874, -0.403, -0.110)
dE /dx(GeV/cm) 4.299 x 107° 4.203 x 107°
ZHed 0.110 0.122
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6.3 Future Hope in Searching Anti-Alpha

So far we have found two anti-alpha candidates in STAR. This is not considered
to be a discovery, and the search will continue.

In the future we hope to find anti-alpha particles using the fully commissioned
TOF system, which supplies enhanced particle identification capabilities for STAR.
The full TOF system is nearly finished with 120 trays covering 27 of azimuthal angle
and a pseudorapidity range from -1 to 1. In the future, anti-alpha candidates found
by the TPC could be confirmed by TOF system. The direct mass measurement of
TOF will make the identity more convincing.

In addition, the TPC electronics have been upgraded and with the new TPX, the
data acquisition procedure is 10 times faster. In STAR Run-VII there was only one
TPX sector but as of Run-VIII all sectors are upgraded. With the increased data

rate capability, more events can be collected.
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Chapter 7

Summary and Conclusions

This thesis presents the study of light nuclei and anti-nuclei in the RHIC STAR
experiment. It includes particle transverse momentum spectra, the elliptic flow vq, a
comparison to the blast wave model, and the search for anti-alpha particles.

The pr spectra and vy research in 200 GeV Cu+Cu collisions uses the ionization
energy loss in the TPC for particle identification. The protons and deuterons are
identified and their spectra are used to calculate the coalescence parameters. Low
momentum deuterons are contaminated by the products knocked from the beam
pipe, so only anti-deuterons and anti-protons are used to calculate the coalescence
parameter B,. The heavier anti-nucleus 3He is also studied and its yield is used to
obtain the coalescence parameter Bs. According to the coalescence model, both By
and \/Bs; are proportional to the inverse of the coalescence volume. In the referenced
material, 200 GeV Au+Au results involve both the TPC and the TOF identification

in a broad pr range. In this thesis, By and /B3 from both Cu4+Cu and Au+Au
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results are compared, and they are found to be consistent with each other. The
inverse of By in the same pr ranges are compared, and found to be proportional to
the number of participants involved in the collisions. For pr/A about 0.5 GeV/c,
1/By and 1/+/Bs from both Au+Au and Cu+Cu are compared. Both values are also
consistent and proportional to the number of participant nucleons. All the results
are consistent with the expected relationship between the coalescence parameters and
the freeze-out volume. The pion HBT volumes calculated from the published paper
are also compared to By and Bs from STAR Cu+Cu, Au+Au, and PHENIX Au+Au
experiments. The coalescence parameters are consistent with the inverted pion HBT
volumes.

The anti-proton and anti-deuteron v, are studied in this thesis for 200 GeV Cu+Cu
collisions. The anti-proton results are compared with published Au+Aup, A, 7 results
and with the preliminary 200 GeV Cu+Cu A and charged hadron results. The results
are compared and demonstrated to be consistent. The d vy of Cu+Cu is compared to
the referenced Au+Au results. They both show the negative vy, which was predicted
by the blast wave model, assumed to be a result of large radial flow.

This thesis used the blast wave model to fit the published Au+Au pion, kaon and
proton spectra and vy for the same centrality. The obtained fitting parameters which
are related to the physical features of the freeze-out, are used in the blast wave model
to predict the deuteron and *He spectra and v,. The predictions are compared to the

referenced experimental data. The model overpredicts the radial flow, which causes
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the spectra curves to be flatter [33, 25]. And because of the large uncertainty of
deuteron and helium vy, the fitting x? are large. Thus the solid proof of consistency
is still lacking.

The search for a heavier anti-nucleus, the anti-alpha, is presented in the thesis.
The search uses the ionization energy loss in the TPC. Two possible candidates are
found. The parameters of the two candidate tracks are obtained and the validity
of the tracks are checked. The tracks are also projected into the EMC but the
results showed no energy deposits of about 8 GeV in EMC. That does not mean
the two tracks are not anti-alpha because there is a chance that the anti-alpha can
pass through the EMC without being annihilated. In the future, increasing statistics
using the upgraded TPC electronics, and the large area TOF will provide possible

confirmation of the anti-alpha candidates.
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