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ABSTRACT OF THE DISSERTATION 

Measurements of the Jet Cross Section and 
Spin Asymmetry ALL using Polarized Proton 

Beams at RHIC 

by 

David Douglas Staszak 

Doctor of Philosophy in Physics 

University of California, Los Angeles, 2010 

Professor Charles Whitten Jr., Chair 

The nature of the proton spin structure is a fundamental problem in nuclear 

physics. The proton, which possesses a spin quantum number 1/2/1, is a com­

plex bounded system containing valence quarks, gluons, and sea quarks. One 

can ask how the spin of the proton decomposes into partonic spin and orbital 

angular momentum degrees of freedom. The EMC collaboration performed the 

first detailed measurement of the proton spin structure in 1988. They found that 

quarks contribute only 14 ± 10% of the total spin, far below naive parton model 

predictions. No valid theoretical pictures could explain such a low fraction of 

spin carried by the quarks and the proton 'spin crisis' was born. 

The deficit must arise from gluon spin and quark/gluon orbital angular mo­

mentum contributions. However, until the Relativistic Heavy Ion Collider (RHIC) 

these contributions were not directly accessible. RHIC currently provides colli­

sions of polarized proton beams at center of mass energies of 62, 200, and 500 

GeV. A primary objective of the RHIC physics program is the determination of 

the gluon spin contribution, AG. At leading order in proton-proton collisions, we 
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have access to quark/quark, quark/gluon, and ghion/gluon interactions. Utilizing 

proton collisions of different helicity states, AG is accessible through measure­

ments of the double spin asymmetry ALL, where ALL is defined as the ratio of the 

polarized cross section divided by the unpolarized cross section. The polarized 

cross section is the difference in the measured cross sections with both proton 

helicity states aligned and with both anti-aligned. The unpolarized cross section 

is the sum of these. 

The data presented in this dissertation were collected in 2006 at the STAR 

detector. It represents an integrated luminosity of 5.6 pb"1 with typical beam 

polarizations of ~ 55%. We use a time projection chamber (TPC) and an electro­

magnetic calorimeter (BEMC) to reconstruct jets from the charged and neutral 

particles emitted from hard collisions. Before we measure the spin asymmetry, 

we confirm the applicability of NLO theoretical calculations at our experimental 

energies and kinematics by comparing our measured inclusive jet cross section to 

theory. The agreement between the measurement and theoretical calculations is 

good. We then compare our measurements of ALL as a function of jet transverse 

momentum (p?) with theoretical predictions based on various models of the un­

derlying proton spin structure. The results are found to rule out large positive 

and negative gluon contributions within STAR's kinematic range (x ~ 0.05 «-> 

0.2). Small positive and negative gluon contributions are still allowed, as are 

models that predict a zero crossing. 
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CHAPTER 1 

Introduction and Motivation for the 

Measurement 

In 1922 Otto Stern and Walther Geilach dnected a beam of neutial silvei 

atoms through an mhomogeneous magnetic held The result was the first direct 

evidence of quantized paiticle spin A classical (pie-quantum mechanical) picture 

predicts an even spiead of beam deflection about the beam axis Instead, they 

found that the beam was deflected up 01 down depending on the quantized spin 

state (up 01 down) of the outermost unpaired election 

Since its discovery, mtunsic particle spin has played a fundamental role within 

science On the one hand, spin is the most tangible of purely quantum mechanical 

phenomena in everyday life Election spin beliavioi determines the chemical 

properties of atoms Nuclear Magnetic Resonance (NMR) imaging, which utilizes 

spin procession about a magnetic field, dnectly affects the health of millions At 

the same time, though, it is also one of the most non-intuitive and unexplamable 

phenomena All known particle species possess spin as a quantum numbei that 

is an mtegei or half-mtegei multiple of a single fundamental constant of Nature, 

Planck's constant (h) It is a challenge to attach a proper physical picture to a 

paiticle such as a photon, which has no mass and fills no physical space yet still 

contains a measuiable spin angulai momentum Despite 80 years of the study of 

spin phenomena, the physical oiigin of spin lemams a mystciv 
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In classical mechanics an object spinning about a fixed external axis can 

possess two types of angular momentum: orbital angular momentum, from the 

revolution about the center of the system, and spin angular momentum, from 

rotations about the object's own center. The system's total angular momentum 

is the sum of the two. An analogous explanation fits in quantum mechanics 

(QM), with the caveat that both forms of angular momentum are now quantized. 

For a particle that is not 'fundamental', such as an atom, the total angular 

momentum must then be the sum of the spin and orbital components of all the 

constituents (i.e. nuclei and electrons). The orbital angular momentum states 

of the constituents can take on many different (quantized) values arising from 

perturbations to the system. On the other hand, the spin angular momentum 

states of the constituents are set depending on only the particle species (fermions 

with half-integer spins - electrons, quarks, protons, or bosons with integer spins 

- photons, gluons). In this sense, composite particles are described as having a 

definitive spin state but not a definitive total angular momentum state. To avoid 

this confusion composite particles are often referred to as spin-X particles where 

X is the total angular momentum state (this is the case with the spin-1/2 proton 

as will be described later). 

1.1 A Historical Picture of Proton Structure 

By the late 1960s, experiments were built to provide particle collisions with 

enough energy to probe the proton's sub-structure. In these experiments the 

proton was probed using Deep Inelastic Scattering (DIS), in which a lepton (usu­

ally an electron or muon) is scattered off a proton. It was soon realized that 

protons were not fundamental particles and that the proton's sub-structure dis­

played 'scaling behavior'. The sub-structure interacted invariantly with respect 
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to the Q2 of the collision, where Q2 is defined as the four-vector momentum trans­

fer of the collision, the momentum 'scale1 of the collision. Higher energy (and 

therefore higher-Q2) collisions probe smaller distance scales within the proton. 

At all energy scales the proton constituents interacted like a point-source. 

The parton model was invented to explain this scaling behavior. This sub­

structure was identified with point-like particles called partons and later associ­

ated with Gell-Mann's fractionally charged 'quarks'. The parton model pictures 

the proton as consisting of three valence quarks: two up quarks (u) with charge 

+2/3e (where e is the charge of the electron) and spin l/2h, and one down quark 

(d) with charge -l/3e and spin 1/2/i. In a relativistic proton the quarks are 

collinear and each carry a fraction of the total proton momentum x. 

Leptons in DIS interact with quarks electromagnetically, exchanging a virtual 

photon. Experimentalists measure the initial and final momenta of the lepton 

to piece together the collision dynamics. The proton structure is summarized by 

two structure functions, which are related for spin-1/2 particles. 

F1(x,Q2) = ±Y,e2Mx>Q2)+Ux>Q2)} (i-1) 
o 

F2(x,Q2) = 2xF1(x,Q2) (1.2) 

Here q(x) and q(x) are the number densities (parton distribution functions or 

PDFs) of the constituent quarks and anti-quarks, e3 is the charge of the quark, 

and j indicates the quark flavor. Decades of DIS experiments have yielded pre­

cisely known structure functions Fi:2 over a wide x and Q2 range (Fig. 1.1, 

left)[l]. 

We now know that the proton is more complicated than the simple parton 
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Figure 1.1: F2(:r, Q
2) as a function of Q2 for many x bins (left). For plot clarity 

F2{x,Q2) is multiplied by a factor 2lv, where ix is the number of the x bin. 

Quark and gluon PDFs as a function of x calculated by the MSTW2008 theory 

group(right). The PDFs are displayed for Q2 = \i2 = 10 GeV2. Note that uv(dv) 

represents the up (down) valence quark PDF and that the gluon PDF has been 

divided by 10. Both figures represent the accumulated knowledge from decades 

of DIS and SIDIS experiments. 

model posits. The parton model requires modifications that arise from a full 

Quantum Chromo Dynamics (QCD) description. QCD is the theory of strong 

interactions with gluon and quark fields as the fundamental fields. What emerges 

with the QCD-modified parton model is a proton that is a complex object, with 

valence quarks, gluons (no charge, spin h), and quark/anti-quark sea quark pairs 

popping in and out of existence from the QCD vacuum. The naive parton model 

predicts i ^ x , Q2) in Fig. 1.1 to be invariant with Q2. However, we see that 
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this invariance is only approximate. QCD interactions including gluons and sea 

quarks must be accounted for (see Fig. 1.2). 

Figure 1.2: a) Interaction of a virtual photon with a quark in DIS. b,c) Two 

examples of higher order diagrams with quark-gluon interactions. 

With gluon and sea quark interactions included, the evolution of the quark 

(flavor i) and gluon PDFs as a function of Q2 (for a given x) can be found[2]: 

dqHx,Q2) = as(Q
2) f1 dy 

dQ2
 2TT Jx y 

q%(y, Q2)Pqq{x/y) + g(y, Q2)Pqg(x/y) (1.3) 

dg(x,Q2) as(Q
2) 

dQ2 
2TT 

dy_ 

x v 

•flavor 

Y, «*(*> Q2)pm^lv) + g(v, Q2)P99(*/y) 
i~i 

(1.4) 

P3k(x/y) are the splitting functions and are calculable. (as(Q'2)/27r) • Pjk(x/y) is 

interpreted as a probability density of measuring parton j (momentum x) after 

an interaction with parent parton k (momentum y). In this sense, Eq. 1.3 

accounts for two changes to the number of quarks at a measured x: a quark may 

lose momentum by radiating a gluon or a gluon inside the proton may create a 

quark/anti-quark pair. Similarly, Eq. 1.4 accounts for the changes to the number 

of gluons at a measured x: a quark may radiate a gluon or a gluon may split into 

either a quark/anti-quark pair or two gluons. 
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Theorists can calculate the various splitting functions and perform fits to 

Fit2 using Eqs. 1.3 and 1.4 in order to disentangle the PDFs. It is the indirect 

interaction with gluons that gives rise to the gentle logarithmic slopes in the F1;2 

distributions. Figure 1.1 (right) shows the modern unpolarized picture of the 

proton for a single snapshot in Q2 (labeled \J? in the figure) [1]. Valence quarks 

are most likely to be found with higher momentum fraction x, while gluons and 

sea quarks become more important as lower x is probed. 

1.2 The Proton Spin Puzzle 

If the lepton beam is longitudinally polarized, we can probe the spin dependent 

structure functions using the analog of Eq. 1.1: 

5 i (^Q 2 ) = ^ e | [ A ^ ^ , Q 2 ) + A ^ ( x , Q 2 ) ] (1.5) 
j 

Here we are not probing the standard PDFs, but polarized PDFs: 

Aq,(x,Q2) = q+(x,Q2) - qj(x,Q2) (1.6) 

where +(—) represent the parton helicity direction aligned(anti-aligned) with the 

proton helicity direction. In the non-relativistic case, the naive parton model 

predicts that the quarks carry all the proton spin. In the relativistic case, it 

predicts that the quarks carry ~ 65% of the the net proton spin and anticipates 

a large g\. This structure function was first measured in 1988 by the EMC 

collaboration[3] using a polarized muon beam. They found that quarks(and anti-

quarks) contribute only 14 ± 3 ± 10% of the proton spin, which in the extreme 

case was consistent with zero. These results were significantly lower than the 

parton model predictions and in violation of the Ellis-Jaffe sum rule. This raised 
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questions about the origin of the the proton spin, and the spin 'crisis' of the 

parton model was born [4]. 
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Figure 1.3: World data on gi(x, Q2) as a function of Q2 for several x intervals. 

A constant C(x) is added to visually separate g1 values for different x intervals. 

As in the unpolarized case, theorists looked to a QCD description of the 

problem. In accounting for all interactions including a gluon, they found an 

additional Next-to-Leading Order (NLO) term that adds directly to g\ (Eq. 1.5): 

gfuon oc -^pAg(Q2) ;i.7) 

Here Ag is the polarized gluon PDF analogous to Ag above, and as is the strength 

of the coupling constant of the strong interaction (analogous to e in electromag­

netic interactions). This term adds directly to Eq. 1.5 and implies that for a 

positive Ag, gluon and quark contributions cancel in the measurement of gx. 
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There was no particular physical motivation for a large and positive Ag, but it 

seemed to elegantly explain the experimental findings. The previous estimate of 

a large quark spin contribution could be reconciled by a large gluon spin con­

tribution. Putting these terms together (and simplifying gi to only the flavor 

singlet term), the first moment of g1 now reads 

g[1] = \f1 dx{Aq{x) + Aq(x)) - ~§~- j ' dxAg(x, Q2) (f .8) 

Figure f.3 presents the current experimental state of <7i[5]. Since the first 

EMC results, g\ and the quark contribution are both known much better. Re­

cent analyses from HERMES[6] and COMPASS [7] find the first moment of gx to 

be 33.0 ± 2.8% and 33 dz 5.8%, respectively. Global fits, using similar methods to 

those in the unpolarized case, have been performed with the polarized analogs of 

the evolution equations (Eqs. f.3 and f.4). Compared to the unpolarized case, 

however, the experimentally accessible x, Q2 phase space is much smaller. As a 

result, the polarized PDFs are not as well constrained as the unpolaiized case. 

Further, because gluons only contribute at NLO to Eq. 1.5, Ag is particularly 

unconstrained by DIS (Sec. 1.4 provides a full survey of polarized gluon models). 

Figure 1.4 presents polarized PDFs from the AAC collaboration using only DIS 

data[8] and compares to other models. There is general agreement between dif­

ferent fits on the shape and contributions from the up and down quark polarized 

PDFs. However, strange and gluon polarized PDFs are unconstrained. 

In addition to the experimental challenge of decomposing the proton spin, 

there is a theoretical challenge. In the ideal case, a sum rule would exist for 

the proton spin that decomposes the total spin into gauge invariant (and experi­

mentally measurable) contributions for each of the spin and angular momentum 

pieces. The nucleon angular momentum sum rule written in the infinite momen-
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Figure 1.4: Polarized quark and gluon PDFs from the AAC collaboration eval­

uated at Q2 = 1.0 GeV2. Their predictions are compared to those from other 

theory groups at that time. Note the y-axis varies significantly between the fig­

ures. Green bands represent the uncertainty on model predictions in each figure. 

turn frame (using Lg9 to represent quark and gluon angular momentum terms) 

is: 

l- = J" dx{±Aq(x, Q2) + Ag(x, Q2) + Lq(x, Q2) + Lg(x, Q2)} (1.9) 

Here the quark and gluon spin terms arc physical and represent measurable PDFs: 



AG(Q2) = Ag(x,Q2)dx, AE(Q2) - / Aq{x, Q2)dx (1.10) 
Jo Jo 

Note there is an equivalent anti-quark term in the AS integral we have suppressed 

for simplicity. A problem arises with this decomposition as the orbital angular 

momentum terms both involve interactions with the gluon field [9]. This means 

these terms do not clearly represent a clean and independent physical description 

of the orbital angular momentum of quarks and gluons. 

There is an additional decomposition that has been developed to separate out 

an experimentally measurable quark orbital angular momentum contribution[10]. 

l = ±A-Z + Lq + J9 (1.11) 

Here Jg is a term that comprises the total gluon spin and orbital angular mo­

mentum and is not gauge invariant (and thus not physically meaningful). In this 

decomposition, only the quark spin term (AE from Eq. 1.10) is manifestly gauge 

invariant. In his paper, Ji[10] developed an experimental method to measure Lq 

via Deeply-Virtual Compton Scattering and a theoretical framework in which to 

predict Lq via lattice QCD. However, there is no connection between gluon spin 

measurements in Eq. 1.10 and quark orbital angular momentum measurements 

in Eq. 1.11. In fact the only physical connection between the two decompositions 

is the quark spin term, which is invariant in both. 

1.3 RHIC: A Polarized QCD Environment 

DIS experiments are fundamentally limited by the fact that the probe interacts 

electromagnetically with the proton. Such experiments are not directly sensi-
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tive to the gluons because gluons possess no electric charge. The Relativistic 

Heavy Ion Collider (RHIC) is the next step in the evolution of polarized par-

ton experiments[ll]. For the first time polarized proton beams are brought into 

collision and gluon-gluon/quark-gluon interactions occur at leading order. 

Theoretical calculations for RHIC proton-proton collisions are performed us­

ing a factorization scheme where the production cross section is written as a 

convolution of PDFs, fragmentation functions, and partonic sub-process cross 

sections. In this discussion we ignore the fragmentation functions because to first 

order jets are independent of fragmentation functions. The inclusive jet cross 

section (unpolarized) for p + p —» jet + X, where X is anything, is then written 

as: 

d(Jpp^jet+X [ daflf2^f+X> 

dV 
/ l , / 2 

2_j / dx1dx2f1(x,n2)f2{x,n2)® — (x1,pi,x2,p2,v) 

(1.12) 

Here p1>2 are the incoming proton momenta, V is used to represent the kinematic 

variables, Xi^ are the momentum fractions carried by the interacting partons, 

and fi,2(x,ii2) are the respective PDFs of those partons. A factorization scale fj, 

is introduced to remove infinities in the cross section calculations and is set at 

the nominal value fi2 = Q2. The value of this scale is not physically motivated 

but is used simply to divide the cross section into a short-timescale portion, 

which is calculable (the partonic subprocess cross sections, <r, above), and a long-

timescale portion, which is not calculable (the PDFs). The predictive power 

of these calculations at RHIC rests on the universality of the PDFs. Proton 

PDFs (polarized or unpolarized) measured through any process (DIS, pp, etc..) 

are a universal characteristic of the proton. Information learned from DIS is 

transferrable to pp collisions and vice versa. 
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Inclusive jet cross section calculations have been performed for RHIC ener­

gies and kinematics to NLO precision[12]. Results from early data published by 

STAR[13] are shown in Fig. 1.5. The cross section is in agreement with NLO 

calculations within systematic uncertainty limits. One of the focuses of this thesis 

is to use our largest available proton-proton data set to re-examine with greater 

precision the comparison between our measured cross section and theory. Before 

spin measurements are made using jets, we must assure ourselves that the theo­

retical framework used to calculate spin observables is applicable in our kinematic 

range. 

At leading order, proton-proton collisions give us access to a mixture of quark-

quark, quark-gluon and gluon-gluon interactions. AG can be accessed through a 

double longitudinal asymmetry ratio, ALL, which is formed from the ratio of the 

polarized cross section divided by the unpolarized cross section. 

A _ E /])/2 A A x A/2 x [da*Wg*Mx'] 
LL E/l/2/lX/2X[^/^'] [ • 6) 

We have again used factorization to divide this ratio into incalculable universal 

functions (/i,2, A/ 1 2 ) and a calculable partonic cross section ratio: 

where dAa (the polarized partonic cross section) is defined through the difference 

of helicity-arranged partonic cross sections: 

dAaf^fx' _ dart ft ̂ f*' dgftf^fx' dart ft ̂ fX' dgrtrt^fx' 

dV ~^ dV dV dV + dV * 
(1.15) 
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Figure 1.5: Top: Inclusive jet cross section as a function of jet px for 2003+2004 

data using MB and HT triggers. Bottom: Data and theory comparison. The 

yellow band represents systematic uncertainty and the dotted lines represent 

theoretical uncertainties. 

Fig. 1.6 (left) shows calculations of the partonic cross section ratio in Eq. 

1.14 for various sub-processes[ll]. In this figure 8 is the center of mass scattering 

angle. The kinematically accessible window at STAR is centered at mid-rapidity 

(small |cos(#)|), and here terms with both one and two gluons contribute. The 

right panel of Fig. 1.6 shows relative contributions of particular sub-processes 

divided by the total for both jets and pions. The results are the same if one 

scales the pion momentum (lower x-scalc) by ~ l / 2 of the jet momentum (upper 
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Figure 1.6: Left: Partonic subprocess as a function of center of mass angle cosQ 

for the interactions of interest at RHIC. Right: Relative contributions of the 

various polarized subprocesses over the total polarized cross section as a function 

of jet pr (top x-axis). 

x-scale). At central rapidity, sub-processes involving an initial gluon predominate 

at jet momenta below ~ 30 GeV, which matches the experimentally accessible 

region of the STAR detectors. 

1.4 Models of Polarized Gluon Structure 

As discussed previously, Ag(x, Q2) is not well constrained by global DIS data. Ag 

is one area where RHIC, with polarized protons, is uniquely suited to contribute. 

Theoretical predictions of Ag vary wildly, and, in general the functional form and 

shape of Ag is not restricted by theory. Models of Ag are generated by assuming 
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some generalized parameterizations of the proton spin structure functions and 

fitting the available experimental results. Despite the fact that theory does not 

explicitly motivate a particular shape for Ag, a number of assumptions can be 

made. Assuming the parton PDFs are positive number densities, Eq. 1.6 implies 

a positivity constraint: 

\Ag(x)\<g(x) (1.16) 

Further, as x approaches 0 or 1, physical intuition tells us that Ag(x) —» 0. There 

is little experimental insight into exactly how it approaches zero as x —> 0, but 

it has been argued[14] that Ag(x) / g{x) oc x%. The exponents are left as free 

parameters to be determined in the fit. At the other end of the spectrum, many 

groups assume that as x —> 1, Ag{x) oc (1 — x)J. Again, exponents are left as free 

parameters. Previous experimental results do not constrain Ag enough to place 

a restriction on the sign or on the number of zero crossings. In fact, in the case 

of the LSS group [15], Ag with a positive, a negative, and a zero crossing yielded 

fits of equal quality. 

In this study we consider many parameterizations of the polarized parton 

distributions. Fig. 1.7 (left) shows various models from the GRSV theory 

collaboration[16]. The models presented by GRSV arise from fits to available DIS 

data and show the breadth of proposed parameterizations. GRSV-MAX(MIN) 

are predictions based on the assumption that all the gluon helicities are aligned 

(anti-aligned) with the proton helicity at an initial scale Q2 = 4 GeV2/c2. GRSV-

ZERO represents no net gluon polarization at the initial scale, and GRSV-STD 

is their best fit. 

Fig. 1.7 (right) shows additional models from many theory groups. Most 

present parameterizations based solely on DIS data (including GS[17], LSS [15], 
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Figure 1.7: xAg(x) as a function of parton momentum fraction, x, is shown 

for the models considered in this study. Left: Various models presented by the 

GRSV collaboration, ranging from all the gluon helicities aligned with the proton 

helicity (MAX) to all the gluon helicities anti-aligned (MIN) at the initial scale 

Q2 — 4 GeV2/c2. Right: Models proposed by other theory groups. 

DNS[18], and BB[19]). Two more recent parameterizations consider information 

from first results at RHIC in addition to DIS data (DSSV[20] and AAC[21]). 

Including RHIC data in fits presents an added difficultly for theorists as compared 

to DIS data. We measure our observablcs as a function of transverse momentum 

(j>r), not simply x and Q2. Mellin integral moments are needed to transform 

between pT, which is an integral over both x and Q2, and the evolution equations 

(Eqs. 1.3 and 1.4). 

One parameterization we give particular attention to is the so-called Gehrmann-

Stirling C model (GS-C). This model contains a zero crossing within our kine-

matically accessible range of x. In this situation, positive and negative gluon 

contributions to ALL will cancel over our entire z-range. For this reason we are 

largely insensitive to models of this type. This can be clearly seen in Fig. 1.8. 

Heie we show the functional form of two Ag(x, Q2) models over a wide range of 
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both x and Q2. Overlaid is our experimental sensitivity for jets, where red repre­

sents a region of higher sensitivity and blue lower sensitivity. GS-C (right) has a 

significant polarization at lower x than we can experimentally measure. GSSV-

STD (left), on the other hand, represents a model that contains a significant 

fraction of the total integral of the function within our window. 

Figure 1.8: Ag(x,Q2) from two models, GRSV-STD (left) and GS-C (right), 

both presented as a function of x and Q2. Overlaid is the sensitivity of inclusive 

jets within the STAR acceptance, with red regions indicating higher sensitivity 

and blue regions indicating lowei sensitivity. 

The work of GRSV is particularly impoitant to this study because they de­

veloped an inclusive jet framework. This framework translates their polarized 

parton models into direct predictions of inclusive jet ALL- They also publicly 

released their code, so we were able to use their inclusive jet predictions with the 

other polarized models as input. Fig. 1.9 shows ALL predictions arising from the 

many polarized PDF predictions discussed above. 
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CHAPTER 2 

RHIC and STAR Experimental Apparatus 

The Relativistic Heavy Ion Collider (RHIC), located at Brookhaven National 

Laboratory (BNL), is unique among the world's particle physics laboratories as 

the first and only facility capable of colliding beams of polarized high energy 

protons. Beam physicists at BNL developed innovative technological advances 

in beam polarization control and in minimizing destructive depolarizing effects 

to make this possible. The studies presented within this volume are from data 

collected in 2006 during 6 months of RHIC running at y/s = 200 GeV center 

of mass energy and ~ 55% beam polarization. The data were collected at the 

STAR experimental detector apparatus centered at one of several collision points 

around the RHIC ring. 

2.1 RHIC Accelerator Complex 

Many stages are required to transform ordinary Hydrogen atoms at room tem­

perature and energy into highly energetic polarized proton beams circulating in 

RHIC near the speed of light[22]. Shown in Fig. 2.1 are the facilities at BNL 

used to create, transport, and accelerate the beams of protons. 

An optically pumped polarized ion source (OPPIS) provides initial 300 us 

pulses of up to 9 x 1011 polarized H~ ions with 80% polarization. Such high 

intensity and large polarization from the source are necessary because interme-
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Absolute Polarimeter (H t jet) RHIC pC Polarimeters 

Figure 2.1: The RHIC accelerator complex is shown with a focus on components 

necessary for delivering and maintaining proton beam polarization. 

diary stages before final collision energy in the RHIC ring cause losses to both. 

These H~ ions are focused and accelerated to 200 MeV using a radio frequency 

quadrupole magnet and a linear accelerator (LINAC). Before injection into the 

Booster synchrotron accelerator, the H~~ ions are stripped of their electrons by 

passing the beam through a thin foil. The Booster collects each pulse of polar­

ized protons into a single radio frequency (RF) time bucket and accelerates these 

collimated bunches to 1.5 GeV. The bunches are then transferred to the AGS 

and accelerated to 22.4 GeV, the energy at which they can be injected into the 

RHIC ring. 

As of the 2009 RHIC run, proton-proton collisions with center of mass energies 

of 62, 200, and 500 GeV have been achieved in the ring. There are two counter 

circulating rings (labeled blue and yellow7) and six collision points. STAR occupies 

the 6 o'clock position in an aerial view of the RHIC ring. At full capacity, each 
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RHIC ring can hold 120 proton bunches, each 2 ns in width with 106 ns spacing. 

The stable spin direction for polarized protons circulating in RHIC and the 

AGS is aligned (or anti-aligned) with the vertical bending magnetic field. Many 

depolarization resonances are encountered during acceleration in the AGS and 

RHIC. Depolarization resonances occur when the spin procession frequency is 

in phase with a spin-perturbing magnetic field. Perturbing magnetic fields arise 

either from the intrinsic resonances of the magnet focusing fields or from imper­

fections in the magnets. To minimize these effects, Siberian snakes[23] are used. 

Two 180° snakes are employed at RHIC on opposing sides of the ring. Each 

Siberian snake is 2 m long and consists of a series of four superconducting helical 

dipole magnets capable of delivering a magnetic field of up to 4 Telsa. Siberian 

snakes utilize this field to control and rotate the spin direction of particles 180° 

about a horizontal axis. The pair of snakes then leaves the polarization direction 

of the beam unchanged for a complete circuit around the ring. However, the 

effect of perturbing fields on the beam has been changed and depolarizing effects 

cancel for a complete circuit. A slightly different setup is used in the AGS, where 

one weaker 9° snake is used in combination with a pulsed RF dipole. 

Superconducting helical dipole magnets are also employed in RHIC as Spin 

Rotators. As shown in Fig. 2.1, these are placed on both the upstream and 

downstream sides of the major interaction regions for both beams. This allows 

rotation of vertical polarization to horizontal for collisions at STAR and PHENIX 

and then back to vertical after the interaction region. The bunches in the two 

rings are filled with different spin patterns, one with the double alternating spin 

directions and the other with single alternating spin directions. The combination 

of the bunch patterns and Spin Rotators allow us to take data for different longi­

tudinal spin combinations every 106 ns. This virtually eliminates time dependent 
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biases in our spin measurements. 

2.2 RHIC Polarimetry 

Vertical polarization is measured through an asymmetry of scattered events left 

of vertical compared to right of vertical. PBEAM, the polarization of the beam, 

is measured as: 

P - 1 N L ~ N R (9U 

PBEAM ~ ^ • ^ — - ^ (2.1) 

where N^R are production yields corresponding to left or right of vertical scat­

tering, and Ap is the analyzing power of the scattering process. The polarization 

can only be measured in processes with a known analyzing power, which can 

come from either previous experimental results or theoretical calculations. RHIC 

has three devices dedicated to measuring the polarization of the proton beams. 

Polarimeters at RHIC utilize both proton-proton and proton-Carbon elas­

tic scattering in the Coulomb-Nuclear Interference (CNI) region[24] [25]. One 

Hydrogen-jet target system sits at the the 12 o'clock interaction point and two 

proton-Carbon CNI polarimeters reside on the individual beams just up (down) stream 

of 12 o'clock. Theoretical calculations of the analyzing power in the relevant kine­

matic region for proton-proton and proton-Carbon processes have been made (see 

Fig. 2.2) and are found to be ~ 3 — 5%. First measurements of these analyzing 

powers at RHIC [26] [27] are now also published and agree with theory. 

Relative beam polarization measurements are obtained multiple times dur­

ing a fill using the pC CNI polarimeters. The pC CNI measurements can be 

made relatively fast and are the fill-by-fill polarization values used in our calcu­

lations. Hydrogen-jet measurements take much longer to measure but offer the 
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Figure 2.2: Left: Atomic hydrogen jet apparatus used for absolute beam po­

larization measurements. Right: Theoretically calculated analyzing power as a 

function of squared four momentum transfer for proton-proton and proton-Car­

bon scattering. 

advantage of measuring asymmetries in two cases: 1) with a polarized target (at 

known polarization) and an unpolarized beam, and 2) with a polarized beam 

and an unpolarized target. This allows us to very reliably measure PBEAM and 

when compared to proton-Carbon polarization measurements taken simultane­

ously normalizes the absolute scale of our fill-by-fill measurements. 

The Hydrogen-jet target system (Fig. 2.2) consists of an atomic beam source, 

a scattering chamber, and a Breit-Rabi Polarimeter[28]. Highly polarized atomic 

hydrogen (~ 93% polarized) collide with the beam and recoil protons are mea­

sured at ~ 90° to the left and right of the target using silicon detectors. Counts 

from these silicon detectors form the asymmetry in Eq. 2.1. The hydrogen jet is 

aligned to interact with one beam at a time. Due to limitations on the intensity 

of the atomic hydrogen beam, the statistical precision of the measurements for a 

single beam over the course of an entire fill was ~ 8 — 20%. The Hydrogen-jet 
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statistics collected during 2006 allowed an overall pioton-Carbon to hydrogen-jet 

normalization on the level of 1.5%[29]. 
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Figure 2.3: Fill averaged polarization values for both the yellow and blue beams 

from 2006 longitudinal data. We show only polarization values from fills used in 

this analysis. 

To calculate the relative beam polarization, data taking at each of the experi­

ments is stopped and an ultia-thin carbon ribbon target (3.5 ug/cm2 thick[30]) is 

inserted into the proton beam for ~ 10 s at each of the pC CNI sites. Low energy 

recoil caibon nuclei are measured at ~ 90° to the left and right of the target us­

ing silicon detectors. These measurements are made at the beginning and end of 

every physics store in RHIC as well as approximately every 1.5 hours in between. 

Shown in Fig. 2.3 are the measured CNI polarizations (after normalization) for 

the blue and yellow beams during Run 6. 
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2.3 The STAR Detector 

The STAR detector apparatus is one of four experiments housed around the 

RHIC ring. PHOBOS and BRAHMS, both smaller experimental facilities, have 

completed their physics programs and stopped taking data as of the 2007 RHIC 

Run. STAR and PHENIX are larger experiments that sit at the 6 and 8 o'clock 

positions of the RHIC ring. STAR is a large acceptance detector with the majority 

of its detector elements situated within a 0.5 Telsa solenoidal magnetic field. 

STAR contains high precision tracking and electromagnetic calorimetry covering 

the full 2TT in azimuth. For these reasons, STAR is ideally designed for studies of 

jet production. 

Coiis 

Silicon 
**«„««* Vertex 
Magnet _ tracker 

E-M 
Calorimeter 

Forward Time Projection Chamber 

Figure 2.4: Schematic of the STAR detector apparatus. Shown here is a cutaway 

demonstrating how various layers of detector elements surround the interaction 

point. 
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2.3.1 Beam Beam Counters 

STAR has two Beam-Beam Counters (BBCs)[31] sitting on the beamline 3.74 m 

to the east and the west of the nominal STAR IR. Each BBC consists of two arrays 

of 1 inch thick hexagonal scintillator tiles. As shown in Fig. 2.5, a large outer tile 

array spans a pseudorapidity range of 2.2 < \r]\ < 3.4 and a small inner tile array 

spans a pseudorapidity range of 3.4 < |?7| < 5.0. High energy charged particles 

from a hard scattering traverse these plastic scintillator tiles losing energy from 

ionization processes. The plastic scintillator absorbs this energy and reemits it as 

a flash of scintillation light. These scintillation signals are then fed through four 

optical fibers embedded in each tile out to an individual photomultiplier tube 

residing outside of the magnet solenoid. Each BBC phototube measures a charge 

proportional to the energy deposited in the tile, and additionally, in the case of 

the smaller tiles, records a timing signal. 

The small tiles provide the BBC functionality relevant to this study, includ­

ing triggering, luminosity measurements, and polaiimetry. Significant energy 

deposited in at least one small tile in both the east and west BBCs within a 

short timing window provides a baseline MinBias (MB) trigger at STAR. The 

rate of this coincidence trigger has been calibrated to monitor the overall beam 

luminosity and to measure the relative luminosity for different proton spin con­

figurations. The BBC cross section[32] has been measured and found to be 

CBBC — 26.1 ± 0.2(stat.) ± 1.8(syst.) mb. This is 53% of the total proton-proton 

cross section of o\lt = 51 mb and 87% of the inelastic, non-singly diffractive 

proton-proton cross section. 

In addition to luminosity monitoring and triggering, the BBCs are also used at 

STAR as a local polarimeter[33]. For a vertically polarized beam the polarization 

is oriented either ''up'" (f) or "down'1 (j). To determine the polarization of one 
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Figure 2.5: Shown left is the full construction of one of the two BBCs sitting 3.74 

m east and west of the STAR IP. Shown right is a zoomed in figure of the small 

BBC tiles displaying definitions used to count a right scattering event. Red tiles 

must record a signal, dark green tiles must not record a signal, and no restrictions 

are made on light green tiles. 

beam, we sum over the polarization states of the other beam, effectively making 

it an unpolarized target. The scattering of the first beam from the second will 

have a left-right asymmetry: 

tBBC — ^BEAM X AN — 
NlNl

R - JN1
LNR 

NlNl
R Nl

LNR 

(2.2) 

where | , j refer to the beam bunch spin orientation and NL>R refers to left, right 

of vertical scattering measured. The algorithm used to define a right scattering 

count in the BBC is shown in Fig. 2.5. A right scattering event must record a 

signal in tiles 2 and/or 3, must record no signal in tiles 5, 6, 9, 10, 11, 14, 15, 16, 
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and has no requirements about whether a signal is recorded in 1, 7, 8, 4, 12, or 13. 

Other choices were considered but this algorithm was demonstrated to measure 

the largest asymmetry. Assuming beam polarizations of 60%, A^ is measured in 

2006 data to be ~ 8.1 x 10~3[34]. The decrease of beam polarization was also 

measured and found to be quite small, < O.OIPB per hour. 

For a vertically polarized beam no up-down asymmetry should exist. Likewise, 

for a pure longitudinally polarized beam no left-right nor up-down asymmetry 

should be seen. Measuring up-down and left-right asymmetries can then give us 

a good indication of the true beam polarization direction. For longitudinal colli­

sions this fact can be used to prove that the Spin Rotators are properly rotating 

the spin directions and to measure any non-longitudinal beam polarization vector 

component (see Sec. 8.2 for this calculation). 

2.3.2 Scaler Boards 

Access to raw BBC counts and beam spin orientations comes through the STAR 

scaler system[35]. The scaler system is a 24 bit VME memory module that stores 

data at the RHIC crossing rate of 10 MHz. As discussed in reference to Fig. 2.1, 

during proton-proton collisions one beam is cogged with single-alternating polar­

ization orientation and the other is cogged with double-alternating polarization 

orientation. The desired effect is that over the course of an ~ hour long data-

taking run that the relative populations of events from beam bunches cogged 'up-

up', 'up-down', 'down-up', and 'down-down' are nearly equalized. Fig 2.6 shows 

the raw collision event count for events satisfying the MB trigger condition versus 

bunch crossing ID. A separate scaler system integrates the bunch-sorted counts 

from individual BBC tiles. We calculate the relative luminosity and the non-

longitudinal beam polarization vector component from these integrated counts 
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Figure 2.6: Number of BBC counts satisfying the MB trigger condition vs. bunch 

id for Run 7154051. The beam helicity pattern for each bunch is indicated as are 

those bunches used as abort gaps for the two beams. 

(the latter is discussed in detail in Sec. 8.2). 

2.3.3 Time Projection Chamber 

The Time Projection Chamber (TPC) [36] at STAR is a gas filled drift chamber 

used to measure the momenta of tracks and reconstruct the primary vertex of 

hard collisions. The TPC, shown in Fig. 2.7, has a length of 4.2 m and a diameter 

of 4 m (subtending an active region of \r)\ < 1.6). It is filled with P10 gas (90% 

argon, 10% methane) and kept 2 mbar above standard atmospheric pressure. 

The TPC is housed within the 0.5 Tesla solenoidal magnetic field, and the -28 

kV central membrane combined with concentric outer field-cage cylinders provide 

a uniform ~ 135 V/cm electric field within the volume. 
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Figure 2.7: The STAR TPC. 

The readout system consists of Multi-Wire Proportional Chambers with read­

out pads located at both the east and west ends of the TPC. As charged particles 

travel through the gas volume, ionization electrons are released and drift at a con­

stant velocity (vdnft) towards the ends. Avalanches are created as these electrons 

approach high voltage anode wires, with each avalanche producing an electron-

ion plasma near the wire. Positive ions within this plasma temporarily induce 

an image charge on the readout pads. Two coordinates are measured from the 

location of this induced signal on the readout pads. The third coordinate is mea­

sured from the time the ionization electrons take to drift to the end. This drift 

time measurement is dependent on a reliable knowledge of vdrtft during that run. 

Dedicated calibration runs are interspersed during data-taking using lasers with 
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well-defined paths to generate artificial tracks. Vdrift is found to be 5.45 ± 0.01 

cm/us, with time dependent fluctuations on the order of 6%. 

Charged particles traversing the TPC volume bend due to the magnetic field 

and follow helical trajectories. The trajectory of these tracks can be reconstructed 

very accurately due to the large number of readout pads, 136,608 in total. Mo­

menta are measured from these reconstructed trajectories over the range of ~100 

MeV/c to 30 GeV/c. The lower momenta cutoff results from the 0.5 m inner 

radius of the gas volume and the upper momenta cutoff represents the TPC's 

inability to resolve the curvature of particles above ~ 30 GeV/c. 

Embedding simulated tracks with at least 10 pad hits into data events allows 

us to estimate the momentum resolution and tracking efficiency of the TPC. The 

momentum resolution is reproduced well with MC and depends slightly on par­

ticle species. ApT/pT for the ^ (the most common charged particle found in 

jets) rises linearly as a function of p? with a minimum at ~ 2% and 300 MeV/c. 

We can also embed these simulated tracks into events where we've already recon­

structed a jet. From this we can count how many of the tracks fall within the 

jet fiducial volumes and how many are actually reconstructed in the jets. The 

tracking efficiency in jets is measured to be 87%, commensurate with the mean 

tracking efficiency for all tracks in the TPC. The main features of the tracking 

efficiency are found to match between data and MC, and a conservative estimate 

of the uncertainty on our values is ~ 5%. 

2.3.4 Electro-Magnetic Calorimetry 

Two subsystems provide electromagnetic calorimetry (EMC) coverage overlap­

ping STAR'S TPC tracking acceptance, the Barrel EMC (BEMC)[37] and the 

Endcap EMC (EEMC)[38]. The BEMC is located within the STAR magnet and 
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Figure 2.8: A cutaway of one half of the BEMC detector (a single module) is 

shown demonstrating the rj tower segmentation. Each tower is projective by 

design to point back to the nominal interaction point at STAR. 

covers 2ir in azimuth and \r)\ < 0.98 in pseudorapidity. The EEMC is located 

at the western end of the STAR TPC, covers 2ir in azimuth, and extends the 

psuedorapidity coverage in one direction to 1.08 < rj < 2. 

The BEMC is segmented into 120 modules, each covering an acceptance range 

0 < 7] < 0.98 (or -0.98 < rj < 0) and A0 — 0.1. Every module is further 

divided into 40 towers, giving 4800 in total. Towers are projective in design 

and point back to the nominal interaction point as shown in Fig. 2.8. Fig. 

2.9 displays the construction of an individual module, giving a cross section of 

two adjacent towers. Every tower consists of a stack of alternating layers of 

lead and plastic scintillator and covers 0.05 in 4> and r). The total depth of a 

tower at 77 = 0 is 20 electromagnetic radiation lengths (20Xo). Positioned at 

approximately 5X0 are two layers of gas wire pad chambers constituting the 
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Figure 2.9: A cross section view of a single BEMC module consisting of alternat­

ing layers of Pb/plastic scintillator and support structure. 

Shower Maximum Detector (SMD). The SMD is not used in this analysis, but 

provides higher spatial resolution than towers if necessary. The EEMC also uses a 

Pb/plastic scintillator tower construction with 720 toweis segmented with varying 

coverage (0.05 — 0.1) x 0.1 in r/, <j>. Both the BEMC and EEMC use optical fiber 

readout systems to transport scintillation signals to PMT tubes outside of the 

magnet solenoid for ADC digitization. 

The PMT High Voltages are iteratively equalized as a function of r] during 

the first week of any RHIC Run to allow a uniform ADC threshold for triggering 

(see Sec. 2.3.5). Caloiimetry at STAR is designed to contain a 60 GeV elec-
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tromagnetic showei, and the voltages aie set accordingly After the data has 

been collected, a multiple step offline calibration of the gains is peiformed[39] 

We calculate calibiation coefficients (C) for each tower in order to tianslate the 

measured ADC values mto energy (E = C {ADC — ped)) First, prelimmaiy 

towei-by-towci calibration factois aie calculated using clean isolated MIP spec-

tia (see Fig 2 10) Test beam data and simulations provide the conversion from 

MIP ADC peak location to eneigy[40] Next, the data is scanned and election 

tracks aie isolated from hadron tracks using tight dE/dx seperation cuts These 

reconstructed electron tiacks aie then lequned to spatially match with eneigy 

measured in a single tower Toweis withm the same rj bm are combined and 

EtowerI'Ptrack is calculated for that r\ range The deviation of the mean value from 

1 0 m each of these bins, as demonstrated for a mid-rapidity bm m Fig 2 10, 

provides a final relative energy scale factor for all the toweis within that bm The 

uncertainty on these final calibration coefficients is found to be 1 6%[39] The 

leading sources of bias arises withm the electron sample due to the EMC trigger 

conditions (see the next section) and to timing calibiation 

2.3.5 Triggering 

STAR s trigger[41] is a multi-leveled pipeline system that relies primarily on 

fast detectors for event selection ADC signals from the BBCs and BEMC are 

examined m level 0 (L0) at the RHIC crossing rate of 10 MHz An initial decision 

is made entirely fiom ADC thresholds, and if these thresholds are met the event is 

then sent for fuithei examination to a level 2 (L2) CPU-farm In L2, information 

for all 4800 towers is available and ADC signals here are pedestal-subtracted and 

gam-corrected so that thresholds are expressed m Er When an event is accepted 

by L2, the tuggei system notifies the STAR Data Acquisition (DAQ)[42] to lead 
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Entries 4817 
X^/ndt 1268/53 
Constant 366 2 : 7 B 
Mean 0 9113*0.0025 
Sigma 01412*0.0022 
PeaK Ratio 46 491 3 31 
Be. Mean 0 4 = 0 3 
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Figure 2.10: Left: A pedestal subtracted MIP peak for a single tower fit with a 

gaussian. Comparison of this peak location from tower-to-tower provides a first 

order calibration coefficient. Right: The electron Etower/Ptrack spectra for all 

the towers within a single rj ring. Deviation from 1.0 provides the final absolute 

energy scale correction for all the towers within this ring [39]. 

out all fast and slow detector information. In this analysis, four distinct triggering 

setups, each selecting on slightly different characteristics of the collisions, are 

analyzed. 

The MB trigger is a baseline trigger requirement for all STAR physics trig­

gers analyzed here. A MB-alone trigger provides a data sample with very little 

neutral energy bias and for this reason is a good crosscheck for a cross section 

measurement. However, the MB-alone trigger cannot provide sufficient statistics 

of highly energetic jets given a finite data collection period. We prescale the 

MB-only trigger and use additional electromagnetic conditions on top of a MB 

coincidence to increase the population of higher energy jets. HighTower (HT), 

JetPatch (JP), and HighTower+Trigger Patch (HTTP) conditions are added. 

The HT trigger requires a single BEMC tower to record energy deposited 

greater than 5.4 GeV. In LO this corresponds to an ADC signal greater than 24. 
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The JP trigger requires a BEMC jet patch region of 77 x 0 = 1.0 x 1.0 to record 

energy greater than 7.8(58) in GeV(ADC). The HTTP trigger requires successive 

thresholds specified in L0 and L2. In L0 a tower must record 3.5(16) GeV(ADC) 

and a trigger patch (a predetermined 3 x 3 tower region in the BEMC) must 

record energy greater than 4.3(19) GeV(ADC). The event is then passed to L2 

where the tower must record energy greater than 3.8 GeV. 3 x 3 trigger patch 

ET sums are recalculated in L2 centered now on this particular high tower and a 

threshold of 5.2 GeV is applied. 

By design there is a large overlap between these three BEMC triggers at 

high energy. The main source of jet statistics in the analyses presented in this 

dissertation come from the JP condition, which is the trigger specifically setup 

to find jet events. HT and HTTP triggers have other physics measurements as 

their primary focus but are nonetheless used to increase statistics in our lower 

energy bins. 

In addition to these physics triggers, there are a number of diagnostic trig­

gers. Zero-bias (ZB) events are taken interspersed during all physics runs. ZB 

events require a bunch crossing but no other detector conditions and so can be 

used to measure luminosity dependent effects like pile-up and beam background. 

Additionally, multiple times during fills, normal data collection is stopped and 

laser events are taken. Laser events are used mainly to calibrate the TPC drift 

velocity. These diagnostic triggers comprise a very small fraction of overall data 

taking. 
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CHAPTER 3 

Jets at STAR 

3.1 Jet Finding and Reconstruction 

In the ideal case, the measurements presented in this thesis would be expressed in 

terms of final state parton momenta. This would give us a direct measure of the 

collision dynamics of interest and could be defined more precisely by theorists. 

However, individual partons have never been seen in the lab. Instead, what we 

measure at STAR are experimental signatures of the decay particles resulting 

from parton fragmentation. The job of jet algorithms is to group and construct 

these measurements into a jet with properties that relate to the parent parton. 

In this sense, a jet is our best approximation at '' seeing" the bare parent parton. 

The jet algorithm used in this study is the Midpoint Cone algorithm[43] 

(MCA) that was originally devised for the Tevatron. The MCA at STAR clusters 

all TPC tracks and BEMC/EEMC towers within a cone of radius 

RCONE = v V + 4>2 (3.1) 

We use a cone radius of 0.7 from geometrical considerations and a desire to fully 

contain the parton fragmentation energy. A cone radius of 0.4 was used in our 

previous published inclusive jet cross section[13], where only half of the BEMC 

was instrumented. With full acceptance a larger cone radius is possible. Re-
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constiucted jet four momentum is defined by summing the constituent momenta 

as 

n 

Tracks are assigned the mass of the pion m this sum Conversely, towers are 

assumed to be photons and assigned zero mass as an approximation based on the 

most probable particle species 

The algonthm begins by mapping all 'hits1 (toweis and tracks) with ET > 200 

MeV into an 77, <fi gud Hits that he m the same gud element are summed together 

accoidmg to Eq 3 2 Caie is taken to account for double-counting, wheie a single 

paiticle's momentum and energy aie both legistered Grid elements that contain 

tracks pointing directly to a towei with eneigy aie collected For each track-tower 

pan, the most probable liadron EMC eneigy deposition (the MIP or "minimum 

ionizing particle" energy) is subtiacted fiom the towei This varies between 250 

- 350 MeV depending on 77 (see Sec 4 8 foi fuither discussion) If the conected 

energy m the tower is less than zeio the tower eneigy is set to zero 

An ET ordered list (high to low) is created from this grid Gud elements 

with ET above 0 5 GeV serve as "seeds" and aie used as an initial thiust axis 

in jet finding Hits withm RCONE of this seed are clustered and the centroid 

{PJET/\PJET\) of this candidate jet (pioto-jet) is calculated For the proto-jet to 

be considered stable, the ongmal hit seed location and centroid must be aligned 

This piocess is iteiated until this condition is met After all stable proto-jets are 

found, a midpoint test seed is geneiated for any 2 proto-jets with a sepaiation 

distance daeperatlon < 2 RCONE This midpoint seed is also tested to see if it 

geneiates a new stable proto-jet All stable proto-jets are also lequired to have 

energies greatei than 5 GeV 
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Figure 3.1: The effect of soft radiation on seed-based cone jet algorithms not 

using the midpoint method. 

Finally, stable proto-jets are passed to a split/merge function designed to 

account and correct for proto-jet overlaps. Starting from the highest ET proto-

jet though to the lowest, the shared hit energy is calculated between neighbor 

proto-jets. If the shared energy is greater than 50% the 2 proto-jets are merged; 

otherwise, they are split and shared hits are associated by proximity to the 2 

proto-jets. The remaining proto-jets are now 'found' jets and their final four 

momenta is calculated via Eq. 3.2. 

The MCA solved one of the major theoretical challenges encountered in early 

cone algorithms: infrared safety. To be consistent and stable, jet algorithms 

must be fairly insensitive to soft radiation in an event. Cone algorithms that 

utilize seeds with set thresholds, however, can be very sensitive to this. Fig. 

3.1 illustrates the problem. In the case of two high energy particles and no soft 

radiation, the cone algorithm will find two distinct jets (left). However, a soft 

particle in the event with ET > Ej,EED will be seen by the algorithm as a seed 

and result in a single found jet (right). The MCA removes this dependence by 
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directly adding midpoint seeds between stable proto-jets into jet finding. 

Recent advances in jet algorithms have produced for the first time a Seedless 

Infrared Safe Cone algorithm (SISCone[44]) with managable computation time. 

This is a welcome advance, since seed thresholds can introduce biases and have 

historically been used primarily to save computation time. Soyez and Salam[44] 

argue that infrared safety problems persist at the NNLO level in the MCA. The 

addition of the midpoint in jet-finding just pushed this problem from NLO to 

NNLO. They study the inclusive jet channel and find agreement between MCA 

and SISCone to NLO with modest changes at NNLO. Since the theoretical cal­

culations of interest in this study are NLO, switching algorithms to SISCone is 

not necessary. 

3.2 Simulation Methodology 

Jet finding and reconstruction using the MCA as described above is performed 

on events from both experimental data and Monte Carlo (MC) simulation. MC 

simulation at STAR ulitizes PYTHIA[45] to generate the hard scattering event 

and GEANT[46] to characterize the detector response to that event. Jet finding 

is run both at the PYTHIA level (Particle jets) and at the PYTHIA+GEANT 

level (Detector jets) to quantify the effects of our detectors. Trigger decisions are 

also simulated for 2006 STAR working conditions by replicating the underlying 

ADC logic. A MC event can therefore be brought through the STAR detector 

simulation and tested to see if it would have fired our triggers. MC jets that re­

construct in our detector simulation and survive the trigger conditions are labeled 

Detector jets. 

Simulations must account for time dependent trigger and detector conditions. 
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Chapter 4 discusses in detail the quality assurance procedures that were per­

formed on all available 2006 data runs. Runs that pass this reduction analysis 

represent four main data-taking time periods with different trigger thresholds and 

prescales as listed in Table 3.1. To properly simulate this, the full MC sample 

was divided into four sub-samples, each corresponding to the fraction of the final 

data collected with that trigger setup. A snapshot of the STAR detector within 

each time window is then chosen to represent the performance during that time 

period. Snapshots are chosen based on the average 'live' BEMC tower fraction 

during the time period and on matching the data/simulation jet TJ and 0 struc­

ture. The BEMC's primary role in both triggering and energy measurements 

make its1 operating conditions vitally important. A more thorough discussion of 

the calorimeter status is found in Sec. 4.2. Each sub-sample is then thrown into 

our GEANT+TRIGGER simulator with the conditions relevant to that snap­

shot. Fig. 3.2 show data/simulation comparisons of jet rj,(j) after adding all the 

individual MC sub-samples back together. The agreement is very good. 

Figure 3.3 shows the raw jet pr spectrum and jet track multiplicity (< nTracks > 

/jet) as a function of jet pr for data and MC. Track multiplicity distributions 

match very well and indicate that contributions to the jet energy from the TPC 

are also properly simulated. The slight mismatch in the raw falling jet PT spec­

trum between data/MC is accounted for in both the cross section and asymmetry 

analyses by MC re-weighting procedures (Sec. 5.3.3 for the cross section, Sec. 

7.4.2 for ALL). 

Figure 3.4 shows a MC/data comparison of the jet px resolution. This figure 

is formed from a comparison of the two measured jet pT values in di-jet events 

and represents our fundamental PT resolution arising from the combination of 

calorimeter and tracking detector resolutions. This resolution is important in 
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Runs 7131043- Runs 7132062- Runs 7133052- Runs 7135067-

7132027 7133051 7135028 7156028 

Dates 

JP1 

HT2 

HTTP 

Level-0 

Level-2 

Prescale 

Fraction 

May 11-12 

7.8 

None 

3.5 (HT) 

4.5 (TP) 

3.0 (HT) 

4.79 (TP) 

None 

1.5% 

May 12-13 

8.3 

5.4 

4.0 (HT) 

4.5 (TP) 

3.0 (HT) 

4.79 (TP) 

HTTP: 

56% ps=2 

44% no ps 

9.8% 

May 13-15 

8.3 

5.4 

3.5 (HT) 

4.3 (TP) 

3.80 (HT) 

5.10 (TP) 

None 

10.9% 

May 15-Jun 5 

8.3 

5.4 

3.5 (HT) 

4.3 (TP) 

3.80 (HT) 

5.20 (TP) 

None 

77.8% 

Table 3.1: Trigger configurations during the second longitudinal running period in 

2006 at RHIC. All thresholds are expressed in terms of GeV. Percentage numbers 

represent the fraction of data taken with the threshold for that column and the 

indicated prescale condition. 
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light of the steeply falling jet yield spectrum in Fig. 3.3 and motivates a series 

of jet PT corrections in both the asymmetry and cross section analyses. The 

resolution is calculated in Fig. 3.4 from our full pT range and shows a good 

agreement between MC/data with a width of ~ 23%. 

PYTHIA provides a simulation data sample that appropriately accounts for 

the hard scattering sub-process mixture (qq, qg, gg) found in -^/i = 200 GeV 

proton-proton data. However, PYTHIA cannot account for initial state parton 

polarization. For systematic uncertainty calculations wTe will want to have a 

polarized MC sample to test in our detectors. To accomplish this, each theory 

collaboration has provided grids in x and Q2 of the polarized parton distribution 

function (PDFs) from each of their models (the grids are compiled and posted at 

[47]). A set of simulated events can then be "polarized" by weighting each event 

in the sample based on its flavor, x, and Q2 values according to the PDFs for 

a given model. Due to the fact that there are many allowed theoretical models 

of polarized gluon, quark, and sea quark contributions, we cannot restrict the 

underlying polarization models in our analysis and must include as many as 

possible. Polarized MC models at both the Particle and Detector jet levels are 

shown and discussed in detail in estimating the systematic uncertainty on ALL 

arising from the trigger and jet reconstruction bias (Sec. 8.1). 

43 



(0 

c 

<5l05 

10" 

10J 

102=~ 

10 = 

* 

! I 
•MC 

° Data f 
I t , • , I J I I I I I I I I I I I I L_ _L 

-1 -0.5 0.5 1.5 

Jet Eta 

M 

i io 5 

o o 

10" 

e«, 9 8» . 8 • »°8 

• 8 * • 
•° ' ,o° » • * 3 • 8 °° 9 °n • •• 

• _* a O 9 9 

8 9 . 
o ." 8 

O 

_l I I I I I I I L i i i i I 

• MC 

o Data 

i i i , i i i i J i i 

-2 1 2 3 

Jet Phi 

Figure 3.2: MC/data comparison figures of jet 77 (top) and <j> (bottom) distibu-

tions after recombination of separated MC sub-samples. 
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CHAPTER 4 

Data Reduction 

4.1 Run Selection 

Data collection at STAR is segmented into runs lasting on average about an 

hour. Runs used in this analysis contain a mixture of events selected by HT, JP, 

and HTTP triggers. Before inclusion in our analysis, all runs are examined for 

problems that occur during data taking that could affect our measurements. Jet 

and event characteristics directly related to hardware performance are studied 

for each run individually to find any time dependent hardware issues. 

The list of jet and event characteristics studied run-by-run is extensive. Ex­

amples include: event vertex distributions, mean number of jets in events, mean 

jet and track <f> and 77, jet pr distributions, track and tower pT distributions, mean 

number of tracks and towers in jets, MB-normalized jet yields for each trigger, 

etc. Data from each trigger is examined independently. For the asymmetry mea­

surements, runs must also contain the correct bunch-dependent spin information 

and several runs are excluded on this basis (see Sec. 7.1 for further discussion 

of this quality assurance). Asymmetry measurements also rely on valid measure­

ments of the beam polarization and relative luminosities. Examples of issues 

discovered in the process of this quality assurance include runs with calorimeter 

and TPC high voltage trips, runs with calorimeter hot towers and pedestal shifts, 
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as well as runs taken during polarization measurements and van der meer scans. 

Runs are discarded from analyses if severe hardware problems are discovered. 

A substantial effort is made, however, to save as much data as possible. For 

example, tower-by-tower or crate hardware issues with the BEMC are dealt with 

by excluding individual detector elements within the given run as opposed to 

removing the entire run (discussed in Sec 4.2). Shown also in Sec. 4.3 is an 

example of a TPC hardware problem discovered in our analysis. The data was 

able to be saved after a re-calibration for a problematic subset of runs. 

4.2 BEMC Hardware Performance 

The BEMC is the primary instrument for both triggering and energy measure­

ment in this analysis. A close inspection of the BEMC performance is therefore 

required. After data is collected, we perform an offline analysis of all BEMC tow­

ers to identify hardware problems. The expected ADC output of tower PMTs 

from MB triggered data is a gaussian pedestal peak with an exponential tail (Fig. 

4.1). We test these ADC distributions from each tower for a variety of problems, 

including high voltage problems, stuck bits, large-scale crate malfunctions, and 

dead channels. We also demand rather loose cuts on the pedestal peak location 

and width to keep the entire spectrum within a reasonable range. In the end, 

every tower is given a numerical value that we store in a 'status' bit. These status 

bits are accessed later in our analysis and indicate whether the tower passed our 

criteria ('good' status) or not ('bad' status) and which test(s) it failed. 

The status for each of the 4800 towers is determined on an almost run-to-run 

basis. Single tower high voltage and ADC problems are the most common. A 

tower with a high voltage problem either is noisy or is unresponsive. For each 
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Figure 4.1: Example tower ADC distributions with different statuses: a.) good, 

b.) hot, c.) pedestal peak out of range, d.) wide pedestal peak, e.) cold, f.) 

stuck bit. 
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tower, we tally the number of 'signal' counts, which we define as an ADC hit above 

10 * pedestal width + pedestal mean. We can then calculate the mean number of 

signal counts over all the towers in a run and compare each individual tower to 

this mean. Towers with 10 times more counts than the mean are labelled 'hot'; 

towers with 1/40 less counts than the mean are labelled 'cold'. Care is taken to 

distinguish between the conflicting effects of noise and large tower gains, the latter 

of which is corrected for in the data with offline gain calibration coefflcients(see 

Sec. 2.3.4). In the case of cold towers, we adjust our cuts to reflect whether the 

tower is unresponsive or is usable, albeit with a very low gain. 

BEMC electronics crates, which house 80 towers, occasionally exhibit prob­

lems. Crate malfunctions are detected using two main signatures. First, if a 

significant fraction of a crate's towers have high voltage problems, either hot or 

cold, the entire crate is flagged as bad. Second, we test for identical ADC output 

distributions from neighboring towers within a crate. 

Three additional tests significantly clean up our data sample. We test for dead 

towers that have no counts above a pedestal subtracted ADC of 0. We check for 

stuck bits, both on and off, in the ADC distribution. Finally, the pedestal peak 

must be located within the range 0 < ADC < 60, and we ensure that the width 

of the pedestal is within reasonable limits. Figure 4.1 shows examples of many 

of these problems found in the data. 

As a final check, we perform a time-dependent analysis of the BEMC towers. 

Towers are sometimes found to fluctuate between good and bad status over the 

course of a fill, a day, or the entire data-taking period. Fluctuations indicate ei­

ther that some characteristic of the tower's ADC distribution is numerically close 

to one of our testing thresholds or that there are inherent hardware instabilities. 

These situations are dealt with on a case by case basis, but generally the status 
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Figure 4.2: Top: Fraction of good towers as a function of relative run number 

over the entire data collection period. Bottom: Black represents towers which 

exhibited hardware problems and aren't included in the analysis. 
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is set constant throughout the time period to reflect the worst possible state of 

the towei 

The 'live' fraction of the BEMC (towers with good status) as a function of 

relative run number is shown in Fig 4 2 The mean live fraction during 2006 

longitudinal data taking was 95% wTith an RMS of 3% 

0 500 1000 1500 2000 2500 3000 3500 4000 4500 

Tower ID 

0 500 1000 1500 4000 4500 
Tower ID 

Figure 4 3 Towei frequency as a function of towei ID foi HT triggeied data 

This is shown for a single HighTower ET bin before (top) and after (bottom) 

removing problematic towers and imposing a 4> cut (discussed in Sec 4 7) 

After jet leconstiuctron, we examine the frequency of each tower firing a 

]et We impose a strrct unrfoirmty m the cross sectron analysis and remove jets 

centered on towers that fire srgmficantly more frequently than average A high 

frequency can indicate either a slight miscahbiatron or that the tower slrpped by 

our towrer status analysis for at least a portion of data-taking Fig 4 3 shows 

the tower frequency distribution for one ET bm before (top) and after (bottom) 
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removing these towers. Towers in this figure are the highest ET towers within 

jets that have passed all other data selection cuts. Shown is one ET bin, but we 

examined spectra covering the entire range 0.0 < .Er(GeV) < 60.0 to identify 

problems. The bump above ~ 4100 arises from background not associated with 

the hard scattering (this is discussed in detail in Sec. 4.7) and an additional <f> 

cut to remove it has been placed. Following this investigation, we remove 320 

additional towers from data and MC in the cross section analysis. 

4.3 T P C Performance 

The performance of the TPC for each run was studied to ensure uniformity of 

tracking over the entire data sample. Shown in Fig. 4.4 is a major drift velocity 

calibration problem that was discovered during our quality assurance analysis. 

Runs in red (open triangles) exhibited the problem and account for ~20% of 

the final 2006 data sample. Events and jets within the problematic runs were 

reconstructed with fewer tracks on average. This is due to the fact that incorrect 

drift velocity values were used in offline track-finding algorithms resulting in lower 

track reconstruction efficiency for those runs. 

This problem was caused by a power outage at the STAR detector platform 

on the evening of May 19, 2006. As a safety precaution, the TPC gas was diluted 

with Argon gas because the usual P10 mixture is flammable. Flow was resumed 

and a new gas mixture was introduced as soon as the power problems were re­

solved. Instability in performance occurred for the next couple of days as the 

composition of the gas mixture stabilized. During this unstable period, a more 

finely-grained drift velocity calibration was required than the standard dedicated 

runs taken several times each fill. Experts in the STAR calibration group per­

formed a run-by-run global re-calibration on the sub-sample and recovered the 
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4.4 Vertex Selection 

All jets included in this analysis come fiom events that contain a reconstructed 

primary vertex Primary vertices are calculated by projecting tracks in the event 

towards the geometric centei of STAR using helical trajectories The vertex 

position is found iteratively by minimizing the summed distance of the vertex 

position fiom all these track projections Requnmg that the event contains a pri­

mary veitex benefits us m two ways first, by requiring that all tracks within our 

jets originate from this vertex, we suppiess background processes not assocrated 

with the hard scattering of interest, and second, by providing a long lever arm on 
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track-fitting (tracks are refit after a primary vertex is found) the primary vertex 

increases the track momentum resolution[48]. 

0 2 4 6 8 10 12 14 
BBC Timebin 

Figure 4.5: Reconstructed z veitex position (cm) versus the measured BBC time-

bin for events containing at least one jet falling within our jet thrust axis cut. 

Figure 4.5 shows the reconstructed z vertex location (+z direction is defined 

as west along the beam with 0 at the TPC centei) versus the measured BBC 

timebin. Events in this plot contain at least one jet within the jet thrust axis 

cut discussed in Sec. 4.6. BBC timebins are measured as the time difference (in 

ns) between significant signals hitting both BBCs. Time buckets are not assigned 

linearly with time but are defined explicitly by an upper limit on time differences. 

Listed for each bin from 0 to 15 this upper limit in ns is (50, 125, 150, 175, 195, 

215, 235, 255, 275, 295, 315, 335, 365, 390, 470, 512). The central bins are defined 
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with shoiter time windows to allow fmei granular^ Despite the fact that the 

timebms are not lineai with respect to time nor veitex (cm), there is a strong 

coirelation between the reconstructed z location and the measured timebin, as 

seen in Fig 4 5 

Foi the asymmetry analysis, the relative luminosity is measured by the BBCs 

(see Eq 7 4) A cut is placed on the BBC timebm (5 < BBC TB < 10) matching 

the cut m the relative luminosity calculation This keeps events withm unifoim 

TPC tiackmg and efficiency and is also imposed on the data in the cross section 

analysis Additionally, a second more strict cut of \vertex(Z)\ < 60 0 cm is 

used m the cross section analysis to fully constam the event to well withm our 

detectors 

4.5 Software Trigger 

In addition to the haidware thresholds used to select events, jets included m 

these measuiements must pass several cuts designed to assure that each particu­

lar jet could have and should have fried the trigger Trigger simulation software 

at STAR takes the raw BEMC ADC values measured and simulates all the trigger 

logic and decisions, including the masking of problematic sections of the calonme-

teis Using this tugger simulation, we can tell whether or not the event should 

have fiied any of our three main tuggeis and, if so, which HTs and JPs were 

lesponsible 

A jet coming from a HT or HTTP-tiiggeied event must contain a HT which 

the simulator determined should have fried the event Similarly, a jet coming 

fiom a JP-triggered event must have a thrust axis withm 6° in <j> and 0 1 m rj of 

the edge of a JP that should have fired the event In the asymmetry analysis, the 
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OR-sum of the three main triggers is used in the final result. A jet that passes 

any one of the three above software trigger requirements is accepted. Conversely, 

in the cross section analysis, these conditions are applied individually to the HT 

and JP samples. Further, an additional and more conservative requirement is 

placed on the neutral energy in the jet to require that the jet is well above the 

trigger thresholds. In the HT trigger we require the energy of the highest tower 

in the jet to be above 6.0 GeV; in the JP trigger we require the sum of the tower 

energies within the jet patch that fired the event to be above 8.0 GeV. 

4.6 Jet Pseudorapidity 

A cone radius in r}, 4> of 0.7 is used in this study. Calorimeter and tracking 

coverage at STAR are —0.98 < rj < 2.0 and —1.3 < rj < 1.3, respectively. In 

order to contain jets within our active r\ region, we require the jet psuedorapidity 

to be within —0.7 < rj < 0.9. This cut is asymmetric due to our asymmetric 

calorimeter coverage. As seen in Fig 3.2, the rj spectrum is relatively flat within 

this cut window. The exception is at rj ~ 0, where there is a dip due to the jet 

patch locations. 

Two pseudorapidity definitions for each jet are useful in this analysis. The 

first, r]jet, is the pseudorapidity as measured through the reconstructed jet thrust 

axis (Eq. 3.2). The second, rjoet, is the pseudorapidity value where the jet 

actually hits the BEMC. From the jet pseudorapidity, rjjet — —ln(tan(93et/2)), 

rjDet is found by re-centering 9jet to the BEMC coordinate system. We correct 6jet 

with the measured zvertex and BEMC radius of 231.0 cm (via 6 = atan(r/z)), and 

recalculate r). The cut listed above is made to rjDet- For the cross section analysis, 

cuts on 7]jet and rjDet are both made (\rjDet\, \rjjet\ < 0.80) to be conservative. 
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4.7 Neutral Energy Fraction Cut 

Particles not associated with a hard scattering but moving with the beams can 

interact with our detectors and reconstruct in jets. These particles originate 

from either the beam halo or from deflections at the focusing magnets upstream 

of STAR and can traverse our detectors in time with MB events registered by the 

BBC. Figure 4.6 (left panel) diagrams how these particles strike our detectors. 

The right panel gives the number of jets vs. rq and <f> for mono-jet HT events. 

Lead shielding was installed between the 2005 and 2006 RHIC runs on both sides 

of STAR in an attempt to eliminate these background particles. The number of 

reconstructed background jets was reduced but not eliminated. A hole in this 

shielding near <f> ~ 0 on the positive r\ side persisted in the 2006 data. 

Figure 4.6: Left: A toy model showing a spray of background particles. Right: 

The number of jets are shown vs. rj and 4> for single-jet HT-triggered events. 

Note that no vertex reconstruction requirement is imposed in this figure to more 

effectively show the background area. 

Due to STAR'S calorimeter-based trigger, background events caused by parti­

cles traversing the calorimeters may be preferentially selected by the large amount 
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of neutral energy measured in the event. In jet reconstruction this translates into 

jets with a large fraction of their total jet energy derived from the calorimeters 

and little from tracking. Since these jets are not associated with a hard scattering, 

they are also more likely to be found in mono-jet events as opposed to multi-jet 

events. Fig. 4.7 shows the mono-jet and di-jet distributions as a function of 

jet neutral energy fraction (RT, with RT = EMC energy/total jet energy) for a 

single jet PT bin. MC and data agree well for the di-jet distribution. However, 

due to contamination from these background jets, an excess in the mono-jet data 

sample over MC at high neutral energy fraction is visible. 

On the right side of Fig. 4.7 is the ratio of the data mono- and di-jet dis­

tributions for that same pT-b'm. The ratio is fit with an exponential plus linear 

model. Here the signal is modeled as a linear contribution in the high RT region 

and the background as an exponential contribution. This fit is performed on each 

PT bin individually and the exponential decay constant a is extracted. We then 

determine a fixed value for a by fitting the spectrum of these extracted values 

plotted as Q/PT vs. jet pT with a constant. The ratio distributions for each pT 

bin are refit using this fixed a in the background model to determine the relative 

background fraction as a function of RT-

Since there is both signal and background in the spectra at all values of 

RT, care must be taken to determine the optimum cut. We approach this cut 

differently in the asymmetry and cross section analyses. For the cross section, we 

conservatively restrict our data to jets with RT < 0.8 to remove as much of the 

background contamination as possible. We additionally remove all jets centered 

on towers within ±12° (four EMC tower rows) of o — 0. Conversely, in the 

asymmetry analysis we scan all cut values greater than 0.7 in an effort to minimize 

the sum in quadrature of the resultant statistical and systematic uncertainties. 
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Figure 4.7: Left: Data and MC mono- and di-jet distributions as a function of jet 

neutral energy fraction. Right: The ratio of the data mono-jet/di-jet distributions 

shown left fit with an exponential plus linear model. Both plots are shown for 

the OR-sum trigger condition in a single jet pT bin: 14.08 GeV/c < pT < 17.31 

GeV/c. 

At each cut value and pr bin, the systematic uncertainty from the remaining 

background contamination fraction is calculated and added in quadrature to the 

resultant statistical uncertainty from the surviving jets. This is discussed in more 

detail in Sec. 8.3, but a universal value of RT < 0.92 is found to be the best 

choice for all pT bins. 

4.8 Jets with Double Counted Energy 

As discussed in Sec. 3.1, when both the charged track momentum and electro­

magnetic energy of a particle are measured, we subtract a single MIP energy 

from the particle's four-momentum. If that particle is an electron, subtracting a 
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Figure 4.8: Energy/momentum distributions for the highest tower and track in 

jets with p-r > 5.0, < 11.44 GeV/c (blue). Overlaid in red is energy/momentum 

for spatially associated towers and tracks. Upper plots come from HT-triggered 

data and lower plots from JP-triggered data. Left column plots come from data 

and right column plots from MC. 

MIP energy can still lead to a substantial overestimate of the jet energy. Charged 

particle tracking fully measures the electron energy and the electron additionally 

deposits all of it's energy into the calorimeters. If the electron is the leading 

particle in the jet, the jet's energy can be wrong by nearly a factor of two. 

A discrepancy between MC and data for jets that exhibit this biased energy 

signature was discovered for a subset of the data. Figure 4.8 shows the E/P (high 
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Figure 4.9: Neutral energy fraction distributions for HT data and MC with and 

without the energy double-counting cut. The comparison is shown for the cross 

section set of cuts (including a tight R? cut) and for 9 separate pr bins. 

tower energy/high track momentum) spectrum for jets containing a tiack with 

PT > 1.5 GeV/c and a tower with ET > 2.0 GeV. The upper two plots display data 

(left) and MC (right) spectra for HT-triggered events (HT or HTTP trigger), and 

the lower two plots display data and MC spectra for JP-triggered events. A fairly 

lestrictive cut of 5.0 GeV/c < Jet pT < 11.44 GeV/c is additionally imposed on 
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Figure 4.10: Neutral energy fraction distributions for JP data and MC with and 

without the energy double-counting cut. The comparison is shown for the cross 

section set of cuts (including a tight RT cut) and for 9 separate px bins. 

jets in these figures. A significant peak at E/P ~ 1.0 is seen in HT data that is 

not present in the MC. This problem is not found to be as prevalent in JP data 

nor for higher px jets regardless of the trigger. 

In each of these spectra, we identify jets with a spatially associated tower and 
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track (shown in red) within the total distribution. To associate them we require 

t h a t \r)Track ~ VToweA < 0.03 a n d t h a t \4>Track - <pTower\ < 0.027 rad ians . By 

comparison, individual towers in the BEMC subtend 0.05 x 0.05 in r\ x (p. In our 

association r\TTack is the r\ location of the track extrapolated to a radius within 

the BEMC that corresponds to the position of shower maximum. 

We see a clear peak in HT data that arises from associated tower/track pairs. 

Because these jets are not simulated properly, we cut HT/HTTP jets in the 

ALL analysis with an associated track/tower pair, track PT > 1-5 GeV/c, tower 

ET > 2.0 GeV, and E/P < 1.2. Some of the cut HT/HTTP jets nonetheless 

pass JP-trigger requirements and so still make it into the data and MC samples. 

However, the overall data/MC agreement is much better. After all other cuts are 

made, applying this cut on 'electron-like' events removes an additional 2% of the 

total OR-sum jets sample (see Table 4.1). 

We conservatively remove these 'electron-like' jets from both the HT and JP 

samples in the cross section analysis. Fig. 4.9(4.10) shows MC/data comparisons 

of the HT(JP) neutral energy fraction distributions for 9 pr bins with and without 

cutting these jets. We use the tighter cross section cuts in these figures, including 

the neutral energy fraction cut 0.05 < RT < 0.80, and we normalize each p^-bin 

MC sample to the number of data counts in that bin. HT data shows a large peak 

just below RT ~ 0.5 that is not present in HT MC. This peak arises from these 

double-counting jets, and is not as common nor as likely in JP data. However, 

in examining Fig. 4.10, it is clear that a slight peak just below RT ~ 0.5 causes 

an overall discrepancy between data/MC, and the MC replicates the data better 

when these jets are removed. 
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4.9 Pile-up Contamination 

At STAR there is a beam crossing every ~ 106 ns. Ionization electrons in the 

TPC, by comparison, can take up to ~ 39 us to drift to the readouts. Therefore, 

tracks originating from hard proton-proton scatterings of nearby bunch cross­

ings can contaminate the event of interest and can contribute to reconstructed 

jets. Additionally, multiple beam interactions per bunch crossing can also deposit 

energy in the calorimeters within the jet cone radii. We estimate the contamina­

tion of this pile-up energy in jets by remeasuring the jet energy after embedding 

reconstructed jets into zero-bias (ZB) triggered data. 

The ZB trigger condition requires none of the normal BBC or BEMC selec­

tion criteria. ZB-triggered data is interspersed with triggered events during each 

normal run. We measure the mean number and energy of tracks and towers that 

land within the embedded jet's cone. Tracks and towers in the ZB event must 

pass the same criteria we require in normal jet-finding to be considered. On av­

erage 34.6 MeV from tracks and 12.4(2.5) MeV from BEMC(EEMC) towers fall 

within the cone. We correct the jets in our data sample by 50 MeV, the sum of 

all these contributions. 

4.10 Number of Jets 

Table 4.1 lists the number of jets surviving each cut for both analyses and each 

trigger scenario. An additional cut not discussed above restricts the active jet pT 

window to 5.0 GeV/c < pT < 48.74 GeV/c in the ALL analysis and 9.03 GeV/c 

< pr < 59.96 GeV/c in the cross section analysis. 
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Cut 

No Cuts 

Vertex Found 

|zVertex| < 60.0 

6 < BBC < 9 

Spin Pattern 

Software Trigger 

-0.7 <7] < 0.9 

-0.8 < r) < 0.8 

RT < 0.92 

RT < 0.80, > 0.05 

electron-like Jets 

Asymmetry 

JP || HT || HTTP 

9.48 M (100%) 

9.03 M (95%) 

— 

7.43 M (78%) 

7.42 M (78%) 

4.33 M (46%) 

3.68 M (39%) 

— 

2.93 M (31%) 

— 

2.74 M (29%) 

Cross Section 

JP HT 

4.46 M (100%) 

4.31 M (97%) 

2.80 M (63%) 

2.63 M (59%) 

— 

1.14 M (26%) 

— 

959 k (22%,) 

— 

643 k (14%) 

534 k (12%) 

1.06 M (100%) 

1.01 M (96%) 

689 k (65%) 

649 k (61%) 

— 

329 k (31%) 

— 

255 k (24%) 

— 

129 k (12%) 

101 k (10%) 

Table 4.1: The number of jets passing each cut (with the fraction of the initial jet sample in parentheses) in both 

analyses presented here. A line in the box indicates that cut is not applied in that analysis. 



CHAPTER 5 

Cross Section Measurement 

5.1 Theoretical Predictions 

Inclusive jet calculations at STAR energy and kinematics have been performed 

analytically within a NLO QCD framework[12]. These calculations use the most 

recent set of unpolarized parton distributions, CTEQ6M[49], and include LO 

and NLO contributions up to Oa(3). Jets are defined as the sum of the four-

momentum of all partons that fall within a geometrical cone centered on the 

jet axis. A 'Small Cone Approximation,' which assumes a nariow jet cone, is 

used in these calculations. This approximation was previously compared with 

inclusive jet data from other hadron colliders and was found to agree well[50]. 

An acceptance cut of \r)\ < 0.8 is applied in these calculations to agree with cuts 

we make at the Particle and Detector levels. 

The theoretical jet energy scale in these calculations differs from our exper­

imentally measured jet scale. A series of energy corrections discussed in the 

subsequent sections are designed to correct our experimental jets to be as close 

to theoretical jets as possible. This includes corrections to remove the resolution 

and efficiency effects introduced by our detectors as well as effects arising from 

the accelerated beams. Additionally, the theoretical predictions do not include 

models of hadronization nor fragmentation, they are simply partons within a 
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cone. This discrepancy will be discussed and estimated in Sec. 5.3.5. 

Renormalization and factorization scales are free parameters within the the­

oretical framework and are assigned the value of the jet px, HR = HF — PT-

As an estimate of the uncertainty in these assumptions (and in the predictions 

in general), we follow uncertainty limits outlined in [12] and vary both of these 

scales up and down by a factor of 2. This yields a variation in the cross section 

predictions and is included as a theoretical uncertainty in our final comparisons. 

5.2 Luminosity Determination 

The inclusive jet cross section can be written generically as the ratio of the num­

ber of jets divided by the beam luminosity, a = Njets/C. The number of jets is 

measured in data using STAR'S calorimetry and tracking detectors and corrected 

with a series of MC-derived corrections that will be discussed in subsequent sec­

tions. The beam luminosity, on the other hand, is measured by the BBC and 

MB trigger: 

O'BBC 

where OBBC has been previously measured [32] at STAR and NMB is the number 

of MB events registered during the runs and events used in this analysis. 

In relatively high-luminosity running conditions, like those of RHIC during 

2006, there are two corrections to the measured NMB that must be considered. 

Each BBC detector operates by counting hits within a finite TAC window. There 

is the possibility that multiple coincidences occur within a single time window 

resulting in MB trigger depletion. On the other hand, as the luminosity increases 

there is a greater probability of accidental coincidences being counted as true 
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MB trigger events and, thus, interpreted as true hard scatterings. Both effects 

pull the overall luminosity in opposite directions and are estimated following a 

prescription devised first at the Tevatron[51]. A small multiplicative correction to 

NMB, measured to be 0.99857 over all data included in the analysis, demonstrates 

that our MB trigger slightly over-counts hard scattering events. This is a small 

effect but is included for completeness and will be a much larger correction as 

luminosity increases in future RHIC runs. 

5.3 Methodology 

In practice, the inclusive jet differential cross section is defined as 

dza _ 1 <JBBC Ajete(Pr) ,~ 2N 

d(j)dr)dpT 2TT At] ApT NMB cfactor(pT) 

where we have already assumed full 27r-azimuthal coverage. The ratio <JBBC/NMB 

forms the luminosity term as desciibcd in Sec. 5.2, A/? = 1.6 using the psuedora-

pidity range \r}\ < 0.8, and ApT is bin dependent. Correction factors, Cfactor(pT), 

are formed for each pT bin from the ratio of Detector and Particle jet yields (see 

Sec. 5.3.4). The yields, Njets(pT), and correction factors in Eq. 5.2 are calculated 

separately for the HT and JP triggers, leading to two final measurements of the 

cross section. 

As mentioned in Sec. 5.1, we make a series of corrections to our measured jets 

to account for the difference between our jet momentum scale and the theoretical 

jet momentum scale. We first correct each jet for pile-up energy that enters the 

jet cone from additional proton scatterings. Next, we correct each jet for energy 

lost due to detector inefficiencies. The average energy lost for each measured 

jet pT is estimated using MC. We then calculate the correction factors. These 
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factors account for bin-to-bin jet migrations that arise from resolution effects and 

also correct the jet pr scale to Particle-level, one step closer to theory. Finally, 

we account for energy spilling into and out of our cone via hadronization and 

underlying event effects. These effects are included in our MC but not in the 

theoretical calculations. Each of these listed corrections is discussed in detail in 

a separate section below. 

5.3.1 Pile-up Correction 

Collecting data in a high-luminosity environment causes pile-up energy not asso­

ciated with the hard scattering of interest to fall within our reconstructed jets. 

Our method of estimating this contamination is discussed in detail in Sec. 4.9. 

We embed reconstructed jets into ZB-triggered events, which require a bunch 

crossing but no other trigger conditions, and recalculate the jet energy to ac­

count for tracks and towers that fall in the jet cone. Despite the relatively high 

luminosities during 2006, this effect was measured to be relatively small, an av­

erage of ~ 50 MeV/c per jet. We subtract a flat 50 MeV/c from every jet's pT 

to account for this. 

5.3.2 Missing Energy Correction 

Corrections are applied on a jet-by-jet basis to both data jets and Geant MC jets 

in order to correct for energy not measured at STAR [52]. This missing energy can 

arise from particles not measured in the TPC or EMCs, like neutrons and K^s, 

as well as from detector inefficiencies, like cracks between calorimeter elements. 

In Fig. 5.1, Particle jets are binned as a function of Detector jets (see Sec. 

3.2, Particle jets are PYTHIA-level jets while Detector jets include GEANT and 

trigger simulation). To enter this figure, a jet must be reconstructed at both the 
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Particle and Detector jet levels Fuither, these jets must be spatially associated 

using the jet thrust axis measured at both levels 

AT? = \/((j>Det ~ (pPart)2 + (VDet ~ flPart)2 < 0 3 (5 3) 

The mean Detector jet pT is calculated for each Particle jet pr bm, and a 4th 

order polynomial is fit to those means No physical basis motivates the use of 

a 4 dimension fit, it is simply found to characterize the distributions best We 

individually calculate this collection foi the HT and JP triggeis to account for 

the diffeient biases of each trigger setup Figure 5 1 shows the raw distributions 

with the final fits overlaid The functional form used to correct jet-by-jet the HT 

and JP pT for missing energy is 

pME H T = _ 4 6 5 + 1 5 0 g ^ _ Q 0 1 9 g 4 ^ 2 

+ 0 0003575 (pTf - 2 024£~06 {pTf 

pME JP = _ 1 3 n + 2 5 Q 4 pT _ 0 0 6 Q 5 1 ^ 2 

- 0 00113 (pT)3 - 7 4Q7E~m (pT) 

(5 4) 

4 
(5 5) 

5.3.3 MC Event Reweighting 

After the missing energy corrections are applied to the Detector and Data jets 

as described above, MC events are leweighted so that the Detectoi and Data px 

slopes match We reweight MC events as a function of the hard par tome px of 

the scattering so that the full event is weighted This leweights both the Particle 

and Detector distributions and not just the Detectoi jet distribution A single 

simple two paiameter exponential weighting is found to work well for both HT 
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Detector Jet pT (GeV/c) Detector Jet pT (GeV/c) 

Figure 5.1: Spatially associated Particle and Detector jets for both the HT trigger 

(left) and the JP trigger (right). Mean Detector jet px is calculated for each 

Particle jet bin and fit with a 4th-order polynomial. Overlaid is a dashed line 

with slope of unity to guide the eye. 

and JP comparisons, as seen in Fig. 5.2. Several iterations are required to go 

from left to right in the figure. The final values are shown in Eq. 5.6. After the 

application of this weighting, the resultant data/Detector MC ratio is found to 

agree well with 1.0. 

In order for our unfolding correction factors (Sec. 5.3.4) to correctly account 

for the vertex cuts we apply, the data and MC vertex distributions must match. 

This requires another reweighting of the MC events, this time as a function of 

z-vertex. Eq. 5.7 shows the final parameter values that leads to a data/MC ratio 

of 1.0. 

» ( M ^ ) = ^ c ) . ( e 0 M ^ " r t o " ' c ) (5.6) 

W(MC,Z) = w{MC) • (1.06 - 2.61iT04 • zv
MTx - 6.29iT05 • {zv^*f) (5.7) 
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In Eqs. 5.6 and 5.7, the MC events have already been weighted by the initial 

weighting factor WMC- The full MC data is generated via 11 partonic pT sub-

samples to save computing time, and this factor is used to weight the sub-samples 

to one another for a smooth jet distribution. All three of these weighting factors 

W(MC), W(MC,Z) and W(MC,PT)I
 a r e applied simultaneously and multiplicitively to 

each MC event. 

• 3 5 
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25 

2 

1 5 

1 

05 

0 

AHT2 

• JP1 
^ /nd f 6872/46 

Constant 0 001667 ± 0 02957 

Slope -0 0001374 * 0 001093 

7 V ; -1 
itii '"";- tjw*A%iSyjftffit^*II 

I ill t I 

50 60 
JetpT(GeV/c) 

Figure 5.2: Data/Geant HT and JP px distribution ratios before re-weighting 

(left) and after (right). 
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Figure 5.3: Data/Geant HT and JP z distribution ratios before re-weighting (left) 

and after (right). 
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5.3.4 Bin-by-Bin Correction Factors 

To account for the difference between Detector and Particle level jets, we calculate 

correction factors Cfactors(pT) for each p? bin and trigger type. These correction 

factors are formed from the ratio of the Detector and Particle jet yields found in 

each pr bin i: 

These correction factors account for bin-by-bin jet migrations arising from 

detector resolutions in the EMC and TPC. As Particle jets propagate through 

STAR detectors, these resolutions smear the jet pr- Our MC estimates, on av­

erage, which Particle jets land in which Detector jet bins, and our corrections 

factors account for this overall shift. 

We apply identical acceptance and vertex cuts to the Detector and data jets. 

Assuming that the underlying data and MC distributions match, the efficiencies 

of these cuts are properly accounted for in the c/actor.s. Figure 5.3 shows a com­

parison of the MC and data vertex distributions after weighting, and Fig. 3.2 

shows the r\ and <f> distributions for MC and data. In all cases the agreement is 

very good. A slight discrepancy between data and MC vertex finding efficiencies 

can create an overall shift in the correction factors. In both data and MC a 

vertex is required for all events in this analysis. The vertex finding efficiency was 

studied in both HT and JP triggers, and no data/MC discrepancy was found. An 

acceptance cut of \r}\ < 0.8 is additionally applied to Particle jets, which matches 

the acceptance cut applied to NLO jets. 

Figure 5.4 shows the measured correction factors for HT and JP triggers. At 

low pr in our momentum range, a combination of a low trigger efficiency with 
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strict neutral energy cuts decreases the Detector to Particle ratio. At higher pr 

in the figure, the correction factors rise as our trigger condition is more likely 

to be met. Strict cuts are imposed on Detector and data jets in this analysis to 

improve MC/data comparisons (see Chap. 4), and these cuts keep our correction 

factors mostly below 1.0. 

o 

1 1 

It)"1 

102 

10"3 

Iff4 

Iff5 

Iff6 

Iff7 

1 U 10 20 30 40 50 
Jet pT (GeV/c) 

Figure 5.4: Bin-by-bin HT and JP correction factors as a function of pr- Uncer­

tainty bars are smaller than the symbols in this figure. 

5.3.5 Hadron Fragmentation and Underlying Event Corrections 

The jets presented in NLO theoretical calculations are partons scattered within 

a predefined cone and do not account for experimental conditions. Previous sec­

tions have presented corrections to our measured jet px that account for detector 

effects and the beam luminosity effects. Two main differences remain between 

these corrected experimental jets, Particle jets, and NLO jets. First, theoretical 

calculations do not propagate the parton decay through models of hadronization 

and fragmentation. Second, theoretical calculations do not account for energy 
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arising from underlying event interactions. These hadronization and underlying 

event effects must be considered for a valid data/theory comparison. 

Hadronization effects remove energy from jets. Partons hadronize in Nature 

and the decay particles associated with a given parton can fragment out of the jet 

cone. On the other hand, underlying event effects add energy to the jet. Multiple 

parton interactions and beam remnant interactions that are not part of the hard 

scattering can cause energy to spill into the jet cone. 

We calculate hadronization and underlying event corrections using Pythia[45]. 

The Pythia MC event sample used in this study is generated with the 'Tune 

A' parameters set[53]. Tune A specifies a series of parameters that have been 

adjusted to match the energy from multiple-parton interactions (MPI) measured 

at the Tevatron. In Pythia these MPIs can be turned or or off, as can parton 

hadronization and fragmentation. Further, additional beam remnant interactions 

can be removed from jet reconstruction by placing cuts on particle parent ID in 

the Pythia event record. We can then reconstruct jets from Pythia events with 

and without all three of these effects included and compare the spectra. Fig. 

5.5 shows the the difference between the jet distribution with and without these 

effects as a function of Particle jet pr- Jet spectra were fit as a function of pr 

and subtracted to form this figure. At high PT we find that more energy leaves 

our jet cone than spills in (hadronization effects dominate), while at low p? the 

opposite is true (UE effects dominate). 

Lafferty-Wyatt [54] points are calculated for each of our pT bins. Points are 

then shifted to account for these hadronization and underlying event effects. Shift 

values are evaluated according to Fig. 5.5. The largest shifts are found for bins 

below ~ 18 GeV/c. Pythia is not an NLO event generator and is not the ideal 

tool to calculate this correction. Therefore, the final results are listed with and 
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Figure 5.5: Shift values (in GeV/c) at> a function of Particle jet PT between 

reconstructed jet distributions with hadronization and underlying event effects 

and without. 

without this correction should more computational advanced methods become 

available in the future. 

5.3.6 Statistical Uncertainty 

Bin widths in this analysis are chosen based on both the available statistics and 

the jet energy resolution. The statistical uncertainty is reported with the error 

bars in Fig. 5.6 and accounts for uncertainties arising from three independent 

measurements: 

OM2 = ( : T # - ) 2 ( M W 2 + (-£-)*{6NMB)* + (-^nScfactorf (5.9) 
UlVjets U^MB UC factor 

5Njets and 5NMB axe- the counting uncertainties on the jet yields and the number 

I ' 
a) 
(31.5 
Z 
O 1 
LU 

5 

o 
H{-0.5 

£ -1 

-1.5 
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of MB tuggered events (respectively) in the data sample Scfactor is the uncer­

tainty on the ratio of Detectoi and Particle jets and is included to account for 

oui finite MC sample 

5.4 Results 

Cross section results foi HT and JP tuggers are shown m Fig 5 6 and listed in 

Tab 5 1 The series of corrections and cuts discussed above have been applied, 

and a comparison to theoretical predictions is shown Statistical uncertainties 

are estimated as outlined m Eq 5 9 and are represented by the error bars 

Systematic uncertainties, discussed in length in the next chaptei, are estimated 

separately for JP and HT triggers but displayed m this figure as one laige green 

band Data points aie plotted at the shifted pT values discussed in Sec 5 3 5 to 

account for the Hadromzation and Underlying event effects not included in the 

theoietical predictions Good agreement is found internally between HT and JP 

measurements, and agreement with theoietical predictions is at the < 10% level 
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pT bin (GeV/c) 

1144- 14 08 

14 08 - 17 31 

17 3 1 - 21 30 

21 30 - 26 19 

26 19 - 32 22 

32 22 - 39 63 

39 63 - 48 74 

48 74 - 59 96 

LW point (GeV/c) 

12 60 

15 49 

19 04 

23 39 

28 73 

35 29 

43 26 

52 86 

Shifted point (GeV/c) 

11 52 

15 01 

19 11 

23 54 

28 82 

35 46 

43 56 

53 18 

aHT ± stat + syst - syst (pb) 

1 33 ± 0 11 + 0 17- 0 09 xl0+5 

3 05 ± 0 1 4 + 0 3 2 - 0 3 2 x l 0 + 4 

5 81 ± 0 2 3 + 0 6 7 - 0 6 0 xl0+3 

1 16 ± 0 04 + 0 1 3 - 0 12 xl0+3 

2 0 0 ± 0 09 + 0 3 8 - 0 3 2 xl0+2 

3 34 + 016 + 0 5 8 - 0 5 1 x l 0 + 1 

3 28 ± 0 26 + 0 74 - 0 53 

2 9 2 ± 0 36 + 0 7 0 - 0 5 8 xlO 1 

<jjp ± stat + syst - syst (pb) 

1 59 ± 0 06 + 0 2 5 - 0 15 xl0+5 

2 87 + 014 + 0 3 7 - 0 2 9 x l 0 + 4 

5 84 + 013 + 0 8 5 - 0 6 6 xl0+3 

1 17 + 003 + 0 1 9 - 016 xl0+3 

2 23 + 005 + 0 4 1 - 0 3 5 xl0+2 

3 65 + 010 + 0 7 6 - 0 6 7 x l 0 + 1 

3 83 ± 0 15 + 0 88 - 0 84 

2 53 + 022 + 0 7 2 - 0 6 5 xlO"1 

Table 5 1 Lafferty-Wyatt pr point, shifted pT point, and final cross section results listed for each bm 



NLO Calculations 

* HT 

• JP 

Jet pT (GeV/c) 

Figure 5.6: Cross Section results for both HT and JP triggers as a function of 

PT- Error bars represent statistical uncertainty only. The green uncertainty band 

is the combined systematic uncertainty on the HT and JP points. The dashed 

lines represent the theoretical uncertainty from varying the renormalization and 

fragmentation scales up and down by a factor of 2.0. 
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CHAPTER 6 

Cross Section Systematic Uncertainty 

6.1 Jet Energy Scale Uncertainty 

In the previous chapter, we describe methods used to correct each jet for detector 

resolution and efficiency effects. If these effects in the data are well described by 

MC, they do not create a systematic uncertainty. What isn't accounted for are the 

underlying discrepancies that exist between MC and data, as well as situations 

where there is a physical detector uncertainty. Uncertainties on the EMC gain 

calibration, on the EMC efficiency, on the measured TPC track momentum, on 

the track finding efficiency, and on the hadronic response of the BEMC all fall 

into this category and are lumped together in this section under the heading of 

the jet energy scale uncertainty. Each of these pieces contributes to an overall 

uncertainty on the pr value we measure for each jet. Due to the steeply falling jet 

PT spectrum, a small change in the measured jet px can create a sizable change 

in the yields and cross section. 

Section 2.3.4 discusses the method used to calibrate individual EMC towers. 

Each tower is given a gain calibration coefficient, which is then used in physics 

measurements to translate the measured ADC values into energy. The overall 

uncertainties on these values was studied and found to be 1.6%. To be conserva­

tive, we round up and use 2%. Considerable effort was also made to match the 
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'live' fraction of the BEMC in MC and data (see Sec. 3.2). We divide up the MC 

sample into 4 sub-samples and each is analyzed with the mean live fraction of a 

matching proportion of actual data runs. While the mean live fractions match 

between data/MC, there could be some fluctuations in data not accounted for in 

MC. A conservative 2% uncertainty is included in the final systematic uncertainty 

to account for this. 

The TPC momentum resolution uncertainty at STAR has been shown to be 

very small. In the case of kaons, which produce both a positive and a negative 

daughter track, the uncertainty was measured to be a fraction of a percent. 7r± 

are the most common charged particle in jets. If we take them in their most 

probable momentum range, Ap/p is on the order of 2% [36]. Assuming that we 

are equally likely to see a 7r+ as a 7r~ in jets, an overall systematic shift in 

momentum one direction is very unlikely. To be conservative, we assume the 

momentum resolution uncertainty is 1%, half of the Ap/p. 

To evaluate how these detector uncertainties propagate through our recon­

struction algorithms to form uncertainties on our measured jet distributions, we 

perform the same jet finding and reconstruction on tower and track objects with 

varied energy and momentum. In one case track momenta are varied ±1.0% 

while keeping tower hit energies constant and jets are found and reconstructed. 

Separately, tower energies are varied ±2.0% while track momenta are kept con­

stant and jets are again found and reconstructed. In the final case, tracks are 

randomly removed from triggered events based on the TPC track finding effi­

ciency uncertainty, and jets are found and reconstructed on the altered events. 

The uncertainty on the track finding efficiency we use is 5% (Sec. 2.3.3). Note 

that we cannot properly add tracks to events without introducing a potentially 

un-physical bias, so the effect of this efficiency on our distributions can only be 
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explored as a negative effect. However, the effect is assumed to be symmetrical 

in our final calculation. 

These steps are performed on both data and MC for each of the scenarios 

listed above. The effect on the cross section, (a ± 8a)/a, for each different 

detector uncertainty is shown in Figures C.l and 6.2. In Fig. 6.1 the correction 

factors in Eq. 5.2 are kept constant and the number of jets measured in data are 

varied as prescribed above. On the other hand, in Fig. 6.2 the correction factors 

in Eq. 5.2 are varied as prescribed above and the number of jets measured in data 

are kept constant. Changes to the cross section from varying data yields versus 

MC correction factors are similar except at low px in the scenario of EMC energy 

variation. This is due to the fact that the EMC is the triggering detector in this 

analysis and energy shifts can push an event above or below a trigger threshold. 

Trigger decisions have already been made in the data and cannot be re-evaluated 

as they can in MC. For this reason, we use the MC variation numbers in the final 

systematic uncertainties. The consistency between the two methods, namely, 

between varying the correction factors versus varying the data yields, gives us 

confidence in our final estimate. 

The uncertainty in the BEMC response to charged hadrons must also be 

accounted for in our JES uncertainty. In a previously published STAR paper[55], 

it was demonstrated that there is an uncertainty on the order of ~ 10% in the 

data/MC comparison of the amount of neutral energy deposited by hadrons in 

the BEMC. 10% is a conservative estimate accounting for the typical content of 

our jets. It is based on their findings of a required 20% MC normalization factor 

for hadrons with p < 0.5 GeV/c and a 5% normalization factor for hadrons 

with p > 0.5 GeV/c. Additionally, the results demonstrate that charged hadrons 

deposit on average 20% of their momentum as neutral energy in the BEMC. After 
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Figure 6.3: Fractional change in the cross section due to the unceitainty in BEMC 

response to hadions. 

including the average TPC tracking efficiency of 87%, we combine these numbers 

to estimate the uncertainty as 0.1 * (0.2/0.87) = 0 023, or 2.3%, on the neutial 

energy measured in the EMC fiom charged hadrons. By including the 1/0.87 

factoi, we are accounting for the energy potentially originating from tracks not 

reconstructed by the TPC (and so not contributing any momentum to our jets). 

This additional piece of the energy scale unceitainty is then estimated by 

varying the tracking momentum bv ±2.3% and recalculating the jet pr These 

shifted jets are then propagated through the same cross section calculations and 

the results aic shown in Fig. 6.3. 

6.2 Luminosity Uncertainty 

The MB cross section is used in the luminosity determination and enters into 

the numeiatoi of Eq. 5.2. OBBC has been measured previously[32] and found 

to be CTBBC = 26.1 ± 0.2(stat.) ± 1.8(syst) mb. The combined statistical and 
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systematic uncertainty on this value propagates to a relatively small and constant 

systematic uncertainty on our cross section values as shown in Fig. 6.4. 

,e (syst + stat) 

A A A A A A 

T T • • T T 

I , , . . I , , , , I , . , , I , , 
2 0 3 0 4 0 5 0 

J e t p T ( G e V / c ) 

Figure 6.4: The effect of propagating the systematic and statistical uncertainty 

on aBBC through the HT and JP inclusive jet cross section. 

6.3 Re-weighting Uncertainty 

The pr-dependent weighting used to match MC and data px distributions (dis­

cussed in Sec. 5.3.3) is determined by iteratively fitting the data/MC ratio with 

a simple two parameter exponential. In order to estimate the uncertainty in­

troduced by this procedure, we float the final exponential weighting values up 

and down by the uncertainty measured on the final slope. The fit to the final 

data/MC distribution is found to yield a slope of -0.0001374 ± 0.001093. Cor­

rection factors are then recalculated after varying the weighting in Eq. 5.6 by 

±0.001 and the cross sections are re-evaluated. The results are shown in Fig. 6.5. 
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PT bin 

11.44- 14.08 

14.08- 17.31 

17.31 - 21.30 

21.30 - 2G.19 

26.19- 32 22 

32.22 - 39.63 

39.63 - 48.74 

48.74 - 59.96 

EMC Cal. 

+ 11 14(-1 72)% 

+9.55(-9.90)% 

+9.33(-7.70)% 

+8.47(-7.91)% 

±14.18(-9.12)% 

+ 12.22(-9.74)% 

+ 17.42(-9.02)% 

+17.46(-11.49)% 

EMC Eft". 

±2% 

±2% 

±2% 

±2% 

±2% 

±2% 

±2% 

±2% 

TPC Mom. 

±0.35(-0.37)% 

+ 1.12(-0.28)% 

+0.60(-1.23)% 

+0.56(-1.03)% 

+2 18(-1.96)% 

+2.00(-2.37)% 

+4.57(-2.42)% 

+4.07(-3.66)% 

Tiack Eft". 

±5.76% 

±2.96% 

±6.06% 

±5.87% 

±11.89% 

±9.93%, 

±10.84% 

±14.95% 

Hadrou Resp. 

+0.70(-0.36)% 

+0.80(-0.77)% 

+1.14(-1.99)% 

+3.09(-2.62)% 

±2.56(-3 63)%, 

+6.83(-4.88)% 

+8.06(-7.33)% 

+4.29(-4.29)% 

Reweight 

+0.32(-0.32)% 

+0.26(-0.26)% 

+0.11(-0.11)% 

±0.02(-0.01)% 

+0 24(-0.24)% 

+0.33(-0.33)% 

+0.68(-0.68)% 

+ 1.03(-1.02)% 

Lumiii. 

±1.5% 

±1.5% 

±1.5% 

±1 5% 

±1.5% 

±1.5% 

±1.5% 

±1.5% 

Total 

±12.81(-G.53)% 

+ 10.40(-10.66)% 

+ 11.47(-10.38)% 

±11.06(-10.54)% 

+ 18 98(-15.75)% 

+17.46(-15.14)% 

+22.66(-16.28)% 

+23.88(-19.86)% 

Table 6.1: Systematic uncertainties on the HT cross section measurement for each pT bin and each effect discussed 

above. Uncertainties are listed in percentage ± off the measured cross section values. The final total uncertainty for 

each bin is the sum in quadrature. 



PT bin 

11.44- 14.08 

14.08 - 17.31 

17 31 - 21.30 

21.30- 26.19 

26 19 - 32 22 

32.22 - 39.63 

39.63 - 48.74 

48.74 - 59.96 

EMC Cal. 

+ 15.35(-8.92)% 

+ 12.04(-8.91)% 

+ 12.56(-8.62)% 

+ 11.82(-8.04)% 

+ 12.03(-8.82)% 

+11.57(-7.83)% 

+10.94(-8.19)% 

+ 14.23(-11.56)% 

EMC Eff. 

±2% 

±2% 

±2% 

±2% 

±2% 

±2% 

±2% 

±2% 

TPC Mom. 

+1 30 (-0 08)% 

+0.40(-0.72)% 

+1 18(-0.89)% 

+2.06(-1.83)% 

+3 30(-2.66)% 

+3.93(-3 08)% 

+5 26(-3.64)% 

+6 44(-5.74)% 

Tiack Elf. 

±1.73% 

±3.72%, 

±6.59% 

±9.66% 

±11.17% 

±14.42% 

±15 41% 

±19.02% 

Hadion Resp. 

±1.01(-0.90)% 

+0.39 (-0.69)% 

+2.20(-2.07)% 

±4.10(-4.48)% 

+6.66(-6.03)% 

+8.61(-7.54)% 

+ 11 79(-12.59)% 

+ 13.95(-11.05)% 

Reweight 

+0.40(-0.39) 

+0.16(-0.16) 

+0.01(-0.01) 

+0.21(-0.21) 

+0.36(-0.36) 

+0.50(-0.49) 

+0.75(-0.74) 

+ 1.24(-1.23) 

Limiin. 

±1.5% 

±1.5% 

±1.5% 

±1.5% 

±1.5% 

±1.5% 

±1.5% 

±1.5% 

Total 

+15.74(-9.48)% 

+ 12.86(-10.02)% 

+14.62(-11.36)% 

+ 16.13(-13.70)% 

+ 18.19(-15.89)% 

+20.92(-18.49)% 

+23.04(-21.98)% 

+28.42(-25.65)%. 

Table 6.2: Systematic uncertainties on the JP cross section measurement for each px bin and each effect discussed 

above. Uncertainties are listed in percentage ± off the measured cross section values. The final total uncertainty for 

each bin is the sum in quadrature. 
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CHAPTER 7 

ALL Measurement 

ALL is formed from the ratio of helicity dependent jet cross sections. For 

longitudinally polarized collisions, it is the difference between the measured cross 

sections from like and unlike beam-helicity states divided by the sum of the two. 

Experimentally, it is written in the most general form: 

, (Nil + NZ^\ _ (Nl^iNZl) 
A = L++ L—' KL^~ L - + } ( 7 I \ 

LL
 ftjv"(^ + e > + ( ^ + H> 

This requires three concurrent measurements: the number of jets, Nl\ originat­

ing from each proton helicity configuration; the beam luminosities, LM, from each 

proton helicity configuration; and the full characterization of the proton beam 

polarization vectors, PB and Py, including magnitude and direction. The discus­

sion of the measurement of each of these quantities is the main objective of this 

thesis. Details of luminosity measurement are found in the next section. Details 

of the polarization vector and magnitude measurement are found in both Sec. 

2.2 and 8.2, and details of the measurement of jet yields are discussed in Chap. 

3. 

We can simplify the calculation of Eq. 7.1 and its' associated statistical 

uncertainty using the following assumption: 

91 



N++ N— n N++ + N— ,nn. 
L++ L__ L++ + L— y ' 

This assumption holds if the luminosity normalized yields for N++/L++ and 

N jL are equal. Analogously, the unlike relations, including instead +- and 

-+ in Eq. 7.2, must also be equal. The proof that the luminosity normalized 

yields are equal is explicitly shown using data in Sec. 7.3. There we form like-

sign and unlike-sign asymmetries that are evaluated to be consistent with zero 

within the expected statistical variation (see Eq. 7.14 and Fig. 7.3). Following 

these assumptions, Eq. 7.1 can be rewritten: 

A = _ L _ (N+++ N-) - R^N*-+ N~+) 
LL PBPY (N++ + N-) + RLL(N+~ + N~+) { ' ; 

with the relative luminosity ratio RLL defined as: 

In combining the necessaiy independent measurements together to form ALL 

in Eq. 7.3, we have to account for luminosities and jet yields measured run-by-

run and beam polarizations measured fill-by-fill. To properly weight each jet in 

the numerator and denominator of Eq. 7.3 according to the luminosity of that 

run and the polarization of that fill, we calculate ALL explicitly as a latio of two 

sums: 

J2 PBPY • [(N++ + N~) - RLL(N+~ + N~ 

ALL = - ^ (7.5) 
] T (PBPY)2 • [(N++ + N-) + RLL(N+- + N~+^ 

nJets 
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7.1 Relative Luminosity 

Beam luminosity is recorded at STAR for each run and bunch crossing. Lumi­

nosity is recorded by scaler boards (see Sec. 2.3.2) that register BBC single and 

coincidence counts. Figure 2.6 showed the BBC coincidence counts as a function 

of bunch crossing for a typical run. The bunches are setup such that every run 

contains ~ 25% of its bunch crossings in each of the four helicity configurations. 

By measuring the summed luminosities for each helicity configuration in a run, 

we can form the various relative luminosity ratios necessary to calculate the single 

and double asymmetries. 

To measure these asymmetries, we will need the luminosity ratio in Eq. 7.4 

to measure ALL-, the luminosity ratios 

7? - L++ + L ' + R - L++ + L+~ (7M 
RB - L+- + L- ' RY ~ L-+ + L- ( 7-6 ) 

to measure the blue and yellow beam single spin asymmetries, respectively, and 

the luminosity ratios 

RLS = yzz ' Rus = Y^+ ft-7) 

to measure the like-sign and unlike-sign double spin asymmetries. A more detailed 

discussion of the utility of Eqs. 7.6 and 7.7 is found in Sec. 7.3. Figure 7.1 shows 

these five luminosity ratios as measured for each run throughout the longitudinal 

data sample. Ratios fall within ~ 10% of unity. Measured values vary little run 

to run within a single fill, but there is some variation between fills. 

We have several tools available to assess the reliability of our measured rela­

tive luminosities. We use two scaler boards to simultaneously measure and read 

out the BBC counts, each employing slightly different timing integrations (At = 
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Figure 7.1: Luminosity ratios used to calculate the five asymmetries discussed in 

this analysis. Values presented here are plotted for individual runs. 

2 min. vs. entire run). Further, the ZDC can be used as an independent lu­

minosity measurement. Differences between separate scaler board measurements 

and between the BBC and ZDC counting rates are used to remove problematic 

fills, runs, and bunches, as well as to assign a residual systematic uncertainty (a 
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discussion of assigning a systematic uncertainty is presented in Sec. 8.4). 

A number of quality checks are performed to remove problematic fills, runs, 

and bunch crossings. Each fill is first checked to ensure that spin pattern informa­

tion (obtained from C-AD and CDEV) matches with the BBC coincidence data 

collected. The BBC coincidence count pattern for each bunch crossing can con­

firm that we have the correct spin pattern and abort gap information; fills that 

were found to be suspect were investigated and a couple were removed. After the 

pattern is confirmed, all events that fall within bunch crossings in the beam abort 

gaps for both beams are removed. Additionally, the luminosity for each bunch 

should follow a monotonic trend from run to run within a fill (following a similar 

decreasing trend as the overall luminosity). Runs that are found to deviate sig­

nificantly with abnormally large or small numbers of counts are removed. These 

data are removed from all calculations, including relative luminosity, asymmetry, 

and cross section calculations. 

7.2 Statistical Uncertainty 

The total statistical uncertaint}' on ALL is found from the propagation of uncer­

tainty: 

<*"> '=(HH 2 + (^N 2 + ( iH 2 <7'8) 
In arriving at 7.8 we assume that N++ ?s N+~~ « N~+ ss A" . Therefore, the 

statistical uncertainty is a function of NT, the total number of jets, regardless of 

beam helicity state. This approximation is accurate considering the ~ 1% asym­

metry results we measure and because false asymmetries sensitive to variations 

in yields are statistically consistent with zero (see Sec. 7.3). The beam polariza-
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tion uncertainties we use in 7.8 are calculated fill-by-fill by the CNI Polarimeter 

group [29]. 

As mentioned in the context of other discussions, we divide our data sample 

up into bins in px for our final analysis. The bin widths are chosen to balance 

the statistical precision of our data across the pT range as well as to reflect the 

uncertainty in jet resolution (~ 23% wide, see Fig 3.4). Statistical uncertainties 

are correlated among bins. For instance, a di-jet event may contain one jet that 

falls into one bin and a second jet that falls into another bin. Our calculation of 

the statistical uncertainty needs to consider this correlation. In the most general 

sense, for a single px bin q, we can decompose the total number of jets J in that 

bin in terms of the number of events of a given type, i.e., the number of events 

with i number of jets, iVj. 

Jq = Y,Mi (7.9) 

5Jq = ^Ti5Ni (7.10) 

i 

After all our cuts and data reduction, we find 2.34 x 106 mono-jet events, 

8.1 x 104 di-jet events, and 294 multi-jet events (multi- refers generally to > 2) 

in our entire data sample. We can now expand Eqs. 7.9 and 7.10 using i — 1,2, 

ignoring the relatively few multi-jet events. 

Jq = Ng + 2Nqq + ^2Npq (7.11) 

(6Jq)
2 = Nq + 4Nqq + ] T Npq (7.12) 
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Here, the summation runs over di-jet events containing one jet each in bin q 

(the bin of interest) and bin p (all other bins). We assume Poisson statistics 

and central limit conditions, where the variance a% = iVj and the covariances 

<J% N — 0. Fig. 7.2 (left) shows the di-jet and mono-jet pT distribution for 

all PT bins, and gives a feel for the amount of correlation in the data. The top 

two py-ranked jets in multi-jet events have been included in this figure. Fig 7.2 

(right) shows the effect of using Eq. 7.12 for the uncertainty calculation versus 

using uncorrelated ^/rN statistical uncertainty. The difference is small and only 

slightly increases our uncertainty in the higher px bins. 
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Figure 7.2: Left: Jet px spread for di-jet and mono-jet events. The top two 

Pr-ranked jets in multi-jet events are also included. Right: The uncertainty with 

and without the inclusion of bin-to-bin di-jet correlations. 
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7.3 False Asymmetries 

False asymmetries in the jet data can be caused by residual detector asymmetries. 

These asymmetries don't arise from the hard scattering and, if found to be non­

zero, have the potential to influence our measured ALL- Single spin asymmetries 

(SSAs) in proton-proton collisions, where one longitudinal beam is polarized and 

the other un-polarized, violate parity and should be zero. In principle, parity 

violating effects could arise from the weak gauge bosons W± and Z°, however, 

our collision energy of 200 GeV is too low for significant production of these 

particles. The SSAs for the blue and yellow beams are calculated as 

(N++ + N-+) - RB(N+~ + N-) 
(N++ + N-+) + RB(N+- + N-) 

(7.13) 

(N++ + JV+-) - RY(N~+ + N-) 

{N++ + N+~) + RY{N-+ + N-) 

In these equations we have used a convention for the jet yields that specifies the 

helicity ±1 state of each beam (N(Yellow>Blue)y As demonstrated in Eq. 7.13, we 

average over the polarization states of the other beam to form these SSAs for a 

single beam. The relative luminosities RB and Ry are calculated from raw BBC 

East-West coincidences (Ln) and defined as in Eq. 7.6. 

Figure 7.3 shows the SSA for both beams and each run. As a further check, 

it is useful to examine 'like sign' (LS) and 'un-like sign' (US) asymmetries which 

are also expected to be zero: 

A? = 1 

'PB 

A\ 
1 
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X2/ndf = 314 2/300 
p =-0 0008 ± 0 0010 

X2/ndf = 333 0/300 
p =-0 0005*0 001 

Relative Measurement 

Figuie 7 3 Longitudinal false asymmetries as a function of lelative run number 

We show single spin asymmetries for the yellow and blue beams, A\ and Af 

lcspectively, and the like-sign and unlike-sign double spin asymmetries, A££ and 

AH A horizontal line fit is peifoimed m each case, and the fit is consistent with 

zero withm statistical fluctuations 
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N++ - RLS N— 
N++ + RLS N— 

(7.14) 

N+- - Rus N-+ 
N+- + Rus N~+ 

Relative lunionisities here are defined in Eq. 7.7, and the asymmetry results are 

also presented in Fig. 7.3. All asymmetries agree within la of zero after a simple 

constant fit to each distribution as a function of relative run number. 

7.4 Jet Momentum Corrections 

To compare our results with theory, we need to connect the experimentally mea­

sured jet energy scale with the jet energy employed in theoretical calculations. 

Theoretical calculations are performed at the NLO parton level and do not ac­

count for experimental conditions arising from the accelerator, detectors, and 

triggers. We correct our data for these effects to make a valid comparison. 

7.4.1 Pile-up Correction 

Collecting data in a high-luminosity environment causes pile-up energy not asso­

ciated with the hard scattering of interest to fall within our reconstructed jets. 

Our method of estimating this contamination is discussed in detail in Sec. 4.9. 

We embed reconstructed jets into ZB-triggered events, which require a bunch 

crossing but no other trigger conditions, and recalculate the jet energy to ac­

count for tracks and towers that fall within the jet cone. Despite the relatively 

high luminosities during 2006, this effect was measured to be relatively small, an 

average of ~ 50 MeV/c per jet. We subtract a flat 50 MeV/c from every jet's pT 

ALS _ _ i _ 

AUS _ 1 

^LL — p p 
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to account for this. 

7.4.2 Detector and Trigger Effects Correction 

Detector resolutions and inefficiencies distort our measured jet distributions from 

the true jet distributions. The combination of a steeply falling jet PT spectrum 

and a ~ 25% jet resolution (see Fig. 3.4) means that on average we overestimate 

the PT of our jets. Additionally, measured distributions at STAR are distorted 

because our triggers preferentially select jets with certain characteristics. For 

example, the High Tower trigger is most efficient for jets with a high energy 

leading particle, while for the same overall jet momentum, the Jet Patch trigger 

will fire on jets with a broader spatial distribution. Both the detector and trigger 

effects on jet distributions stem from the BEMC and are correlated. They are 

most easily calculated together. 

To estimate the effect of the STAR detectors and triggers, we use Monte 

Carlo events generated with PYTHIA[45] passed through detector simulations 

created in GEANT[46]. We also employ a full emulation of the underlying logic 

of the HT, HTTP, and JP triggers. Particle jets (Pythia) and Detector jets 

(GEANT+trigger) are spatially associated using the jet thrust axis measured at 

both levels: 

Ai? = y/(<f>Det - <PPart)2 + (rjDet ~ VPart)2 < 0.3 (7.15) 

Jets that pass this association test enter Fig. 7.4 and are used to calculate the 

mean Particle jet p? value for a Detector jet pT range. We investigated a range of 

association cut values around 0.3 and found little effect on the final results. We 

use Eqs. 7.16 and 7.17 to calculate the mean Particle jet pr value and uncertainty 
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Figure 7.4: Mean Particle jet px for each of the Detector jet px bins. Uncertainty 

bars display the width of the distribution not the error. The dashed line is a 

reference slope=l line to guide the eye. 

for a single bin in Detector pT. A complication arises from the weighting (WMC) 

used to combine the different partonicpj1 MC samples. To save computation time, 

MC is generated using 11 partonic pr bins covering 3 < pT < 65 GeV/c. These 

sub-samples are later weighted by the partial cross sections and that sample's 

number of MC events to generate a smooth spectrum. The sub-sample specific 

weighting factors are labeled % c . Table 7.1 lists the final calculated Particle 

mean pT values. 
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# Jets 

] T WMC,i • Prar\ 

< pT
ar >DectBin = ^ j ^ (7-16) 

i=l 

#Jets 

A<- nPart ~~> 
° < PT >Dect.Bxn ~ #Jets 

\ t = l 
(7.17) 

y^ %c,i 
i = l 

7.4.3 Hadronic and Underlying Event Corrections 

To compare our measured jets with NLO theoretical predictions, we correct our 

jet px values to account for hadronization and underlying event effects. Our 

method to estimate the corrections from these effects is discussed in detail in 

Sec. 5.3.5. Fig. 5.5 shows the py-shifts used to correct from Particle jet level 

(with Hadronization and Underlying Events effects included) to Parton jet level 

(without Hadronization and Underlying Events effects included). Shifted values 

are calculated bin-by-bin and are listed in Tab. 7.1. We propagate uncertainties 

on our jet distribution fits into uncertainties on our shift values. The uncertainties 

listed in the final column of Tab. 7.1 are the sum in quadrature of uncertainties 

from Particle to Detector and Had/Und. Event corrections. 

7.5 Results 

After all jet pr corrections have been applied, Fig. 7.5 shows the final ALL result 

as a function of PT- Here, error bars are statistical uncertainty and grey bands 

represent the systematic uncertainty (discussed in length in the next chapter). 
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Detector p? bin (GeV/c) 

7.56 - 9.30 

9.30 - 11.44 

11.44 - 14.08 

14.08 - 17.31 

17.31 - 21.30 

21.30 - 26.20 

26.20 - 32.22 

32.22 - 39.63 

39.63 - 48.74 

Particle pT (GeV/c) 

8.51 ± 0.27 

10.32 ± 0.18 

12.17 ± 0.15 

14.41 ± 0.11 

17.15 ± 0.08 

20.45 ± 0.05 

24.42 ± 0.05 

29.41 ± 0.10 

34.72 ± 0.15 

Had/UE Shifted pT (GeV/c) 

7.43 ± 0.27 

9.10 ± 0.18 

11.03 ± 0.15 

13.68 ± 0.11 

16.99 ± 0.11 

20.60 ± 0.09 

24.55 ± 0.14 

29.50 ± 0.13 

34.88 ± 0.22 

Table 7.1: Mean Particle jet px values (calculated with Eqs. 7.16 and 7.17) for 

each of the Detector jet pr bins. Also listed are the shifted jet px values after the 

hadronization and underlying event correction. Uncertainties in the final column 

are the sum in quadrature from both Detector to Particle and Had/Und Event 

corrections. 

There is an overall scale uncertainty of 8.3% from the uncertainty in the CNI 

polarization numbers which is not explicitly shown in the figure. Included in the 

figure are several theoretical predictions representative of the available models of 

gluon polarization. Tab. 7.2 lists the final results in detail. 
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Figure 7.5: ALL as a function of jet pr- Error bars represent statistical uncertainty 

and grey bands represent systematic uncertainty. An 8.3% scale uncertainty from 

the absolute uncertainty on polarization measurements is not shown. Data is 

compared to several theoretical models of polarized proton structure. 
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Jet PT 

(GeV/c) 

7.43 ± 0.35 

9.10 ± 0.33 

11.03 ± 0.38 

13.68 ± 0.44 

16.99 ± 0.56 

20.60 ± 0.69 

24.55 ± 0.85 

29.50 ± 1.04 

34.88 ± 1.24 

ALL ± stat + syst - syst 

(xl0~3) 

1.3 ± 4.9 + 1.3- 1.5 

2.0 ± 4.0 + 1.2- 1.2 

9.3 ± 3.8 + 1.0 - 2.4 

-0.30 ± 4.1 + 1.1 - 2.0 

8.0 ± 5.1 + 1.3- 1.4 

19.0 ± 7.6 + 1.7- 1.4 

25.0 ± 13.0 + 2.6 - 1.4 

18.0 ± 24.0 + 4.5 - 1.7 

-29.9 ± 53.7 +13.7 - 1.7 

Table 7.2: Systematic and statistical uncertainty on ALL and px for each bin. 
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CHAPTER 8 

ALL Systematic Uncertainties 

Systematic uncertainties on the measuied cross section numbers arise mainly 

hom effects that cause a change m the jet yields On the othei hand, systematic 

unceitamties on the measured ALL numbeis arise mainly hom effects that cause 

a change in the spin-dependent jet fields Oui measuied ALL numbeis are only 

affected by an effect that acts on jet fields hom one hehcity configuration dif-

feient than jet yields fiom another Therefore, the systematic unceitamties on 

ALL aie split m two unceitamties on the \-axis (ALL values) and uncertainties 

on the x-axis (pT point values) Effects 01 biases that create a spin dependent 

uncertainty aie tieated as y-axis unceitamty the tnggei and icconstiuction bias, 

the non-longitudmal beam component c ontamination the beam backgiound con­

tamination, and the unceitamty on relative lummositv calculations (Sees 8 1-8 4 

below) Effects or biases that don't cieate a spin dependent uncertainty are 

tieated as x-axis unceitamty the jet eneigy scale unceitamty, the Detectoi to 

Particle pr shift uncertainty, and the hadromzation/underlying event coirection 

uncertainty (Sec 8 5 below) 

8.1 Trigger and Reconstruction Bias 

As detailed m Sec 7 4, we correct oui measured jet px distributions to be as close 

as possible to the jet distubutions presented by theoiy This includes corrections 
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for the jet resolution and detector inefficiencies as well as corrections for the 

biases introduced by our triggers. Differences that remain between corrected 

jet distributions and true jet distributions can be estimated using MC and are 

interpreted as a systematic uncertainty. This systematic uncertainty is the leading 

systematic uncertainty in our ALL measurement. 
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Figure 8.1: Particle, Detector, and Shifted Detector jet distributions using four 

representative polarized parton parameterizations. 

The calculation of this trigger and reconstruction bias systematic uncertainty 

is further complicated by the fact that it depends on our assumptions of the 

relative sizes of the polarized structure functions. We don't know Nature's true 

polarized structure functions and theoretical guidance yields many potential mod­

els. What we do know is that the detectors and triggers at STAR bias us to 
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Figuie 8 2 Paiticle ALL - Shifted Detectoi ALL VS PT foi several repiesentative 

models The largest deviation (of all the models) at each pr point is the residual 

tngger and icconstruction bias systematic uncertainty 

paiticular jet characteiistics due to oui reliance on caloiimetiy m tiiggeimg and 

reconstruction Wc also know the characteiistics of quaik jets differ from gluon 

jets The combination of these two facts means we could be more sensitive to 

some paitomc sub-piocesses than otheis 

Fortunately, the unpolanzed structuie functions are well-deteimined, giving 

us the relative propoitions of quaik-quaik, quark-gluon and gluon-gluon The po­

laiized quark structure functions are also known to significantly bettei accuracy 

than the gluon To evaluate how uncertainties in the polarized gluon structure 

function propagate through to the tuggci and reconstruction bias systematic un­

certainty, we have included all available parameteiizations of the proton polaiized 

structure in the calculation Each theoretical parameterization is used to weight 
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our MC events based on x,Q2, and partonic flavor characteristics of the event (see 

Sec. 3.2). Using this event weighting, we create ALL predictions at the Particle 

and Detector jet levels. Fig. 8.1 shows ALL for several polarized models analyzed 

at both the Particle and Detector jet levels. 

The method of calculating the trigger and reconstruction bias is as follows: For 

a given set of polarized structure functions (eg DSSV), ALL is evaluated at both 

the Detector level and the Particle level. The PT positions of the Detector level 

jet points are then corrected ('Shifted') following the method outlined in Sec. 7.4. 

This correction quantifies, as best as we can, the affect our detectors and triggers 

have on the sample. The uncertainty due to this model is then calculated as a 

function of PT as the residual difference between Particle and shifted Detector jet 

ALL- This process is repeated for the set of models thought to represent a range 

of integrals not yet excluded by data. Values outside of ±0.3ft (evaluated with 

the full integral 0 < x < 1 at Q2 =10 GeV2/c2) have been effectively ruled out by 

DIS experiments; we include all models with gluon contributions that fall within 

this range. To be conservative, the maximum positive and negative uncertainty 

for a given px bin is taken from the model with the largest difference. Figure 8.2 

gives the results of these calculations for a representative group of the analyzed 

models: GRSV ±0.3, GRSV-ZERO, DSSV and GS-C. 

8.2 Non-longitudinal Beam Component 

During longitudinal data collection, beam polarization vectors at the STAR IR 

are not purely longitudinal. There are small non-zero vector components in the 

transverse and radial directions. These non-longitudinal vector components flip 

directions with the beam helicity flips and so have the potential to create double 

spin asymmetries that contaminate our ALL- TO measure the effect of the non-
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longitudinal vector components on our asymmetries, we need to both characterize 

the full blue and yellow beam polarization vectors at STAR, and we need to mea­

sure the magnitude of the asymmetries produced by these components. This will 

give us a measure of how much the asymmetries arising from the non-longitudinal 

components may contribute to our measurement of ALL. 

y — f • • • •««•««! 

Figure 8.3: The STAR coordinate system with purely transverse beam collisions. 

Given purely transverse collisions at STAR and the coordinate system defined 

in Fig. 8.3, the most general expression for the spin dependent yields NT (r 

signifies the beam polarization states + + , H—, —h,or ) is[56][57]: 

NT(<t>,ri) = C7 • °{r}) • [1 ± Ayl(r,)PB • cos(<t>) T Ay,{-rj)PY • cos(<f>) 

A, A ' i + A > i 
± yy Z xx (\V\)PBPY ± - ° -

-^4 |77 | )PBPyCOS (20) 
2 " ' " " " " ' 2 

Here the blue(yellow) beam points in the +(-)z direction, CT is the spin depen­

dent luminosity, a is the unpolarized cross section, and At, A%^% are the relevant 

analyzing powers and double spin asymmetries. With purely transverse beams 
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and full azimuth detectors, Eq. 8.1 represents all terms allowed from symmetry 

arguments. 

Many of the terms in Eq. 8.1 will cancel when we form a double spin ratio: 

a++ - a' 
- = AX(\V\)PBPY + ATT(\r,\)PBPY • cos(20) (8.2) 

Here we've simplified the notation to match what is commonly seen in the liter­

ature using two definitions: 

A ' ' + A ' i A i i — A i / 
A^^ xx ^ yy-, ATT= " 2

 yy- (8.3) 

Fortunately, during the 2006 RHIC Run we had a significant amount of trans­

versely polarized proton collisions at STAR. This gave us a large transverse data 

sample to measure ATT and A^. The trigger and detector configurations were 

identical to those used in longitudinal results, and we required that all runs in­

cluded from this data pass the same series of quality checks imposed on the 

longitudinal sample (discussed in Chap. 4). Figure 8.4 shows the measured As 

as a function of px for the transverse data. ATT was also measured and agrees 

with zero as expected from the <f> symmetry of STAR's detectors. 

To determine the radial and transverse components of the polarization vec­

tor, we combine measurements taken using the STAR BBCs and using the CNI 

polarimeters. Locally at STAR, we can measure Up/Down and Left/Right asym­

metries in the positive xF direction for both the Blue and Yellow beams using 

the BBCs. In Sec. 2.3.1 I detailed the algorithm we use, in which raw L/R and 

U/D BBC asymmetries are found to be proportional to the beam polarization 

component perpendicular to that asymmetry. The L/R asymmetry is propor­

tional to the vertical(transverse) beam polarization and the U/D asymmetry is 
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Figure 8.4: A% as a function of pr using 2006 transversely polarized proton 

collisions. 

proportional to a horizontal(radial) beam polarization. 

We calculate these asymmetries for both transverse and longitudinal data. 

Figure 8.5 directly shows these raw BBC asymmetries for both transverse and 

longitudinal data collections. Results are calculated run-by-run over the entire 

data collection window, though only a representative sample are shown for trans­

verse (not the entire data sample). The longitudinal sample is further divided by 

a spin rotator adjustment. This was performed by collider experts to remove non-

longitudinal components, and you can clearly see that both yellow and blue L/R 

asymmetries are closer to zero after the adjustment. The figure demonstrates the 

sensitivity of this method to beam direction. Further, it also shows the stability 

of the polarization vector as a function of time over the months of data collection. 

There is very little non-statistical variation outside of planned adjustments of the 

spin rotators. To estimate this systematic uncertainty we include data taken over 

C 
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= Transverse Longitudinal before adjustment Longitudinal after adjustment 

Figuie 8 5 Left/right and up/down raw BBC asymmetries as a function of rel­

ative lun number The data is divided into three icgions pertaining to different 

collision types tiansverse, longitudinal before the spin rotators weie adjubted, 

and longitudinal after the spin rotatois were adjusted 

seveial months to determine the polanzation vectoi 

The last piece needed to evaluate these components conies fiom CNI polanza-

tion measurements, which are taken with the beam direction tiansverse during 
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both longitudinal and transverse collisions at STAR. By comparing the CNI po­

larization numbers with our L/R asymmetry taken during transverse collisions, 

we normalize the magnitude of the polarization vector seen at STAR. We also 

measure the small non-longitudinal components when the collisions are longitu­

dinal by taking the ratios of L/R (and U/D) to the CNI polarization measured. 

Between these three measurements we have enough information to fully charac­

terize the vector and determine the blue(yellow) beam azimuthal, </>B(<̂ y), and 

polar, 0B(0Y), angles. 

To determine our systematic uncertainty, we can rewrite A2 • PBPY in Eq. 

8.2 in terms of these polar and azimuthal beam angles. We find that during 

longitudinal running the contribution of A^ to ALL is 

SANon-Lon9ttudznal = | ^ . ^ ^ . ^ ^ . ^ ^ _ ^ | (g 4 ) 

Conservatively assuming COS(4>Y — 4>B) = 1, we estimate \tan0B • tan$Y • cos(<pY — 

<pB)\ ~ 0.0102 ± 0.0002. Given As above, we calculate SA^-Longitudmal as a 

function of pr as given in Table 8.1. 

8.3 Beam Background Contamination 

Particles not associated with the hard scattering of interest can deposit energy in 

the BEMC, trigger event storage, and reconstruct as background jets. These par­

ticles can come from beam halo particles or beam interactions with the upstream 

focusing magnets. As discussed in Sec. 4.7, we estimate the contribution of these 

jets by examining the difference in mono-jet and di-jet distributions as a function 

of jet neutral energy fraction (RT)- Background jets, due to our neutral energy 

trigger, will manifest as jets with mostly neutral energy (from the calorimeters) 
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Jet PT bin 

(GeV/c) 

7.56 - 9.30 

9.30 - 11.44 

11.44 - 14.08 

14.08 - 17.31 

17.31 - 21.30 

21.30 - 26.20 

26.20 - 32.22 

32.22 - 39.63 

39.63 - 48.74 

Ax 

(xlO"3) 

5.67 

-2.75 

-4.17 

0.99 

4.86 

-10.13 

6.45 

23.29 

-75.23 

SAv 

(xlO"3) 

8.84 

6.93 

6.67 

7.55 

9.99 

15.49 

27.33 

54.96 

125.97 

c A Non—Longitudinal 
0ALL 

(XlO"3) 

0.09 

0.07 

0.07 

0.08 

0.10 

0.16 

0.28 

0.56 

1.28 

Table 8.1: As, the statistical uncertainty on As, and the contribution to ALL 

from As listed as a function of jet px-
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and little tracking energy (from the TPC). Because these jets are not caused by 

a hard scattering, they also are usually contained in mono-jet events. It is very 

unlikely two background jets will be found in a single event. Seen in Fig. 8.6 are 

the distributions of mono- and di-jets for each px bin used in this analysis. 

We determine the relative contamination of each of our pT-bin data samples 

with the following method. First, we fit the ratio of the number of mono-jets/di-

jets with an assumed functional form: 

f(x) =a-b + c-x + a(l-b)e-a-x (8.5) 

Here x is the relative charged jet energy fraction (1 — Rr), and a,b,c, and a 

are fit parameters. The charged jet energy fraction was chosen in this formula 

instead of the neutral energy fraction simply for ease of fitting. Equation 8.5 

is specifically designed to include a linear term (a • b + c • x), representing the 

signal contribution, and an exponential term (a(l — b)e~a'x), representing the 

background contribution. Signal and background contributions are correlated, 

and the a,b, and c parameter placements in Eq. 8.5 reflect this. The a parameter 

was measured in each px bin and found to fluctuate only very slightly (within 

statistical variations). Therefore, it was set to a single value by determining the 

mean value over the whole px range (with each a normalized by the lower edge 

of particular pT bin). Using the OR-sum trigger conditions, a is found to be 

1.43 ±0.03. 

After fixing a we refit the ratio distributions, the results of which are shown 

in Fig. 8.7. We can now use these fits, along with the separate contributions 

from signal and background discussed above, to extract the fraction of signal jets 

under the background region (fs) and the fraction of background jets under the 

signal region ( / B ) . To do this we use Eq. 8.6: 
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Figure 8.6: Mono-jet (blue) and Di-jet (black triangle) distributions for each pT 

bin as a function of charged energy fraction. 

fs = 
E > ^ mono—jets _ ab+cx, 
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Nr TOT 
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Charged Energy Fraction Charged Energy Fraction 

Figure 8.7: Mono-jet to di-jet ratios for all the pT bins used in the ALL analysis 

(note the changing y-axis scale for each row). Overlaying each distribution is 

the linear+exponential fit used to determine the relative contamination of back­

ground jets within that bin. 

Heie x = 1 — RT and each sum is taken over a diffeient interval. The background 

region is defined to be 0.0 < x < 0.055, where om spectra are dominated by 

background jets. The signal legion, on the other hand, depends on the RT cut 

value we choose. We know we want to cut out some data overrun with back-
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ground, but it is not clear a priori what value of x to cut at. Therefore, we scan 

the different cut values (ranging from x = 0.99 —> 0.7), and the signal region is 

defined for each cut as the integral from the cut value up through x = 1.0. 

/js is needed to determine the amount of background contamination that 

seeps into our signal region even after we have chosen our cut; these jets will 

still cause a systematic bias we will evaluate below. f$, on the other hand, 

is needed to determine the amount of signal contamination in our background 

region, where we'll be measuring the double spin asymmetry contribution from 

purely background jets, AL[ . Once we have measured the signal and background 

fractions for a given RT cut value, the systematic uncertainty is measured: 

A Abk9d f A Asl9 

5Afld = fB • A A L L -JS'^ALL ( 8 7 ) 

1 - Js 

The background A^[d is the measured ALL for jets with RT > 0.95 (our back­

ground region as defined above) and is shown in Fig. 8.8. To be conservative, 

AAL[d is the larger of A^[d or the statistical uncertainty on AL[ (similarly for 

A-A^f) in Eq. 8.7. Additionally, we inflate the uncertainty to be conservative by 

changing '—' to '+ ' in the numerator of Eq. 8.7 for our final estimation. 

For each RT cut value and py-bin, we calculate the statistical uncertainty, 

the beam-background systematic uncertainty, and the sum in quadrature of the 

two. The results are shown in Fig. 8.9. The final cut value is chosen from the 

minimimum of the quadrature sum. We find that there is a clear minimum in 

most pT bins at x = 0.08(RT = 0.92). The resulting uncertainties after applying 

this cut value are listed in Tab. 8.2. 
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Jet pT 

(GeV/c) 

7.43 

9.10 

11.03 

13.68 

16.99 

20.60 

24.55 

29.50 

34.88 

SAbkgd 

(xlO"3) 

1.517 

0.766 

0.492 

0.343 

0.357 

0.448 

0.752 

0.792 

0.501 

(xlO"3) 

5.204 

4.210 

4.027 

4.452 

5.707 

8.570 

14.896 

29.887 

67.852 

Table 8.2: The systematic uncertainty due to the beam background contamina­

tion, SALl , as a function of px- Also listed is the quadrature sum of 5AL[ and 

the statistical uncertainty. 
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Figure 8.8: Jet ALL as a function of px for jets with a very high neutral energy 

fraction RT > 0.95. 

8.4 Relative Luminosity Uncertainty 

An uncertainty on relative luminosity, RLL-. translates into an uncertainty on 

measured ALL via the simple relation: 

SArr = 
1 (N++ + N-) - (RLL ± SRLL)(N+~ + N~+) 

PBPY ' (N++ + N—) + (RLL ± SRLL)(N+~ + N~+) 
(8.8) 

We determine the systematic uncertainty on RLL calculations by comparing cal­

culated RLL values using two independent detector systems: the BBCs and the 

ZDCs. Statistical precision of RLL measurements with the BBCs is better than 

with the ZDCs because ZDCs measure neutral particles at very high rapidities, 

which are less likely to be produced in proton collisions (the ZDCs are primarily 

designed for luminosity measurements in heavy-ion collisions). RLL is calculated 
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Figure 8.9: Statistical uncertainty and the quadrature sum (statistical + sys­

tematic) uncertainty as function of charged energy fraction cut. The systematic 

uncertainty included in this calculation is only due to the beam-gas background 

effect and is calculated in Eq. 8.7. Distributions are shown for each of the pr 

bins used in the ALL analysis. A cut value of 0.08(-Rj' = 0.92) was found to work 

reasonably well for each bin. 

using both detectors for each run, and the average difference is found to be 

~ 9.4 x 10~4. More details of lelative luminosity analyses are presented in [58]. 
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8.5 Je t PT Uncertainty 

Uncertainties on jet PT values in Fig. 7.5 arise from several sources. The main 

uncertainty is our jet energy scale uncertainty, which is discussed in detail in Sec. 

6.1. In Chap. 7 we outline a series of MC-based corrections we apply to jet PT 

that account for detector resolution and efficiency effects. Uncertainties in our 

final jet pT estimates remain, however, from underlying discrepancies that exist 

between our MC and data. Uncertainties on the EMC gain calibration, the EMC 

efficiency, the measured TPC track momentum, the track finding efficiency, and 

the hadronic response of the BEMC all fall into this category and are lumped 

together under the heading of jet energy scale uncertainty. In the cross section 

measurement, these uncertainties were treated as an uncertainty in the final cross 

section numbers. In the case of the ALL measurement, defined as a ratio of cross 

sections, this uncertainty is instead treated as a x-axis uncertainty, an uncertainty 

where the PT points are placed. 

To calculate this uncertainty we use the BEMC energy and TPC momentum 

uncertainties from Sec. 6.1 (2.8% and 5.6% individually). In each pT bin i, we 

find the fraction of the jet 4-momentum from the EMC and the fraction from the 

TPC, RT,i and frpc,i respectively. The total uncertainty is then estimated for 

each bin: 

SpJ
T

ES'1 = ^/(0.028 • RT>if + (0.056 • fTPCrf (8.9) 

Results are listed in Tab. 8.3 

In addition to the uncertainty in the jet energy scale, pT-corrections carry un­

certainties from the Detector to Particle (Sec. 7.4.2) and hadronization/underlying 

event (Sec. 7.4.3) shifts. The Detector to Particle correction is estimated using a 
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finite MC sample and, therefore, has a 'statistical' uncertainty attached to it. The 

hadronization and underlying event correction relies on fits to jet distributions 

and, therefore, has an uncertainty due to the goodness of these fits. The uncer­

tainty due to corrections to jet p? (Detector to Particle ± Had/Und. Event), the 

uncertainty from the jet energy scale uncertainty, and the sum in quadrature is 

listed in Tab. 8.3. 

pT Value (GeV/c) 

7.43 

9.10 

11.03 

13.68 

16.99 

20.60 

24.55 

29.50 

34.88 

5pJ
T

ES (GeV/c) 

±0.23 

±0.28 

±0.35 

±0.43 

±0.55 

±0.68 

±0.83 

±1.02 

±1.22 

5PCORR (QeV/c) 

± 0.27 

±0 .18 

± 0.15 

± 0.11 

± 0.11 

±0.09 

± 0.14 

±0 .13 

± 0.22 

Total (GeV/c) 

± 0.35 

±0.33 

± 0.38 

± 0.44 

± 0.56 

±0.69 

± 0.84 

± 1.04 

± 1.24 

Table 8.3: Uncertainties on jet px-
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CHAPTER 9 

Discussion 

In Sec. 1.2 we discussed why many scientists believed there was a large 

gluon spin contribution to the proton. Measurements of the g± structure function 

(Eq. 1.5), which depends directly on the quark/anti-quark spin contribution, 

were much lower than expected by the naive parton model. When a full QCD 

treatment is performed, a term proportional to Ag (Eq. 1.7) contributes to g± 

at NLO. This term adds to g\ in such a way that a large (positive) gluon spin 

contribution can cancel the quark spin contribution and reconcile the predictions 

of a sizable quark contribution with a small measured g\. Many scientists believed 

the resolution of the spin crisis lay in a large gluon spin contribution. 

RHIC proton-proton collisions provide the first leading-order access to Ag 

through the spin asymmetries ALL. Comparison of the RHIC ALL results, in­

cluding STAR jet results[59][60] and Phcnix TT° results[61][62], to theoretical cal­

culations rule out large positive or negative contributions to Ag over the RHIC 

kinematical window. In these publications we explicitly calculate confidence levels 

from the comparison of our data with various Ag parameterizations. We can now 

say more because we have first parameterizations from a global fit that includes 

RHIC ALL data and DIS data (DSSV[20]). DSSV uses STAR jet results from 

2005 data[60] and preliminary 2006 data[59] as well as PHENIX TT° results[62]. 

Figure 9.1 shows the results. DSSV finds Ag to be small, even compared to 

previous gluon models that predicted a moderate gluon polarization. They find 
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a zero crossing for Ag within the RHIC x-range (shaded band). However, their 

model uncertainty limits, even within the shaded band, still allow a functional 

form of Ag that is positive, negative, or contains a node. Furthermore, at lower 

x, uncertainties become much larger. The results of this dissertation offer a more 

precise and finalized jet ALL measurement than the preliminary 2006 result and 

can utilized in future global fits. 

xAg 
_ / 

i i i 111 ij 1 — i — r - r r r r n — ~ i — \ \ i i \\\v 

GRSV-MAX 
\ 

GRSV-STD. 

- — DSSVAx2=1 

DSSV AX
2/x2=2% 

i < i i 11 m i iL , . i . ,u. i ,ul , ' I i i 11 

10 10 

-0.1 

Figure 9.1: DSSV parameterization of xAg(x) vs. x evaluated at Q2 = 10 

GeV2/c2. Two estimates of their model uncertainty are presented in green and 

yellow. Additional models discussed throughout the text are shown for compar­

ison. The approximate STAR kinematic arrange (0.05 —> 0.2) is overlaid in the 

vertical shaded band. 

No proposed physical model of proton structure has explained how gluon 

spins are significantly polarized[63]. Thus, it is not surprising that Ag, at least 
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the portion of the integral that is experimentally accessible, is small. If we now 

return to the angular momentum sum rule, we can see the larger picture of the 

proton's spin: 

\ = J dx{^Aq(x,Q2) + Ag(x,Q2) + Lg(x,Q2) + Lg(x,Q2)} (9.1) 

Thanks to decades of DIS measurements, we now know g± much more precisely 

than the EMC collaboration's initial findings. The first moment of (?i, which to 

leading-order is just the quark (and anti-quark) spin contributions, is 33±3%[6][7] 

(see Eq. 1.8). The results of this dissertation, when combined with previously 

published STAR jet results and PHENIX IT° results, constrain Ag to be small 

within our arrange. Including what we know about the measured quark and 

gluon spin contributions with Eq. 9.1, we see that the majority of the proton 

spin must reside in some form of orbital angular momentum. 

Unfortunately, there are no experiments currently devised to directly measure 

Lq>g in Eq. 9.1. However, an indirect means of measuring the quark orbital 

angular momentum is possible through single-spin asymmetries with transversely 

polarized protons. We can learn about the transverse distribution of the proton 

and piece together the motion of quarks. This is a fairly new approach that is 

still a work in progress. Alternatively, Deeply Virtual Compton Scattering results 

(l*P —* IP) can be related to the total quark angular momentum (spin + orbital) 

within the particular framework expressed by Ji[10]. Initial results using this 

method have been presented and give a model-dependent picture of the u and d 

quark total angular momentum contributions [64] [65]. 

Further, Thomas and Myhrer[66] propose a resolution of the spin discrepancy 

with standard features of the non-perturbative nucleoli structure. They construct 
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an alternative constituent model in which the proton is made up of valence quarks 

and a pion cloud. The model calculates a series of effects that reduce the frac­

tion of spin carried by the valence quarks: the relativistic motion of the valence 

quarks, the one-gluon exchange interaction that accounts for hyperfine hadron 

mass splitting (N-A), and the pion mass cloud required by chiral symmetry. By 

including these three effects, they predict a reduced valence quark contribution 

of about ~ 35%, which is very close to the experimental value. In their view 

there is not a significant spin crisis. Instead, these effects transfer quark spin 

to quark orbital angular momentum. Further exploration of the orbital angular 

momentum is clearly needed and is the next big piece in the proton spin puzzle. 

The upcoming 12 GeV upgrade at Jefferson National Lab will greatly improve 

experimentalists' ability to examine this contribution. 

9.1 Comparison with Previous Cross Section Measure­

ments 

For completeness we include a comparison of our measured inclusive jet cross sec­

tion to previous published results[13]. Figure 9.2 presents this comparison. Previ­

ous results agree with NLO theoretical calculations within systematic uncertainty 

limits, as do the results of this thesis. For the published results, hadronization 

and underlying event corrections were not applied but instead were included in 

the systematic uncertainties. This largely accounts for the difference between 

the two. Additionally, 2003 was the first year that the BEMC was commissioned 

and provided a much smaller data sample. The 2006 data set provides an 18-fold 

increase in integrated luminosity, as well as a factor of two increase in calorimeter 

coverage. 
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Figure 9.2: Inclusive jet cioss section results from this thesis and from published 

results using 2003/04 RHIC data. Statistical uncertainties are shown as error 

bars and systematic uncertainties are shown as error bands: 2006 HT+JP(green), 

2003/04 MB(red), and 2003/04 HT(bluc). 

9.2 Comparison with Additional An Measurements 

Figure 9.3 presents our measured ALL results compared to previous jet results[60] 

and 7T° results from Phenix[61]. For the purpose of comparison, we assume that 

p^ET py 2pj, . This is motivated by STAR'S 7r°-jet correlation measurement that 

found neutral pions carry greater than half the transverse momentum of the asso­

ciated jet [67]. We assume 50% here as a rough estimate. All three measurements 

agree well and provide consistent evidence of a relatively small measured ALL-
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Figure 9.3: Inclusive jet ALL results from this thesis (2006 RHIC data) and from 

2005 RHIC data. Also included are inclusive TT° ALL results measured at the 

Phenix detector using 2006 RHIC data. TV° results aic plotted at approximate jet 

PT, assuming the pion carries half the momentum of the jet. 

9.3 Future Outlook 

Additional polarized proton-proton data were collected during the 2008 and 2009 

RHIC running periods. 2008 data, like the 2006 data, were taken at y/s = 

200 GeV center of mass energy. Unfortunately, the data suffers from low beam 

polarizations. Because the measured as}mimetry e relates to the analyzing power 

of the reaction ALL via e = P2ALL, a decrease in polarization P results in a 

quadratic decrease in figure of merit. During 2009, on the other hand, data were 

collected for the first time at y/s = 500 GeV center of mass energy. For the same 

jet px bin, higher energy collisions probe a smaller x value. Therefore, 500 GeV 

inclusive jet data has the potential to further expand our x-window. Figure 9.4 
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shows projected sensitivity for data as a function of XT = 2pr/y/s for 200(red) 

and 500(blue) GeV inclusive jets. The luminosity and polarization estimates are 

admittedly optimistic, but the point is to show the approximate shift in accessible 

Xgiucm- Theory curves are presented at both energies for comparison. 

Figure 9.4: 200 and 500 GeV projections for the inclusive jet channel as a function 

of XT — 2px/\/s. GRSV-STD, GS-C, and DSSV theoretical predictions are also 

presented at the two energies for comparison. 

Looking to the future, a polarized electron-nucleon collider is proposed[68]. 

An electron (or positron) beam of energy 5 to 10 GeV will collide with a nucleoli 

beam of energy 25 to 250 GeV. Both beams will be polarized, and it is hoped that 

multiple collision energy scenarios are possible. With regard to the polarized nu­

cleoli spin structure, this facility has the capacity to vastly extend the kinematical 

reach of gi(x,Q2) measurements. Projections show access to x-values as low as 

3 x 10~4, an unexplored phase space for polarization. With this extended reach, 

a global analyses of gx will yield a renewed precision for the polarized PDFs. 
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APPENDIX A 

Acronyms 

ADC Analog to Digital Conveision 

AGS Alternating Giadient Synchrotion 

BBC Beam Beam Counter 

BEMC Baiiel Electiomagnetic Caloiimetei 

BNL Brookhaven National Laboratory 

C-AD Collidei-Accelerator Department 

CNI Coulomb Nucleai Interference 

CTEQ Cooidmated Theoretical-Expcumental Pioject on QCD 

DAQ Data Acquisition 

DCA Distance of Closest Approach 

DIS Deep Inelastic Scatteung 

DVCS Deeply Vntual Compton Scattering 

EEMC Endcap Electiomagnetic Calorimeter 

EMC Euiopean Muon Collaboiation 

GEANT GEometry ANd Tracking 

HT High Towei 

HTTP High Tower + Tiiggei Patch 
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IR Infrared 

J P Jet Patch 

LO Leading Order 

M B Minimum Bias 

MC Monte Carlo 

MCA Midpoint Cone Algorithm 

MPI Multiple Parton Interaction 

NLO Next to Leading Order 

NNLO Next to Next to Leading Order 

OPPIS Optically Pumped Polarized H" Ion Source 

PDF Parton Distribution Function 

PHENIX Pioneering High Energy Nuclear Experiment 

PMT Photo Multiplier Tube 

QCD Quantum Chromodynamics 

RHIC Relativistic Heavy Ion Collider 

SIDIS Semi-Inclusive Deep Inelastic Scattering 

STAR Solenoidal Tracker at RHIC 

TPC Time Projection Chamber 

ZDC Zero Degree Calorimeter 
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