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Abstract

ABSTRACT

Hypernuclei are special nuclear systems composed of nucleons and hyperons (such
as A hyperons), and they serve as a crucial platform for studying hyperon—nucleon (Y—
N) interactions. These interactions are essential for understanding the equation of state
of high-baryon-density matter, such as that found in the cores of neutron stars. How-
ever, unlike the well-understood nucleon—nucleon (N—N) interactions, Y—N interactions
remain poorly constrained due to limited experimental data.

A primary goal of this work is to perform high-precision measurements of hyper-
nuclear intrinsic properties, especially lifetimes. By systematically comparing experi-
mental results with theoretical predictions, we can better understand Y—N interactions
and the internal structure of hypernuclei. The lightest hypernucleus, hypertriton (?\H), is
extremely loosely bound due to its tiny A separation energy, and is thus expected to de-
cay with a lifetime close to that of a free A. However, several experiments—including
STAR—have reported lifetimes shorter than the that of free A, a phenomenon referred
to as the “lifetime puzzle”. This study aims to shed new light on this issue through pre-
cision lifetime measurements. Another focus of hypernuclear research is understanding
the production mechanisms of hypernuclei in relativistic heavy-ion collisions. Despite
considerable theoretical progress, the exact mechanisms behind hypernuclei produc-
tion remain unclear. Investigating the production yields of hypernuclei and their energy
dependence is vital for uncovering the fundamental processes governing hypernuclei
formation in heavy-ion collisions.

The production yield of light hypernuclei is expected to be significantly enhanced
at low collision energies due to the high baryon density. The Beam Energy Scan Phase
I (BES-II) program, which ran from 2018 to 2021, collected a series of dataset of
high statistics in Au+Au collisions at the Relativistic Heavy Ion Collider (RHIC) at
Brookhaven National Laboratory (BNL). In particular, the fixed-target mode was uti-
lized to extend the energy range down to m = 3.0 GeV, increasing the baryon
chemical potential up to ~700 MeV. Thanks to the high statistics data, low collision
energies, and the detector upgrade during BES-II, the STAR BES-II program provides
a great opportunity to make precise measurements of hypernuclei production.

In this thesis, the lifetime measurements of f\H, j‘\H, and j‘\He are presented. The
lifetime is determined by analyzing the exponential decay patterns of the corrected par-

ticle yields, in accordance with the exponential decay law. For f’\H and j‘\H, the lifetimes
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Abstract

measured at \/m = 7.2 GeV are: T(iH) = 219.4 + 19.8 (stat.) + 18.6 (syst.) ps and
T(f\H) = 217.0 £ 16.0 (stat.) + 16.0 (syst.) ps. Combining these with STAR results at
V/$nn = 3.0 GeV gives the weighted averages: ?(f\H) =221+ 15 (stat.)+ 19 (syst.) ps
and ?(f\H) = 218 + 6 (stat.) + 13 (syst.) ps, which are the most precise values to date.
Compared to the free A lifetime, these values are shorter by about 1.8 and 3o, re-
spectively. The world-average values of f\H and j‘\H lifetimes from all experiments
are 87 + 4% and 80 + 3% of the free A lifetime, indicating that ?\H and ?\H lifetimes
are systematically lower than the free A lifetime. For f\He, lifetime measurements at
Vsnn = 3.0, 3.2, and 3.5 GeV yield: r(f\He) = 229 + 23 (stat.) + 20 (syst.) ps at
3.0 GeV and 210 + 12 (stat.) + 11 (syst.) ps at 3.2-3.5 GeV. The combined average is
?(f\He) = 214 + 10 (stat.) + 10 (syst.) ps, representing the most precise measurement
to date. The j‘\He lifetime, like that of f\H, is found to be about 3¢ shorter than the
free A lifetime. In addition to lifetime measurements, the differential p; spectrum, in-
tegrated yield (dN/dy), and average transverse momentum ({p7)) of f\H were measured
at /sy n = 3.2 GeV. Combined with data from other RHIC energies, these results pro-
vide the first systematic mapping of the energy dependence of ?\H production across the
high baryon density region. The dN/dy rises sharply with decreasing energy and reaches
a plateau near \/m ~ 34 GeV, suggesting enhanced production in a high baryon
density environment. The observed (p;) values are lower than blast-wave fitted to
light hadrons. Thermal model calculations significantly underestimate the hypernuclei
yields at low collision energies, whereas transport models incorporating a coalescence
mechanism provide a better description of the data. These observations suggest that hy-
pernuclei decouple from the system at a different time compared to light hadrons, and
the coalescence formation process is favored.

In summary, this thesis presents precision measurements of lifetimes and yields
of light hypernuclei based on STAR BES-II data, providing new constraints on theo-
retical models and deepening our understanding of Y-N interactions and hypernuclear

formation mechanisms in heavy-ion collisions.

Key Words: relativistic heavy-ion collision, hypernucleus, lifetime, production,

yield
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Chapter 1 Introduction

1.1 Fundamental Particles in the Standard Model

The four fundamental forces observed in nature are gravity, the electromagnetic
force, the strong force, and the weak force. The Standard Model of particle physics
is a well-established and extensively tested theoretical framework in modern physics,
which describes the fundamental particles and unifies three of the four fundamental

interactions, excluding only gravitational interaction.

Standard Model of Elementary Particles

three generations of matter interactions / force carriers

(fermions) (bosons)
I II I
mass  =2.16 MeV/c? ~1.273 GeV/c? =~172.57 GeV/c? 0 ~125.2 GeV/c?
@ I @ | @ @ |- H
up charm top gluon higgs
=4.7 MeV/c? ~93.5 MeV/c? ~4.183 GeV/c? 0
@ IF® I® || @
down strange bottom photon I
=0.511 MeV/c ~105.66 MeV/c* ~1.77693 GeV/c? ~91.188 GeV/c?
@I I'@® || @
electron muon tau Z boson I
<0.8 eV/c? <0.17 MeV/c? <18.2 MeV/c? ~80.3692 GeV/c?
Ve |- W | | W
Sectron || o, || peting | | W boson |

Figure 1.1 The Standard Model of particle physics, illustrating the three generations of mat-
ter (quarks and leptons) and the force carrier bosons, including the Higgs boson. This picture
is taken from Ref. [1].

In the Standard Model, the fundamental particles that constitute the universe are
classified into leptons, quarks, gauge vector bosons, and Higgs boson, as shown in Fig-
ure 1.1. The fundamental building blocks of matter are quarks and leptons, while gauge
vector bosons and Higgs boson act as the force carriers. Quarks and leptons are both
spin-% fermions and are organized into three generations (rows) as in Figure 1.1.

There are six flavors of quarks: up (#) and down (d), charm (c¢) and strange (),

top (¢) and bottom (b). Up, charm, and top quarks carry a charge of +§, while down,
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strange, and bottom carry a charge of —%. In addition to electric charge, each quark
carries properties known as color charge (red, green, or blue) and weak charge. Quarks
participate in the three fundamental interactions: the electromagnetic interaction, gov-
erned by electric charge; the strong interaction, governed by color charge; and the weak
interaction, governed by weak charge. Quarks combine through the strong interaction
to form hadrons, which are further classified into baryons (qqq), such as protons and
neutrons, and mesons (gg), which consist of a quark-antiquark pair.

Similarly, there are six types of leptons: electron (e) and electron neutrino (v,),
muon (¢) and muon neutrino (v,), tau () and tau neutrino (v,). Among them, the
electron, muon, and tau are all charged particles, carrying an electric charge of —1, while
their corresponding neutrinos (v,, v,,, and v, ) are neutral and do not carry electric charge.
Unlike quarks, leptons do not participate in the strong interaction but do participate in
the weak interaction.

Bosons, which mediate fundamental interactions, are classified as vector (spin-1)
or scalar (spin-0). The gauge vector bosons, which have spin-1, are the force carriers of
the electromagnetic, strong, and weak forces. Gluons (g) mediate the strong interaction
between quarks. The photon (y) mediates the electromagnetic interaction. The weak
bosons (W *, Z") mediate the weak interaction.

The Higgs scalar boson (H) is a fundamental particle associated with the Higgs
field, which permeates all of space. The Higgs boson, which has spin-0, is responsible
for providing mass to other fundamental particles, such as the W* and Z° bosons,
leptons, and quarks, through the Higgs mechanism. When particles interact with the
Higgs field, they “gain” mass, and this interaction is mediated by the Higgs boson.
The discovery of the Higgs boson in 2012 at the Large Hadron Collider (LHC) further
confirmed the Higgs mechanism, solidifying the Standard Model’s predictive power [2-
3]. This groundbreaking discovery earned Frangois Englert and Peter Higgs the 2013
Nobel Prize in Physics for their theoretical prediction of the Higgs mechanism [4-6].

The Standard Model is one of the most successful and extensively tested theories in
modern physics. It has not only provided a comprehensive framework for understand-
ing fundamental particles and their interactions but has also demonstrated remarkable
predictive power. Every fundamental particle predicted by the Standard Model, includ-
ing the Higgs boson, has been experimentally confirmed. Furthermore, it successfully
explains a wide range of observed physical phenomena, from particle interactions to the
properties of matter at the smallest scales. Despite its success, the Standard Model re-

mains incomplete, as it does not incorporate gravity or explain dark matter, dark energy,
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and the matter-antimatter asymmetry in the universe. Nevertheless, it stands as a corner-
stone of particle physics and continues to be refined through high-energy experiments
and theoretical Despite its limitations, the Standard Model underpins explorations of

extreme matter states, such as those in heavy-ion collisions.

1.2 Quantum Chromodynamics

Quantum Chromodynamics (QCD) is the theory of the strong interaction, one of
the four fundamental forces of nature, governing the behavior of quarks and gluons [7-
14]. It is a key component of the Standard Model and is built on the non-Abelian
gauge symmetry group SU(3)., where the subscript C denotes “color,” representing
the color charge carried by quarks and gluons. Quarks carry one of three color charges:
red, green, or blue, while gluons are the mediators of the strong interaction, capable of
changing the color of quarks as they interact.

The fundamental dynamics of QCD are encapsulated in the gauge-invariant La-
grangian:

. 1 ,
Lacp = 2, 4sr" Dy = mpay = 7G, G (1.1)
7

Here, g represents different quark flavors, while D u is the covariant derivative, which
incorporates interactions between quarks and gluons. The term G, is the gluon field
strength tensor, which describes the self-interactions of gluons and the dynamics of the
gauge field. The index @ = 1,2,...,8 denotes the eight independent color states of
gluons in the adjoint representation of SU (3).

At short distances, the potential between color charges behaves similarly to a
Coulomb-like potential, but instead of the electromagnetic coupling constant a,, it is
governed by the strong interaction coupling constant a,. The interaction potential be-

tween quarks takes the form:
v =-25 4o (12)
3r

The first term is analogous to the Coulomb potential in electromagnetism, where a;
is the strong coupling constant, similar to the fine-structure constant a, in quantum
electrodynamics (QED). This term dominates at short distances and is responsible for
the attractive interaction between quarks. The second term, or, represents the linear
confinement potential, where o is the string tension, experimentally determined to be
around 0.9 GeV/fm. Unlike QED, where the electromagnetic force weakens with dis-

tance, in QCD, the interaction increases as r grows, leading to quark confinement.
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Figure 1.2 Summary of the measurements of the running coupling constant «, of the strong
interaction as a function of the energy scale Q0. The measurements can be well described by
the black curve from theory prediction. The picture is taken from Ref. [15].

The interaction strength in QCD is energy-dependent and is governed by the run-
ning of the strong coupling constant a,(Q?). In the 1-loop approximation of perturbative
QCD, the evolution of a, with the energy scale Q? is described by the equation [16]:

1
3 .
bo ln(Qz/AQCD)

@, (0%) = (1.3)

Here, Q7 represents the energy scale (or momentum transfer), and Agcp 1s the QCD
energy scale parameter, whose value is about 200 MeV, characterizing the transition be-
tween perturbative (weakly coupled) and non-perturbative (strongly coupled) regimes
of QCD. The coefficient fy = (11N, —2N)/12z, where N, = 3 is the number of
color charges and N is the number of active quark flavors, determines the rate at which
a, changes with energy. This equation reflects the fundamental property of asymptotic
freedom, where a, decreases at high energy scales (large Q), allowing quarks and gluons
to interact weakly and behave almost as free particles. According to the uncertainty prin-
ciple, a higher energy scale corresponds to a shorter distance scale. Therefore, at short
distances, the interaction between quarks becomes weaker—a phenomenon known as
asymptotic freedom. Conversely, at low energy scales (small Q), which correspond to
larger distance scales, @, increases significantly, leading to the phenomenon of confine-
ment, where quarks and gluons are bound within hadrons and cannot exist in isolation.

Figure 1.2 illustrates both the experimental measurements and theoretical predic-
tions for a, as a function of Q2. The data points correspond to various experimental de-
terminations of a, from high-energy processes, while the curve represents the theoretical

prediction based on the renormalization group equation. The figure clearly illustrates
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that as Q? increases, a, decreases and asymptotically approaches zero, confirming the
behavior of asymptotic freedom. On the other hand, at lower energy scales, a, increases
significantly, emphasizing the strong interactions that lead to quark confinement. This
fundamental behavior underlies many aspects of QCD and plays a crucial role in under-

standing the structure of hadronic matter.

1.3 QCD Phase Diagram

Due to asymptotic freedom described in the last section, the strong interaction
coupling constant, a,, decreases significantly with increasing energy scale (or decreas-
ing distance), which is referred to as asymptotic freedom. In such extreme conditions,
quarks and gluons, normally confined within hadrons, become deconfined, leading to a
new phase of strongly interacting matter known as the quark-gluon plasma (QGP) [17-
18]. This transition is not only relevant for understanding the early universe but also
plays a crucial role in understanding the matter inside neutron stars.

The QCD phase transition can be mapped on a phase diagram in the temperature
(T') and baryon chemical potential (yp) plane [19-24]. Here, T represents the temper-
ature of the system, which reflects the average kinetic energy of particles and deter-
mines the degree of thermal excitation. The baryon chemical potential yp quantifies
the change in the system’s free energy associated with adding one baryon, and it is di-
rectly related to the net baryon density. A higher yp corresponds to a more baryon-rich
environment. Figure 1.3 shows a schematic representation of the QCD phase diagram,
highlighting key features such as the hadronic phase, the QGP, the crossover at low pp,
the first-order phase transition line, and the hypothesized QCD critical point that sepa-
rates these two regions. This diagram serves as a roadmap for exploring the rich phase
structure of matter under extreme conditions.

The high-temperature and low-up region of the QCD phase diagram—
corresponding to the QGP phase—is believed to have been exsited in the early Uni-
verse, when it was extremely hot and dense. Under these extreme conditions, quarks
and gluons were no longer confined within hadrons and could exist as free particles,
forming the QGP. Figure 1.4 illustrates the evolution of the Universe. It is believed that
the QGP existed in the early Universe, roughly 10~ seconds after the Big Bang. As the
Universe continued to expand and cool, quarks and gluons become bound into hadrons.
This process marked the QCD phase transition from the QGP phase to hadronic phase

and led to the formation of ordinary matter that makes up the visible Universe today.
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Figure 1.3 A schematic QCD phase diagram in the temperature (7)) and baryon chemical
potential (1) plane, illustrating the hadronic phase, QGP phase, first-order phase transition,
freeze-out, and the QCD critical point. The picture is taken from Ref. [25].

Following the QGP phase, as the system continues to cool and expand, it undergoes
a phase transition into the hadronic phase. In this region, quarks and gluons are no
longer deconfined but become bound into color-neutral hadrons, marking the onset of
confinement. This phase dominates the lower-temperature and lower-u 5 region of the
QCD phase diagram.

At high temperature and nearly zero up values, relevant to conditions in the early
Universe, lattice QCD calculations predict that the transition from the quark-gluon
plasma to hadronic matter occurs smoothly, as a crossover without a sharp phase bound-
ary. The approximate location of the crossover region is indicated by the orange dashed
curve in Figure 1.3. In this smooth crossover, hadronic matter and the deconfined state
of quarks and gluons gradually and continuously transform into each other. The tran-
sition temperature associated with the crossover at g = 0 is estimated to be around
155-160 MeV [24, 27-30].

As the system evolves within the hadronic phase, it eventually reaches two im-
portant decoupling stages. The first is chemical freeze-out, where inelastic collisions
cease and the relative abundances of different particle species are fixed. The second

is kinetic freeze-out, when elastic scatterings end and particle momenta are no longer
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Figure 1.4 Schematic illustration of the evolution of the Universe from the Big Bang to the
present day. Figure is taken from Ref. [26].

modified. These freeze-out conditions play a crucial role in determining the final-state
particle spectra and correlations observed in experiments, including those of hadrons,
light nuclei, and hypernuclei.

As baryon density increases, at higher finite values of ypg, Lattice QCD predicts
that the transition becomes a first-order phase transition, represented by a well-defined
boundary line in the temperature versus baryon chemical potential plane, denoted as
the solid orange curve in Figure 1.3. The termination of this first-order line is hypothe-
sized to be the QCD critical point, marking the end of the first-order transition and the
beginning of the crossover region.

The exact location of the QCD critical point remains an open and actively inves-
tigated question. Determining whether this critical point exists, and identifying its pre-
cise location, would represent a significant milestone in our understanding of the QCD
phase structure [31-33]. Experimentally, the transition from the hadronic phase to the
QGP phase can be recreated through relativistic heavy-ion collisions. By varying the
collision energies, it is possible to probe different regions of the QCD phase diagram.
The Beam Energy Scan (BES) program conducted by the STAR (Solenoidal Tracker
at RHIC) experiment at the Relativistic Heavy lon Collider (RHIC) is specifically de-



Chapter 1  Introduction

signed to explore the high baryon density region and search for signatures of the QCD
critical point.

The high-up region of the QCD phase diagram, extensively explored in the BES
Phase II program at RHIC, is characterized by strong baryon stopping and high net-
baryon density. Such conditions are believed to be realized in the cores of neutron stars,
where dense nuclear matter may reach several times nuclear saturation density. The
high baryon density in this region create a favorable environment for the formation of

exotic nuclear states, such as hypernuclei, which we discuss next.

1.4 Relativistic Heavy-Ion Collisions

In the current universe, which has cooled significantly since the Big Bang, the
QGP no longer exists under natural conditions. To experimentally recreate and study
the QGP, as well as to explore the phase transitions depicted in the QCD phase diagram,
scientists utilize relativistic heavy-ion collisions.

Relativistic heavy-ion collisions, also known as the “Little Bang”, involve accel-
erating heavy nuclei, such as gold (Au), to relativistic speeds—close to the speed of
light—and colliding them. These collisions occur within an extremely small spatial
scale of just a few femtometers and generate the extreme temperatures and energy den-
sities similar to those that existed in the early universe. This experimental approach
provides a unique opportunity that allow for the formation of QGP and study QGP in
laboratory conditions, offering valuable insights into the behavior of strongly interact-

ing matter under extreme conditions.

1.4.1 Collision Geometry

spectators

bt participants

before collision after collision

Figure 1.5 Collisions of two heavy nuclei in relativistic heavy ion collisions. This picture is
taken from Ref. [34].

In relativistic heavy-ion collisions, understanding the collision geometry is essen-

tial for interpreting the dynamics of the interactions. Figure 1.5 schematically illustrates
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the geometry of a heavy-ion collision. Based on their involvement in the collision,
nucleons are classified as participants or spectators. Participant nucleons (depicted in
color) are those that undergo at least one inelastic interaction, while spectator nucleons
(shown in gray) remain unaffected, passing through the collision zone without interact-
ing. This classification forms the basis of the participant-spectator model, which has
successfully described numerous experimental observations in heavy-ion collisions.
Given that the de Broglie wavelength of nucleons is much smaller than the size of
the nucleus, the geometry of such collisions can be effectively described using the im-
pact parameter (b), which characterizes the transverse distance between the centers of
the two colliding nuclei. Central collisions (small ) result in a large number of partic-
ipants and minimal spectators, whereas peripheral collisions (large b) exhibit the oppo-
site characteristics. Experimentally, the impact parameter (b) is not directly measurable.
Instead, collision centrality is used to quantify the degree of overlap between colliding
nuclei and is closely related to 5. One commonly used observable is the charged-particle
multiplicity (N,), defined as the total number of charged particles produced in a colli-
sion. This can be measured using tracking detectors such as the Time Projection Cham-
ber (TPC). Events are sorted based on these observables, and centrality are defined as
percentiles of the distribution. For instance, the 0 — 5% centrality corresponds to the
most central collisions, characterized by the highest N . The relationship between ob-
servables and geometric quantities like b is calibrated using Monte Carlo Glauber model

simulations [35].

1.4.2 Space-time Evolution of Relativistic Heavy-ion Collisions

Relativistic heavy-ion collisions undergo a complex and dynamic evolution
through multiple stages. Figure 1.6 shows a schematic representation of the space-time
evolution of a heavy-ion collision with QGP formation. The X-axis (z) represents the
spatial scale along the beam direction, while the Y-axis (t) represents time. The beams
travel at velocities close to the speed of light (c), depicted by black lines. In terms of
time, this process can be divided into the following stages.

The small white region under time 7, in Figure 1.6 illustrates the pre-equilibrium
phase. The process begins with the pre-equilibrium stage, occurring within 7, (~
1 fim/c) after the collision when the two heavy nuclei, such as gold (Au) or lead (Pb), col-
lide at relativistic speeds. This initial interaction creates an overlap zone with extremely
high energy density. During this stage, the system is highly non-equilibrium, and ther-

malization has not yet occurred. Partons (quarks and gluons) interact and redistribute
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N Freeze-Out
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Figure 1.6 Schematic diagram of the evolution of a heavy-ion collision in the light cone, as-
suming the system passes through a QGP stage. This picture is taken from Ref. [36].
energy and momentum, pushing the system towards local thermal equilibrium.

Once sufficient energy and momentum exchanges occur through cascading reac-
tions, the system achieves local thermal equilibrium at time 7). At this stage, the system
can be treated as a fluid, and its evolution is described by the equations of relativistic
hydrodynamics. The system then enters the QGP phase, shown in orange color in Fig-
ure 1.6, where quarks and gluons are deconfined and move freely within the hot and
dense medium. The evolution of the QGP is governed by viscous hydrodynamics, with
rapid expansion and cooling driven by pressure gradients. A key feature of this phase
is the collective flow behavior of particles, and understanding this behavior is crucial
for exploring the properties of QGP, such as viscosity and thermalization.

As the system expands and cools further, the energy density decreases, and the
characteristic feature of color confinement begins to emerge. This transition is known
as hadronization, where quarks and gluons recombine to form hadrons. The deconfined
QGP phase transforms into a hadron gas phase dominated by mesons and baryons, de-
picted in blue in Figure 1.6. During the hadron gas phase, the system consists of inter-
acting hadrons that continue to expand and cool. Both inelastic and elastic collisions
occur, altering particle momenta and abundances. This marks the final stage of the evo-
lution towards a state where strong interactions dominate in the form of color-neutral
hadrons.

As the system continues to cool and the temperature and density decrease, the

average free path of particles eventually exceeds the scale of the system. At this stage,
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interactions between hadrons become infrequent. First, inelastic collisions cease, mark-
ing the chemical freeze-out, during which the composition of particle species becomes
fixed, and no new particles are produced or annihilated. As the system cools further,
elastic scatterings also stop, leading to the kinetic freeze-out, where the momentum dis-
tributions of particles are finalized. These freeze-out particles then propagate freely to-
ward the detectors. By analyzing the yields, momentum distributions, and correlations
of these particles, key information about the dynamics, evolution, and thermodynamic

properties of the system created in heavy ion collisions can be extracted.

1.5 Hypernuclear Physics

Down
quark Up quark TStrange quark
L l o ® ®
@ ® O ®
Neutron Proton A Hyperon = Hyperon

Ordinary nucleus Single A-hypernucleus

Figure 1.7 Illustration of proton, neutron, and hyperons, and examples of a nucleus and a
hypernucleus. This picture is taken from Ref. [37].

As illustrated in Figure 1.7, ordinary nuclei consist of nucleons (protons or neu-
trons). A neutron is formed by one up quark and two down quarks (udd), while a proton
comprises two up quarks and one down quark (uud). Baryons that include at least one
strange quark (s) are categorized as hyperons. An example of such a hyperon is the
A hyperon, consisting of an up, a down, and a strange quark (uds). Other hyperons
containing a single strange quark include the X hyperons: =+ (uus), 2° (uds), and =~
(dds). Hyperons with two strange quarks are the 2° (uss) and E~ (dss). A E~ hyperon
is illustrated in Figure 1.7. The hyperon composed of three strange quarks is the Q™
(s55).

Hypernuclei are exotic nuclear systems where one or more nucleons are replaced

by hyperons [39-41]. This introduces strangeness, a new quantum number, enabling
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Figure 1.8 Illustration of nucleons, hyperons, nuclei, and hypernuclei represented in a three-
dimensional space defined by charge number, neutron number, and strangeness number. This
picture is taken from Ref. [38].

studies of the structure and interactions within atomic nuclei, extending the nuclear
chart into a third dimension as shown in Figure 1.8.

The introduction of strangeness into nuclei brings additional degrees of freedom,
enriching the field of nuclear physics and offering deeper insights into nuclear structure.
Unlike nucleons, hyperons avoid the Pauli exclusion principle in nuclear matter due to
their strange quark content. The Pauli exclusion principle states that no two identical
fermions can occupy the same quantum state within a quantum system. For nucleons,
this restriction arises because they share the same internal quantum numbers—spin,
isospin, and flavor—being composed only of up and down quarks. However, hyperons
contain at least one strange quark, introducing an additional quantum number known
as strangeness. This distinguishes them from nucleons in quantum state classifications.
Consequently, hyperons such as A, Z, and E can occupy nuclear states that are already
filled by nucleons without violating the Pauli exclusion principle. This unique property
allows hyperons to exist in nuclear systems even when lower-energy nucleon states are
fully occupied. As a result, hyperons can occupy deeper, more bound nuclear states,
providing an essential mechanism for exploring the structure of matter under extreme
conditions.

However, the presence of hyperons introduces the so-called “hyperon puzzle” in
astrophysics [42-43]. The hyperon puzzle refers to the discrepancy between theoret-
ical predictions and astrophysical observations regarding the presence of hyperons in
neutron star inner cores. Theoretically, in the extremely dense cores of neutron stars,
where densities exceed 2-3 times the nuclear saturation density, it becomes energet-
ically favorable for nucleons (neutrons and protons) to convert into hyperons. This
transition occurs because hyperons can help relieve the Fermi pressure of the nucleons

and reduce the system’s overall energy. Hyperons, being exempt from the Pauli ex-
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Figure 1.9 Diagram demonstrating the impact of the presence of hyperons on the equation
of state (EoS) in panel (a) and on neutron star mass in panel (b). This picture is taken from
Ref. [42].

clusion principle with respect to nucleons, provide additional available quantum states,
enabling a more energetically favorable configuration. However, the introduction of
hyperons also softens the equation of state (EoS)—the relationship between pressure
and density in neutron star matter—by reducing the pressure at a given density, as it is
illustrated in panel (a) of Figure 1.9. A softer EoS implies that the neutron star is less
resistant to gravitational collapse, leading to a lower maximum mass limit for neutron
stars, presented in panel (a) of Figure 1.9. This theoretical prediction conflicts with as-
trophysical observations of neutron stars with masses exceeding two solar masses [44].
This discrepancy forms the core of the hyperon puzzle Resolving this puzzle requires
a better understanding of hyperon interactions, particularly the hyperon-nucleon (Y-N)
and hyperon-hyperon (Y-Y) interactions.

In hypernuclei, hyperons such as the A particle are embedded within ordinary nu-
clear matter. Therefore, hypernuclei are natural probe to study Y-N and Y-Y interac-
tions, which are much less understood compared to well-established nucleon-nucleon
interactions. Unlike the extreme and inaccessible conditions of neutron star interiors,
hypernuclei can be produced and studied in experiments, enabling direct measurements
of the properties and interactions involving hyperons, which can help build the EoS
with hyperons better. Precision measurements on the strength and nature of Y-N inter-
actions through observables like the A binding energy (B, ), lifetimes, and decay modes
of hypernuclei can offer crucial constraints on the theroretical models describing the Y-
N interaction. Moreover, the investigation of multi-strange hypernuclei, such as those
containing multiple A hyperons or even E hyperons, can provide insights into Y-Y in-

teractions. These interactions are even less understood but are essential for modeling
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the dense core of neutron stars.

1.5.1 Discovery of Hypernuclei

Figure 1.10 The first observation of the decay of a hypernucleus. This picture is taken from
Ref. [45].

The first discovery of hypernuclei marks a significant milestone in the field of nu-
clear physics. In 1952, Polish physicists Marion Danysz and Jerzy Pniewski observed
the first hypernuclear event using a 600 um thick, glass-backed Ilford G5 emulsion
plate exposed to cosmic rays at an altitude of 85000 feet in Warsaw [45]. An unusual
long-lived multiply charged nuclear fragment, produced from a high-energy cosmic ray,
stopped after traveling 90 um and disintegrated, recorded by a photographic emulsion,
as shown in Figure 1.10. The vector from point A to B indicates the track of a poten-
tial hypernucleus candidate, while the two lines emanating from point B represent the

possible tracks of the two daughter particles resulting from the hypernucleus decay. At
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first, this observation was met with skepticism. It was suggested that caution should be
exercised, as the event might have resulted from the accidental overlap of two unrelated
interactions. It was advised to wait for more evidence before publishing the results.
However, just after this skepticism, a similar observation was reported independently
at Imperial College London [46]. This independent observation strengthened the case
for publishing the findings, and both results were later published together in the same
journal [45-46].

While early hypernuclear studies using cosmic rays were groundbreaking, they
faced significant challenges, particularly low production rates. A major advancement
came in the late 1950s with the use of K~ mesons from accelerators, which were cap-
tured in nuclear emulsions or helium bubble chambers [47-55]. These photographic de-
tectors allowed direct visualization of hypernuclear events via the strangeness-exchange
reaction K~ + n — A + n~, where the intrinsic strangeness of the K~ meson enabled
conversion of nucleons into hyperons, which is a more effective method for hypernuclei
production compared to cosmic rays. In 1963, a significant breakthrough was achieved
with the first discovery of a double A hypernucleus [56-57]. This event was again
observed in Warsaw, with Marion Danysz and Jerzy Pniewski contributing to the dis-
covery. Still using the emulsion detector photographic technique, researchers identified
the formation of ll&Be, a beryllium nucleus bound with two A hyperons.

Beginning in the 1970s, a technological shift occurred as experimental hypernu-
clear research transitioned from photographic to electronic detectors. This approach
enabled precise studies of hypernuclear structure via the (K—, z ™) reaction [58-60]. In
this reaction, a K~ meson interacts with a nucleon in the target nucleus, and through
a strangeness exchange, producing a A hyperon. The produced A hyperon can be cap-
tured by the residual nucleus, leading to the formation of a A hypernucleus. Besides
the (K~, n~) reaction, other reactions, such as (K~, %) [61], (z*, KT) [62-63], (™,
K™)[64],and (K~, K1) [62], were used to produce various hypernuclei, including A, X,
and Z hypernuclei. Currently, such reaction-based techniques are still widely employed
in modern hypernuclei research, such as the experiments at the Japan Proton Acceler-
ator Research Complex (J-PARC). Equipped with advanced detectors and beamlines,
J-PARC has been at the forefront of hypernuclear research, continuously publishing a
series of significant studies on hypernuclei [65-67].

Relativistic heavy-ion collisions have emerged as a powerful experimental tool for
studying hypernuclei in this century. The extremely high temperatures and densities

achieved in heavy-ion collisions create favorable conditions for the abundant production
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of strange matter, significantly advancing the study of hypernuclei. Particularly, study-
ing the production mechanisms of hypernuclei in relativistic heavy-ion collisions—an
environment resembling the conditions of the Big Bang—provides unique insights into
their primordial formation in the early universe. The existence and production of hyper-
nuclei in heavy-ion collisions have been well-established over the past decades [68-69].
Recent groundbreaking discoveries, such as the observation of the first antimatter hy-
pernucleus f’\ﬁ in 2010 [70] and the first f_\ﬁ, recently published in 2024 [71] by the
STAR experiment at RHIC, where 15.6 candidates were identified from several billion
Au+Au collision events, have further intensified interest in the field of hypernuclear
physics. Heavy-ion collisions provide a crucial experimental platform for investigating

the intrinsic properties and the production mechanism of hypernuclei.

1.5.2 A Binding Energy of Hypernuclei

The A binding energy B,, defined as the energy needed to remove the A from
the hypernucleus, characterizes the A -nucleon interaction. The A binding energy can
be calculated using the invariant masses of the hypernucleus, the A hyperon, and the

corresponding non-strange core nucleus as follows:

By = megre +mp — Myypernucleus> (1.4)

where m,. 1s the invariant mass of the core nucleus (excluding the A hyperon), m,
is the invariant mass of the A hyperon, and mpypemyciens 18 the invariant mass of the
hypernucleus.

The internal structure of hypernuclei significantly influences the A binding energy.
Precise measurements of B, provide valuable insights into the underlying Y-N interac-
tion. Since the internal structure of hypernuclei is not yet fully understood, precision
experimental measurements of B,, combined with theoretical modeling, are essential
for advancing our knowledge of hypernuclear structure.

The hypertriton (f\H) is the lightest bound state of hypernuclei with undetermined
spin-parity J”* = %+ or %Jr, consisting of a proton, a neutron, and a A hyperon. A re-
cent theoretical study proposes a novel method to probe hypertriton’s spin structure via
global polarization in heavy-ion collisions [73]. Moreover, the internal structure of hy-
pertriton remains an open question. It is still unclear whether the A, neutron, and proton
are tightly bound within the hypernucleus, loosely bound as three distinct constituents,

or whether the hypertriton is better described as a A hyperon weakly bound to a deuteron

core. The A binding energy of the f\H is a key observable for understanding the inter-
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Theoretical predictions
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Figure 1.11 Collection of the A binding energy measurements for f\H from various experi-
ments, including both historical and recent results. These experimental values are shown in
comparison with theoretical predictions from a range of models. The picture is taken from
Ref. [72].

nal structure of ?\H Previous experimental measurements, shown in Figure 1.11, have
indicated an extremely weak A binding energy for f’\H The most recent ?\H A binding
energy measurement from the ALICE (A Large lon Collider Experiment) Collaboration
report a value of B, = 102 + 63 (stat) + 67 (syst) keV [72]. This small binding energy
is consistent with the hypertriton’s large root-mean-square radius (the average distance
of the A to the deuteron), which is of the order of 10 fm [74-75], confirming that the
?\H structure is consistent with a weakly bound system [72].

For the heavier hypernuclei f\H (composed of one A hyperon, one proton, and two
neutrons) and j‘\He (composed of one A hyperon, two protons, and one neutron), the A
binding energies are significantly larger, measured in the range of a few MeV, indicat-
ing a stronger Y-N interaction. The Ap and An interactions are expected to be identical
due to the charge symmetry of the strong interaction. The strong force is fundamen-
tally isospin symmetric, meaning it treats protons and neutrons as identical particles,
distinguished only by their electric charge. The A hyperon, being an isospin singlet
(isospin I = 0), interacts with nucleons purely through the strong force and does not
differentiate between protons and neutrons based on charge. Consequently, in an ideal-
ized scenario where electromagnetic effects and mass differences between nucleons are

neglected, the Ap and An interactions should be identical. Furthermore, according to
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charge symmetry, the A binding energies of mirror hypernuclei, such as ?\H and f\He,
should be equal, as the strong interaction does not distinguish between the interchange
of protons and neutrons. However, experimental results show a noticeable difference
in the A binding energies of these two mirror hypernuclei, indicating the existence of

charge symmetry breaking (CSB) effects in the A-nucleon interaction.
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Figure 1.12 The A binding energy measurements of j‘\H and f\He from the STAR experiment.
The A binding energy measurements of ‘/‘\H and f\He in their ground states are obtained by the
STAR experiment. The binding energies of the corresponding excited states are derived from
y-ray transition energies measured in previous experiments [76-77]. The picture is taken from

Ref. [78].
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Figure 1.13 The experimental measurements of the A binding energy difference between j‘\H
and j‘\He in ground states (panel (a)) and in excited states (panel (b)) compared with theoretical
calculations. The picture is taken from Ref. [78].

The STAR Collaboration has measured the A binding energies of the mirror hy-
pernuclei, 4H and f\He, as illustrated in Figure 1.12 [78]. Compared to the loosely
bound f’\H, the significantly stronger A binding energies of f\H and f\He indicate more
compact nuclear structures. The charge symmetry breaking (CSB) effect in hypernuclei
with atomic number A = 4 is studied through the A binding energy differences between
f\H and j‘\He. As shown in Figure 1.12 and Figure 1.13, the binding energy differences
in both the ground states (0%) and excited states (1) exhibit comparable magnitudes

but opposite signs. This distinctive feature is also predicted by the theoretical model de-
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noted as “PRL116(2016)” in Figure 1.12 [79]. This model employs chiral effective field
theory (EFT) Y-N potentials combined with a CSB mechanism introduced through A—
¥ mixing. The measured CSB effect aligns well with various theoretical predictions. It
also means that the experimental data do not provide strong discrimination between dif-
ferent models. Further high-precision experimental and theoretical efforts are necessary

to fully explore the CSB effect in hypernuclei.

1.5.3 ?\H Lifetime
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Figure 1.14 The ratio of the f\H lifetime to the free A lifetime as a function of the A binding
energy, based on theoretical predictions. This picture is taken from Ref. [72].

The lifetime of hypernuclei is a fundamental observable for understanding weak
decay processes involving hyperons embedded within nuclear matter. In particular,
studying the lifetime of ?\H provides critical insights, as its comparison with the well-
established lifetime of the free A hyperon helps to explore the inner structure of f\H
From a theoretical perspective, some models predict a direct correlation, where the A
binding energy significantly influences the lifetime of ?\H Figure 1.14 presents the ratio
of'the f\H lifetime to the free A lifetime as a function of the A binding energy from model
calcultaions and experimental measurements from the ALICE Collaboration [72]. In
Figure 1.14, theoretical approaches, including pionless EFT with A and deuteron de-
grees of freedom [80] (green), chiral EFT (yEFT) with A, proton and neutron degrees
of freedom [81] (light blue), and the original pion-exchange calculation [82] (blue),
exhibit different degrees of dependence of the hypertriton’s lifetime on its A binding
energy.

Despite the differences among these models, all models give on a common predic-
tion that when the A binding energy is small, the hypertriton’s lifetime is close to that of a

free A hyperon. This behavior is consistent with the hypertriton’s weakly bound nature,
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suggests that the decay properties of f\H are largely governed by the intrinsic properties
of the A particle and the A decays with minimal influence from the surrounding nuclear

environment, behaving almost as if it were a free particle.

Theoretical predictions
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Figure 1.15 The f\H lifetime measurements from different experiments compared with the-
oretical predictions. The f\H lifetime measurements from different experiments are presented
using markers. The dashed and dash-dotted lines are the theoretical predictions on iH life-
time. The solid black line is the lifetime of the free A. This picture is taken from Ref. [72].

In free space, the A hyperon decays through weak interactions with a well-
established lifetime of approximately 263 ps [83]. As shown in Figure 1.15, a collection
of experimental measurements [50-55, 70, 72, 84-88] and theoretical predictions [80-
82, 89-90] for the f’\H lifetime are presented. The horizontal purple line corresponds to
a calculation based on the impulse approximation [82], which treats the hypertriton as
a loosely bound system with total spin J = 1/2, where the deuteron acts as a spectator
during the A decay. This calculation result uses a A binding energy of B, = 1 MeV
and includes a correction from final-state pion-nucleon scattering. A second model, de-
noted as the green line, describes the hypertriton as a A hyperon bound to a deuteron
core through a AN separable potential [89]. In the model, the A binding energy is
forced to the experimental averaged value By = 0.13 = 0.05 MeV [91]. To simplify
the decay dynamics, this calculation adopts the closure approximation. Later, rigorous
three-body Faddeev calculations [90] using realistic nucleon-nucleon [92] and hyperon-
nucleon potentials [93], shown as the blue line in Figure 1.15, give a hypertriton lifetime
about 3% shorter than that of the free A. Another theoretical prediction, shown as the

blue line, is based on a pionless EFT with A and deuteron degrees of freedom [80]. Us-
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ing the measured B, = 0.13 +0.05 MeV as input, the model predicts a lifetime slightly
higher than the free A value. The orange and brown lines in Figure 1.15 represent re-
sults from a microscopic three-body calculation based on chiral EFT [81]. The two
curves correspond to different assumptions on the A separation energy: B, = 135 keV
(orange line) and B, = 69 keV (brown line), respectively. The earliest hypertriton
lifetime measurements were obtained from the absorption of stopped K~ mesons in
helium bubble chamber [52-55] and nuclear emulsion [50-51]. More recently, the Hy-
pHI [84], STAR [70, 86, 88] and ALICE [72, 85, 87] Collaboration have measured
the hypertriton lifetime using heavy-ion collisions. However, as illustrated in Fig-
ure 1.15, several experimental results have reported significantly shorter lifetimes for
f\H, leading to what is known as the “hypertriton lifetime puzzle”. Notably, the STAR
Collaboration’s 2018 measurement reported a f\H lifetime significantly shorter than the
free A lifetime [86]. Although the STAR Collaboration’s most recent result shows an
improvement and is closer to the free A lifetime compared to the earlier measurement, it
still remains considerably lower than the expected free A lifetime [88]. In contrast, mea-
surements from the ALICE Collaboration in both 2019 and 2021 consistently reported
lifetimes that are in agreement with the free A lifetime within experimental uncertain-
ties [72, 87]. This difference in experimental results has created tension over the f\H
lifetime between different experiments and led to many theoretical and experimental
studies. Therefore, new and more precise lifetime measurements from STAR experi-
ment are crucial to help resolve the hypertriton lifetime puzzle. These measurements
will also improve our understanding of hyperon interactions in nuclear matter and help

constrain theoretical models.

1.5.4 Weak Decay Modes of Hypernuclei

To better understand the lifetime of hypernuclei, it is essential to study their weak
decay modes. Hypernucleus decays are exclusively governed by the weak interaction.
The weak decay of hypernuclei proceeds through two primary modes: mesonic decay
(MWD) and non-mesonic decay (NMWD), depending on whether a pion is emitted in
the final state.

In mesonic decay, the A hyperon inside a hypernucleus decays into a nucleon and

a pion, such as:
A — p+x~  (seeFigure 1.16 (left)), A — n+ . (1.5)

This process is similar to the free A decay but occurs within the nuclear medium, where
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Figure 1.16 Illustration of quark-level processes involved in (a) mesonic and (b) non-mesonic
decay modes of a A hyperon inside a hypernucleus. The figure is taken from Ref. [94].
surrounding nucleons can modify the decay probability. Mesonic decay in hypernuclei
can be suppressed due to the Pauli principle, when the emitted particle momentum falls
below the nuclear Fermi momentum. This effect is more pronounced in hypernuclei
with larger A separation energies, where less energy is available for the emitted particles.
In heavier hypernuclei, where mesonic decays are more suppressed, non-mesonic
weak decay becomes more significant. In this mode, the A interacts directly with a

surrounding nucleon through a weak interaction:
A+p—->n+p (seeFigure 1.16 (right)), A+n—>n+n. (1.6)

Unlike mesonic decay, which resembles the free-space decay of a A, the non-mesonic
channels involve weak interactions between the A and the surrounding nucleons within
the nuclear medium. These processes can be understood as the weak conversion of a
A hyperon into a nucleon, mediated by a W boson. Therefore, theoretical models often
describe NMWD using meson-exchange frameworks. Moreover, the relatively large
Q-value of the NWWD processes ensures that the final-state nucleons are not Pauli
blocked, making NMWD more dominant decay mode in heavy-mass hypernuclei. Fig-
ure 1.17 presents both theoretical predictions and experimental data for the normalized
decay widths of one-proton-induced non-mesonic weak decays as a function of mass
number A. A theory using meson exchanges between the A hyperon and the nucleon
predicts a rising trend with increasing A [95], which is also observed in the experimental
measurements.

The total decay width of a hypernucleus is determined by the sum of the partial
decay widths of MWD and NMWD channels:

Liotal = I'mwp + I'nmw- (1.7)
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Figure 1.17 Normalized one-proton-induced non-mesonic weak decay widths plotted against
mass number A of hypernuclei. Experimental data points (red circles) represent experimental
measurement results. The blue line represents theory predictions from Ref. [95]. The figure is
taken from Ref. [94].

The lifetime of the hypernucleus is then related to the total decay width through the
inverse relation

[7)
Ftotal

(1.8)

T =

1.5.5 Hypernuclei Production in Heavy-lon Collisions

The formation of hypernuclei in heavy-ion collisions is not yet fully understood.
The production of hypernuclei in heavy-ion collisions is a crucial approach for gaining
insights into the fundamental mechanisms underlying hypernuclei formation. Measure-
ments of hypernuclei production spectra and collectivity in heavy-ion collisions offer
essential insights into these formation processes.

Theoretical calculations propose two primary mechanisms to explain the produc-
tion of hypernuclei in heavy-ion collisions: nucleon-hyperon coalescence, where nearby
nucleons and hyperons combine in phase space, and thermal emission, where hypernu-
clei emerge from a chemically equilibrated system during the hadronization phase.

In the coalescence picture, hypernuclei and nuclei are formed when constituent
nucleons and hyperons are sufficiently close in both spatial and momentum space. This
process occurs when the relative distances and momenta of the constituents fall within
specific proximity thresholds, or equivalently, when their wave functions overlap signif-

icantly in phase space, allowing them to “coalesce” into a bound state. Given complete
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phase space information of nucleons and hyperons at a given moment, the formation
probability of a bound nucleus from a pair or triplet of baryons can be determined using

the coalescence formula [96-97]:

dN _
d3P

Here, f4(X;,p;) and fg(X,,p,) represent the phase-space distributions of the con-

¢ / Py dxadprdpyf 4Gy 5 Gins 0,63 — 1 = ). (19)

stituent nucleons and hyperons. p;VB is the Wigner phase space density for the bound
state formed by particles A and B. This function includes information about both the
relative positions and momenta of the constituent particles, effectively characterizing
the internal structure of the composite system. It reflects how likely particles A and
B are to form a bound state based on their spatial and momentum proximity in phase
space.

Two common implementation of coalescence process are:

» Wigner Function based coalescence: This method relies on the quantum mechan-
ical description of particles. The Wigner phase-space density is used to account
for the quantum mechanical internal structure of the hypernucleus and nucleus.
The coalescence probability is calculated by integrating over the overlap of the
Wigner functions of the constituent baryons and the formed hypernucleus. It is a
more detailed and accurate method.

* Box coalescence: This is a simplified method where particles are considered to
coalesce if they are within predefined boundaries in momentum and coordinate
space, represented as a “box” in phase space. It assumes that the pZVB is a product
of step functions. The coalescence probability is considered constant within a
fixed range of relative positions and momenta and zero outside these boundaries.
If the relative momenta and positions of two constituent nucleons fall within these
defined boundaries, they are assumed to form a bound state. This approach is
simpler and quick to compute but less sensitive to the detailed internal structure
of the hypernucleus.

In the box coalescence, the procedure of formation of a three-constituent nucleus
or hypernucleus with mass number A = 3, follows the following steps:

» Formation of a two-constituent state. The absolute values of the relative dis-
tance and momentum of all possible nucleon (or hyperon) pairs at freeze-out from
transport models are calculated in their center-of-mass frame. A preliminary two-

constituent state is formed if the following conditions are satisfied:

Ar = |?n1 - Fn2| < Armax,nn’ Ap = |I_5n1 _ﬁn2| < Apmax,nn'
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The preliminary two-constituent state is then characterized by the combined mo-
mentum:

Pun = Pn1 + P>
and the position: _ _

- Iy trp

rnn 2
* Addition of a third constituent. In the local rest frame of this preliminary two-
constituent state, the model searches for a third nucleon or hyperon. The third

particle is added if it satisfies the proximity conditions:

Ar = |rnn - rn3| < Armax,nnn’ Ap = |p12 - pn3| < Apmax,nm’l‘

The potential formation of a three-constituent state with A = 3 is then character-

ized by the combined momentum:
ﬁ123 = ﬁnn + ﬁn3’

and the position:

In the coalescence production mechanism, the invariant momentum spectra of A-
hypernuclei with mass number A can be described using the invariant momentum spec-

tra of the constituent nucleons and A hyperons:

VA N L
N, d°N, d°N, d>N,
E,—*=B,| E,— E,— Ex—2 ) . (1.10)
dpA de dpn dpA

where E 4 and p, are the energy and momentum of the hypernucleus with mass number

A. E,, E,, and E, are the energies of the proton, neutron, and A hyperon, respectively.
Z, N, and L represent the number of protons, neutrons, and A hyperons in the hyper-
nucleus, respectively. B, is the invariant coalescence factor, giving the coalescence
probability. The coalescence factor B, plays a crucial role in relating the production
yields of hypernuclei to the yields of their constituent particles.

The thermal model is a fundamental framework used in heavy-ion collisions to
describe particle production in heavy-ion collisions. The thermal model of particle pro-
duction in heavy-ion collisions is based on the assumption that, the abundances of pro-
duced particles are fixed at the stage of chemical freeze-out. Only feed-down from
decays changes the final particle yields. In thermal model, the hardons, nuclei and hy-

pernuclei are treated equally with thermal equilibrium assumption. The hardons, nuclei
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and hypernuclei are supposed to freeze out simultaneously in thermal model. Conse-
quently, the yields of light nuclei and hypernuclei compared with hardons can provide

critical information about the freeze-out of them.
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Figure 1.18 Thermal model predictions for light nuclei and hypernuclei production yields,
shown as a function of collision energy and compared with experimental results from the AL-
ICE and STAR experiments. This picture is taken from Ref. [98].
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Figure 1.19 Comparison of f\H production yields as a function of collision energy predicted

by the thermal model [99] and the UrQMD model with a coalescence picture. This picture is
taken from Ref. [97].

Various experimental observables of hypernuclei are studies through the thermal
models and the dynamic models with coalescence applied as an afterburner. In partic-
ular, investigating the energy dependence of hypernuclei production yields provides an

essential insight. Such studies can distinguish between different formation mechanism
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models and improve our understanding of the production mechanism.

As shown in Figure 1.18, the thermal model predicts an enhancement in hyper-
nuclei production at lower energies [98]. Similarly, Figure 1.19 demonstrates that the
coalescence model also anticipates an increase in the production of f\H at lower ener-
gies, consistent with the thermal model’s predictions. The pronounced enhancement in
hypernuclei production at lower collision energies can be attributed to the high baryon
density of the collision system. These findings highlight the importance of conduct-
ing heavy-ion collision experiments in this low energy region to advance hypernuclei
research.

However, as seen in Figure 1.19, the current data is limited to only two energy
points, making it difficult to decisively differentiate between the thermal and coales-
cence models. Although both models offer reasonable descriptions of the data, subtle
differences exist. For example, the coalescence model predicts a slightly lower peak
in hypertriton yields and a more pronounced suppression at higher beam energies com-
pared to the thermal model. Nonetheless, the limited data points restrict the ability to
draw strong conclusions. To address this limitation, more hypernuclei yield measure-
ments at a wide range of collision energies are needed to enable a more comprehensive
comparison with model predictions and help clarify the underlying mechanisms of hy-
pernuclei production.

The Strangeness Population Factor (.S4) is defined as:

S, = i—H. (1.11)

AHe x <é>
P

This double ratio represents the relative suppression of hypernuclei production com-
pared to light nuclei production. The S 4 serves as an effective observable for studying
the differences in the production mechanisms of light nuclei and hypernuclei. This is
because it minimizes the influence of variations in hyperon production, effectively can-
celing out such effects.

According to the coalescence parameter relation in 1.10, .S, can be expressed in

terms of the coalescence parameters B, of light nuclei and hypernuclei:

A BA(3H) @)
AHex (2) By (“He) (o)

Model studies suggest that .S, is sensitive to the onset of deconfinement [100]. The

S, = (1.12)

AMPT model, which simulates the dynamics of heavy-ion collisions, has two distinct
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Figure 1.20 Energy dependence of S; and Cy are presented. The figure is taken from
Ref. [100].

modes: the default AMPT model that incorporates purely hadronic interactions, and
the string melting AMPT model that includes a fully partonic phase during the early
evolution of the collision system [101]. These two modes can be employed to distin-
guish between hadronic and partonic effects. As shown in Figure 1.20, the S5 values
obtained from the string melting AMPT are significantly higher than those from the
default AMPT, which suggest S5 is enhanced in a system with the presence of partonic
interactions. Furthermore, the increase in S5 with collision energy is more pronounced
than the decrease observed in the global baryon-strangeness correlation coefficient Cpg.
The Cpg 1s a global observable that quantifies the overall correlation between baryon
number and strangeness in the system and is frequently used as an indicator for the
onset of deconfinement. This suggests that .S3, which is more sensitive to local baryon-
strangeness correlation, could potentially serve as a more effective probe for studying
the onset of deconfinement.

Figure 1.21 presents the predictions of S5 as a function of collision energy [97]. In
the coalescence model, two different sets of source radius were employed, correspond-
ing to the box coalescence parameter Ar. The larger source radius, Ar = 9.5 fm, is
consitent with the characteristic large radius of the loosely bound hypertriton. In com-
parison, the smaller source radius, Ar = 4.3 fm, chosen to align with the size of triton.
The figure clearly illustrates that at lower collision energies (\/m < 20 GeV), the
coalescence model exhibits strong sensitivity to the choice of source radius. A larger

source size notably suppresses the predicted S5 values. This suppression arises be-
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Figure 1.21 The energy dependence of .S; under various scenarios is presented. The solid
black and grey lines represent thermal model predictions that include weak decay feed down
from hyperons to protons, while the dashed lines depict results without this correction. Ad-
ditionally, the black lines account for feed-down contributions from unstable nuclei, whereas
the grey lines do not. Results from the coalescence approach with a coalescence radius of
A, = 9.5 fm are shown as an orange band. The magenta band corresponds to coalescence
results using a smaller coalescence radius of A, = 4.3 fm. Experimental data are indicated by
green symbols. The figure is taken from Ref. [97].

cause a larger spatial distance between constituent particles reduces the probability of
successful coalescence into hypernuclei. Additionally, the thermal model, particularly
when including feed-down contributions from unstable nuclei to stable lighter nuclei
(such as p, d, t, *He, and *He), also predicts a noticeable suppression of S5 at lower en-
ergies [102]. This is attributed to the decay processes affecting the final observed yields
of stable particles, subsequently influencing the calculated S5. The role of feed-down
in thermal models emphasizes the complexity of final yield estimations. Comparing ex-
perimental data with coalescence model predictions will provide stronger confirmation
of the hypertriton’s loosely bound nature and its large radius. To conclusively differ-
entiate between these models, high-precision experimental data across a range of beam
energies are essential. Such measurements would not only validate the underlying as-

sumptions and mechanisms within each model but also deepen our understanding of

structure and formation dynamics of ?\H in heavy-ion collisions.

1.6 Motivation of this Thesis

The internal structure and production mechanisms of ?\H in heavy-ion collisions

remain not fully understood. One of the key challenges is the long-standing hypertriton
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lifetime puzzle, where experimental measurements show discrepancies from theoreti-
cal predictions. Understanding the formation mechanisms and intrinsic properties of
hypertriton is crucial for advancing knowledge of hypernuclear physics and Y-N inter-
actions.

The RHIC BES phase II (BES II) program provides an excellent opportunity to
explore these phenomena [103]. The BES-II program, conducted at the RHIC facility
at Brookhaven National Laboratory (BNL), is designed to investigate the QCD phase
diagram by varying the collision energies of heavy ions from /sy = 3 to 54.4 GeV.
Theoretical studies have suggested that the production of hypernuclei is significantly
enhanced at low collision energies due to high baryon density. This wide energy range
includes the low-energy region where hypernuclear production is expected to be signif-
icantly enhanced. The STAR experiment previously reported measurements of the f\H
lifetime in 2018 [86], which indicated a significantly shorter lifetime compared to the
well-established free A hyperon lifetime.

The primary objective of this thesis is to utilize the high-statistics data from the
RHIC BES-II program to conduct precise measurements of light hypernuclei lifetimes
and production yields. One of the major goals is to reslove the hypertriton lifetime
puzzle by performing high-precision measurements of iH This work aims to clarify the
discrepancies in previous measurements and theroies. In addition, this thesis focuses on
improving lifetime measurements of the mirror hypernuclei f\H and ?\He. Enhancing
the measurement precision for these hypernuclei, especially the extremely rare f\He,
will provide valuable experimental data. All these measurements would provide critical
input for theoretical calculations, helping to constrain model parameters and improve
the understanding of Y- N interactions.

Furthermore, by measuring the production yields of ?\H in heavy-ion collisions at
low energies and comparing the results with model predictions, this research seeks to
confirm the formation mechanisms of hypernuclei. The analysis will explore whether
the formation of hypertriton is predominantly through coalescence or thermal processes.

In summary, this research aims to advance our understanding of hypernuclei by
performing precise experimental measurements of lifetimes and production yields. The
outcomes are expected to contribute significantly to the understanding of hypernuclei
formation, internal structure, and the fundamental nature of Y-N interactions in extreme
nuclear environments. The results from this thesis will also constrain the theoretical

model of hypernuclei.
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1.7 Thesis Outline

The analysis presented in this thesis utilizes data from Au+Au collisions at
\/m = 3.0, 3.2, 3.5, 3.9, and 7.2 GeV, recorded by the STAR detector at RHIC
as part of the BES-II program. This thesis particularly focuses on the measurement of
light hypernuclei, including f\H, f'\H and j‘\He, aiming to investigate their properties and
production mechanisms. Hypernuclei are of special interest due to the introduction of
strange quarks into the nuclear system, offering a unique avenue to explore the behavior
of strange matter and the underlying hyperon-nucleon interactions.

The thesis is organized as follows:

The first chapter provides a brief overview of the necessary physical background
for the analysis. It introduces the fundamental theories of the Standard Model, QCD,
the QCD phase structure, the general process of relativistic heavy-ion collisions, and
hypernuclei.

The second chapter describes the experimental setup used for data collection. It
includes an introduction to RHIC complex, the STAR detector system, and the BES-II
program.

The third chapter details the analysis procedures, including the selection of exper-
imental data sets, particle identification, hypernuclei signal reconstruction, efficiency
corrections, and systematic uncertainty estimations.

The fourth chapter presents and discusses the experimental measurement results,
including lifetime and production yield analyses.

The fifth chapter provides the summary of the analysis and an outlook on future

research in the study of hypernuclei.
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Chapter 2 Experimental Setup

The exploration of strongly interacting matter, particularly the QGP, requires recre-
ating extreme conditions akin to those present microseconds after the Big Bang. To
systematically investigate the properties and evolution of QGP and to map the QCD
phase diagram, advanced experimental facilities have been developed. Among these,
the RHIC at Brookhaven National Laboratory stands out as a leading platform. Notably,
the BES-II program at RHIC is specifically designed to explore regions of high baryon
chemical potential, critical for probing the high-density portion of the QCD phase dia-
gram and identifying the potential QCD critical point. This region is also particularly
valuable for hypernuclei research, providing insights into hyperon-nucleon interactions
and hypernuclei production mechanisms under extreme baryon density conditions. In
the following chapter, the RHIC facility, the STAR experiment and the BES-II program

are introduced.

2.1 The Relativistic Heavy Ion Collider

e

Figure 2.1 An overhead view of the RHIC facility. This picture is taken from Ref. [104].

The Relativistic Heavy Ion Collider [105-107], located at Brookhaven National
Laboratory in Upton, New York, is a forefront experimental facility dedicated to inves-
tigating nuclear matter under extreme conditions of temperature and density, similar to

those present shortly after the Big Bang, as shown in Figure 2.1. Proposed in 1983 as
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part of a long-term plan for nuclear science [108], the construction of RHIC began in
1991 [109]. It commenced operations in 2000, collecting its first experimental data,
establishing itself as the world’s first and highest-energy heavy-ion collider [105, 110].

The RHIC consists of two intersecting superconducting storage rings, referred to
as the “Blue Ring” and the “Yellow Ring”, where particles circulate in clockwise and
counter-clockwise directions, respectively. Each ring has a circumference of 3.8 km
and intersects at six designated collision points where various experimental detectors
are located. Since its operation began in 2000, RHIC has hosted multiple experiments
at six intersection points along its 3.8 km circumference. The initial major experi-
ments included STAR at 6 o’clock, PHENIX at 8 o’clock, PHOBOS at 10 o’clock, and
BRAHMS at 2 o’clock. The PHOBOS, BRAHMS, and PHENIX experiments ended
their operations in 2005, 2006, and 2016, respectively. In 2023, the sSPHENIX experi-
ment was newly commissioned at the former PHENIX location. Currently, the STAR
experiment continues to operate and contribute valuable data and is the longest running

experiment at RHIC.
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Figure 2.2 Overall schematic diagram of RHIC accelerator complex and acceleration sce-
nario for gold beam. This picture is taken from Ref. [106].

RHIC can accelerate and collide a wide variety of ion species, including protons,
deuterons, helium, copper, gold, zirconium, ruthenium, and uranium nuclei [111-116].
The highest energy achieved at RHIC for heavy-ion beams, such as ;37Au ions, is
100 GeV/nucleon [117]. The top collision energy is 510 GeV for p+p collisions [118].
Taking gold ions as an example, as shown in Figure 2.2, acceleration process at RHIC in-

volves several stages to prepare and accelerate the ions for high-energy collisions [106].
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Gold ions are initially produced with a negative charge state (O = —1le) by a pulsed
sputter ion source and injected into the Tandem Van de Graaff accelerator. Within
this accelerator, the ions undergo partial electron stripping and are accelerated to an
energy of 1 MeV/nucleon. Upon exiting the Tandem, the ions have a charge state of
QO = +32e and are subsequently directed to the Booster Synchrotron for further ac-
celeration and processing. In the Booster Synchrotron ring, additional electrons are
stripped, resulting in a charge state of QO = +77e, and the ions are accelerated to an en-
ergy of 95 MeV/nucleon. Following the Booster, the ions enter the Alternating Gradient
Synchrotron (AGS), where they are accelerate further to 8.86 GeV/nucleon, achieving
up to 99.7% of the speed of light. At the exit of the AGS, the ions undergo final electron
stripping to achieve a fully ionized state with a charge of Q = +79e. The completely
stripped ions are then transferred via the AGS-to-RHIC beam transfer line, where they
are injected into the RHIC rings and accelerated to energies up to 100 GeV/nucleon. The
transfer line terminates at a junction where the ions are steered into one of RHIC’s two
superconducting storage rings. Depending on the magnetic configuration, ions can be
injected into either the clockwise-traveling or the counter-clockwise within the RHIC
rings. Finally, at the designated collision points within the RHIC rings, the bunches
are further compressed and brought into collision. The Tandem Van de Graaff gener-
ator was used as the ion source for this acceleration chain. However, since 2012, the
Electron Beam Ion Source (EBIS) has replaced it, offering improved performance and
reliability as the pulsed sputter ion source. It resides in the proton Linac area as shown
in Figure 2.3, and is capable of producing high charge states of heavy ion species from
helium to uranium in short pulses [119-120]. The EBIS+linac-based pre-injector system
can accelerates these ions to a final energy of 2 MeV/nucleon [119-120]. These ions are
then injected into the following synchrotron ring.

In 2020, the U.S. Department of Energy announced plans to upgrade RHIC into an
Electron-Ion Collider (EIC), which is expected to start operating in the 2030s [119, 122].
RHIC may have its final run in 2025 to prepare for the construction of the EIC. The
upgrade to the EIC will mark an important step forward, offering new opportunities for
exploring the inner microcosm dominated by gluons, to reveal the arrangement of the

quarks and gluons.
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Figure 2.3 Schematic diagram of RHIC accelerator complex with the new pre-injector sys-
tem, which is called EBIS. This picture is taken from Ref. [121].

2.2 STAR Detector System

The STAR detector is one of the primary experimental detectors at RHIC, de-
signed with the initial aim to study the properties and behavior of strongly interacting
nuclear matter under extreme energy densities and to search for signatures of QGP for-
mation [123-124]. In order to achieve these goals, STAR was designed to record the
tracks of the aftermath of the relativistic heavy-ion collisions. The STAR detector is a
large, massive and complex system, weighing approximately 1200 tons and comparable
in size to a house. It offers excellent capabilities in tracking, momentum measurement,
and particle identification.

The STAR detector system is centered around the beamline and consists of mul-
tiple subsystems. The STAR coordinate system is defined with its origin point at the
geometric center of the detector. The x-axis points towards the south, the y-axis ex-
tends vertically upward, and the z-axis is aligned along the beam pipe, with its positive
direction oriented towards the west. In the schematic Figure 2.4, the side closer to the
viewer, where the people are located, corresponds to the east side, while the side farther
away represents the west.

The central cylindrical structure of the STAR detector, illustrated in Figure 2.4,
consists of multiple subsystems. At its core, the main Time Projection Chamber

(TPC) [126] serves as the primary tracking detector, measuring 4.2 meters in length
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Figure 2.4 The schematic diagram of the STAR detector system. This picture is taken from
Ref. [125].

along the beam axis and spanning radially from 50 cm to 200 cm from the beamline. It
provides full azimuthal coverage (0 < ¢ < 2x) and a pseudorapidity range of |n| < 1.0
in the center-of-mass frame. The TPC records charged particle tracks, measures their
momentum, and identifies particles by measuring their ionization energy loss (d E/d x).
As part of the STAR detector upgrade under the BES-II program, the inner sectors of
the TPC were rebuilt as the inner Time Projection Chamber (iTPC) [127] upgrade. The
iTPC was fully installed in 2019. This upgrade significantly enhanced tracking at small
angles relative to the beamline, extending the pseudorapidity coverage from |n| < 1.0
to || < 1.5. Futhermore, it improved acceptance for low-momentum tracks and en-
hanced both momentum and d E/d x resolution. These enhanced detector performance
are crucial for BES-II.

Installed around the outside of the TPC, the barrel Time-Of-Flight detector (bTOF,
commonly referred to as TOF) [128-129] consists of 120 MRPC (Multi-gap Resis-
tive Plate Chambers) TOF trays, each containing 32 MRPC modules. The TOF sys-
tem provides full azimuthal coverage (0 < ¢ < 2x) and a pseudorapidity coverage
of || < 0.9. The TOF measures the flight time of charged particles, playing a cru-
cial role in particle identification by distinguishing different particles by mass (strictly
speaking, the square of the mass-to-charge ratio). Placed beyond the TOF, the Barrel
Electromagnetic Calorimeter (BEMC) [130] plays a crucial role in triggering and study-
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ing high-p; processes. It provides full azimuthal coverage (0 < ¢ < 2x) and extends
over a pseudorapidity range of |#| < 1. By measuring energy deposition and the spa-
tial distribution of electromagnetic showers, the BEMC distinguishes single photons
from photon pairs originating from 7° and 5 meson decays, as well as differentiates
electrons from hadrons. Surrounding the BEMC, the STAR magnet system [131] is
a solenoidal magnet with an inner diameter of 5.27 meters, an outer diameter of 7.32
meters, and a length of 6.85 meters. The magnet generates a nearly uniform magnetic
field parallel to the beam pipe, with an operational field range of 0.25 < |B,| < 0.5 T.
All barrel region sub-detectors, except for the MTD, are enclosed within this magnetic
field. The Muon Telescope Detector (MTD) [132], installed in 2014 at the outermost
layer of the STAR detector system, is specialized for in muon identification and trig-
gering. It provides approximately 45% azimuthal coverage within the pseudorapidity
range of |7| < 0.5. The outermost placement of the MTD ensures that most hadrons are
absorbed before reaching the detector, thereby enhancing its capability to distinguish
muons from hadrons. On the west side of the STAR detector, an End-cap Electromag-
netic Calorimeter (EEMC) [133] is installed, extending the coverage of the BEMC with
a pseudorapidity range of 1.086 < n < 2.00. On the east side of the STAR detector, an
End-cap Time-Of-Flight detector (¢TOF) [134] is employed, providing a pseudorapid-
ity coverage of 1.05 < 5 < 1.5. Fully installed in 2019 as part of the STAR detector
upgrade for BES-II program, the eTOF enhances the detector’s particle identification
capabilities, extending the momentum range over which different particle species can
be distinguished.

In addition to these sub-detectors, the Event Plane Detector (EPD), Vertex Position
Detector (VPD), and Zero-Degree Calorimeter (ZDC) are positioned along the beamline
on either side of the STAR detector. The Vertex Position Detector (VPD) [135] is sym-
metrically positioned at a distance of 5.7 meters from the center of STAR and is designed
to measure the primary collision vertex location and determine the event “start time”,
which is crucial for time-of-flight-based particle identification. Further along the beam-
line, at a distance of 18 meters from the detector’s center, the Zero-Degree Calorimeter
(ZDC) [136] is positioned at small forward angles. It detects neutral spectator frag-
ments, primarily neutrons, emitted along the beam directions in heavy-ion collisions,
playing a crucial role in collision centrality determination and luminosity monitoring.
The two EPD wheels [137-138] are designed to measure charged particles emitted in
the forward and backward directions and have been fully operational since 2018 as part

of the BES-II program detector upgrades. Positioned 3.75 meters from the center of
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the STAR detector, they are positioned at the same location of Beam-Beam Counter
(BBC) [139]. While the BBC covered a pseudorapidity range of 3.3 < |g| < 5.0, the
EPD extends this range to 2.1 < |f| < 5.1. Compared to the BBC, the EPD provides
significantly improved resolution of event plane reconstruction and enhances centrality

determination.

2.2.1 Time Projection Chamber
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Figure 2.5 The schematic diagram of the STAR TPC. This picture is taken from Ref. [126].

The Time Projection Chamber (TPC) serves as the primary tracking detector of
the STAR experiment at RHIC [126]. It enables three-dimensional tracking and parti-
cle identification across a large acceptance range, playing a vital role in reconstructing
particle trajectories, measuring momentum, and distinguishing between different parti-
cle species.

As depicted in Figure 2.5, the STAR TPC is a cylindrical detector with a length
of 4.2 meters and a diameter of 4.0 meters. It consists of two concentric field cage
cylinders, with the Inner Field Cage having a radius of 0.5 meters and the Outer Field
Cage having a radius of 2.0 meters. It covers full azimuth within pseudorapidity range
of || < 1.8 by the geometry. The drift volume between these two field cages cylin-
ders is divided into two equal sections, each 2.1 meters in length, by a thin conductive
Central Membrane (CM) at the center of the TPC. The drift chamber is filled with P10
gas, composed of 90% argon (Ar) and 10% methane (CH,), at 2 mbar above atmo-
spheric pressure. This gas mixture is chosen for its high electron drift velocity, which

reaches a stable peak at relatively low electric fields, reducing sensitivity to tempera-
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ture and pressure fluctuations. The ability to operate at lower electric fields or voltages
also simplifies the design of the field cage. Argon, as a high-Z noble gas, provides
excellent d E/d x resolution by generating approximately 28 free electron-ion pairs per
centimeter of track length, enhancing particle identification capabilities. Methane, on
the other hand, acts as a quenching gas, absorbing ultraviolet photons that are emitted si-
multaneously with the electron-ion pairs. By preventing these photons from triggering
additional secondary electron production via the photoelectric effect on the TPC sur-
faces, methane helps maintain a controlled ionization environment, reducing unwanted
charge buildup and improving detector stability. The uniform electric field inside the
TPC is established through the central membrane, the end caps, and the concentric field
cage cylinders. The central membrane is operated at high voltage 28 kV. The end caps
are held at ground potential. The field cage consists of a series of equi-potential rings
that segment the space between the central membrane and the anode planes into 182
divisions. The central membrane is attached to the central ring. To maintain a uniform
electric field, the rings are biased using resistor chains, creating a consistent voltage gra-
dient between the central membrane and the grounded end caps. This uniform electric
field is essential for the controlled drift of ionization electrons, enabling precise parti-
cle tracking and identification. As a result, a well-defined and uniform electric field of
approximately 135 V/cm is generated along the beamline, achieving an electron drift
velocity of 5.45 cm/us. Additionally, the magnetic field maintained by the magnet sub-

system is also aligned with the beamline, with a strength of 0.5 T in this analysis.
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Figure 2.6 The schematic diagram of a full readout sector. The inner subsector, positioned
on the right, consists of smaller pads arranged in rows with wider spacing. In contrast, the
outer subsector, located on the left, features larger pads that are more densely packed. This
picture is taken from Ref. [126].
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The readout system of the TPC is based on Multi-Wire Proportional Chambers
(MWPC) with readout pads. It is structured into modular units supported by aluminum
wheels, forming an array of 12 sectors arranged in a circular pattern, resembling a clock
face. This configuration ensures minimal spacing of 3 mm between sectors, creating a
compact and efficient readout system. As shown in Figure 2.5, the 12 readout sectors
are symmetrically positioned on both end-cap planes. The modular sector-based design
simplifies both construction and maintenance. Each readout sector is further divided
into inner and outer subsector. Figure 2.6 illustrate a full sector in the pad plane of TPC
end-cap before the iTPC upgrade. The inner subsector contains 13 pad rows, while the
outer subsector consists of 32 pad rows. With a total of 45 pad rows per sector, the
system enables up to 45 hits per track, ensuring comprehensive track reconstruction.
The outer subsectors feature continuous pad coverage with larger pads of size 6.2 mm x
19.5 mm, eliminating gaps between pad rows to enhance d E/dx resolution. This con-
figuration ensures full collection of the ionization signals along the track, increasing
the number of detected ionization electrons and improving the statistical accuracy of
d E/dx measurements. Additionally, the seamless pad arrangement contributes to bet-
ter tracking resolution by reducing position measurement errors through anti-correlation
effects between adjacent pad rows. The inner subsector was designed with smaller pad
size 2.85 mm X 11.5 mm, which helps relieve track merging at small radii in region of
high track density. This smaller pad size enhances two-hit resolution, making the inner
subsector highly effective for reconstructing tracks in regions with high particle multi-
plicity. However, the use of smaller pads necessitated a design trade-off, resulting in
separated pad rows instead of continuous pad coverage. This constraint was imposed by
cost considerations and the available packing density of front-end electronics channels.
As a result, while the inner subsectors significantly extend position measurements to-
wards smaller radii, its contribution to d E/d x resolution is somewhat limited. With the
1TPC upgrade in 2019, the inner subsectors are rebuilt with 40 new pad rows, while the
outer subsectors remain unchanged, increasing the total number of pad rows per sector
from 45 to 72. This expansion enables up to 72 hits per track, significantly enhancing
tracking capabilities. The additional pad rows in the inner subsector minimize gaps be-
tween them, resulting in continuous pad coverage, leading to improvement on d E/dx
resolution.

The TPC plays a crucial role in reconstructing charged particle trajectories and per-
forming particle identification (PID) by measuring ionization energy loss. The entire

process of obtaining track and particle information involves multiple stages, includ-
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ing drift electron detection, track reconstruction, momentum determination, and energy
loss-based PID.

As charged particles traverse the TPC, they ionize the working gas, producing ion-
electron pairs along their paths. The resulting ionization electrons drift towards one
of the readout end caps under a uniform electric field, moving at a drift velocity of
approximately 5.45 cm/us. To ensure accurate tracking, the TPC is equipped with a
laser calibration system that independently measures the drift velocity every few hours
using artificial tracks generated by laser beams [140-141]. These drifting electrons serve
as the primary means of reconstructing the trajectory of the ionizing particle.

Upon reaching the MWPCs near the readout planes, the electrons encounter a grid
of anode wires. In the high-field region surrounding these wires, avalanche multiplica-
tion occurs, amplifying the charge signal by a factor of 1000-3000. The positive ions
generated during the avalanche induce a measurable image charge on the segmented
readout pads. The signal of the charge induced from an avalanche is distributed across
multiple adjacent readout pads. The electronics system collects these signals, and the hit
position in the x-y plane is determined using a charge centroid reconstruction method.
By analyzing the distribution of induced charge over neighboring pads, this method
achieves a spatial resolution finer than the width of an individual pad. Additionally, the
MWPC measures the arrival time of the ionization electrons as they travel from their
ionization point to the anode plane. Using the event start time, which is established by
external detectors such as the VPD, the drift time can be determined. By combining
the measured drift time with the known electron drift velocity, the z-position of the ion-
ization point is accurately reconstructed. Given the (x, y, z) positions of the ionization
points, the full trajectory of the ionizing particle can be determined.

Since the TPC operates within a solenoidal magnetic field of 0.5 T along the lon-
gitudinal direction, charged particles follow helical trajectories due to the Lorentz force
acting perpendicular to both the magnetic field and their velocity. This results in cir-
cular motion in the plane transverse to the magnetic field (the x-y plane) and uniform
motion along the field direction (z-axis), producing a helix-shaped trajectory. The full
momentum vector of the particle can be extracted from the reconstructed helical path. In
the presence of a magnetic field B = B2, the momentum decomposes into a component

perpendicular to B (transverse) and one parallel to it (longitudinal):

where pr = p, X+ p,¥ is the transverse momentum (perpendicular to the magnetic field
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direction), and p; = p,2 is the longitudinal momentum (parallel to the magnetic field
direction). The Lorentz force only affects the transverse motion, causing the trajectory
to bend with radius R. To derive the transverse momentum from the observed curvature
of the trajectory in the magnetic field, we begin with the Lorentz force experienced by

a charged particle moving through a magnetic field:
Florentz = 90 X B. (2.2)

This force is always perpendicular to both o and B, which causes the particle to undergo
circular motion in the plane perpendicular to the field, i.e., the transverse x-y plane. The
radius R of this circular motion reflects the curvature of the track and depends on the
particle’s transverse velocity vy and the magnetic field strength. The magnitude of the

Lorentz force acting as the centripetal force for the circular motion is:
F = lqlvrB, 23)

where |q| is the absolute value of the particle’s electric charge and vy is the transverse
speed (the component of U perpendicular to f?). Meanwhile, the required centripetal

force to maintain circular motion is given by:

F=—=I, (2.4)

where m is the particle’s mass and R is the curvature radius of its circular path in the

x-y plane. Equating the Lorentz force and the centripetal force:

B mUZT 2.5
vrB=——. .
lglorB = — 2.5)
Recognizing that the transverse momentum is py = mvy, we finally obtain:

pr = lq|BR. (2.6)

This expression shows that the transverse momentum is directly proportional to the mag-
netic field strength and the radius of curvature. Thus, by measuring R from the track
curvature and knowing B, the transverse momentum py of the particle can be accurately
extracted from its trajectory. The total momentum of the particle can be extracted from
the curvature radius and the pitch angle of the helix, which is determined from the
geometrical shape of the reconstructed trajectory and reflects the ratio between longi-
tudinal and transverse motion. In addition, the sign of the particle’s electric charge is

determined from the direction of curvature: positively and negatively charged particles
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bend in opposite directions under the magnetic field, resulting in helices with oppo-
site handedness. Together, these features allow the TPC to determine the momentum
over charge and the charge sign of a particle with high precision. This provides essen-
tial information for tracking and event reconstruction, contributing to accurate particle
identification and kinematic analysis in high-energy collision events.

The energy loss of a charged particle as it traverses the TPC gas is a valuable
quantity for particle identification (PID). Theoretically, the d E/dx of a charged particle
as a function of its momentum p is described by the Bethe-Bloch equation:

dE _ 221 |1

1, 2me Ay T g2 _ 86
dx Ap2 |2 12 2 |

2.7)

where K = 4z N Ar?mec2 ~ 0.307075 MeV- mol~!-cm? is a proportionality constant,
z is the charge of the incident particle, and Z and A represent the charge number and
atomic mass of the medium, respectively. T,,,, refers to the highest possible kinetic
energy transferred in a single collision, I is the mean excitation potential characteristic
of the material, and 6 accounts for density-dependent effects. This equation describes
how charged particles lose energy through ionization as they move through a medium,
depending on their velocity and charge. Since different particles follow distinct energy
loss curves at a given momentum, the Bethe-Bloch equation provides a foundation for
PID by distinguishing various particle species based on their measured d E/d x values.

In the STAR TPC, as a charged particle traverses the working gas, it undergoes
collisions with gas molecules, causing atomic ionization and releasing ionization elec-
trons. The deposited energy of a charged particle is estimated by summing the charge
signals collected across multiple pad rows along its track. However, due to granularity
in the ionization process and statistical fluctuations described by Landau distribution,
the energy loss varies significantly across different track segments. In most ionization
process, only a few tens of eV are released, while in rare collisions, hundreds of eV
are lost, resulting in the production of more ionization electrons [142]. As a result, rare
high-energy losses can lead to the formation of large ionization clusters in certain short
track segments, causing unusually high energy deposition. This distorts the calculated
d E/dx and introduces significant statistical fluctuations, ultimately limiting the accu-
racy of measurements. Due to these fluctuations, measurement of d E/dx over short
track segments fails to provide a reliable representation of the actual energy loss. To
obtain a more reliable measurement of d E/d x, the truncated mean method is applied.
This approach removes the top 30% of the largest ionization clusters and averages the

remaining 70% of the collected energy loss samples. By excluding these high-energy
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outliers, the truncated mean method effectively mitigates the impact of statistical fluc-
tuations, yielding a more stable estimate of the most probable energy loss. Although the
truncated mean method significantly improves the accuracy of d E/d x measurements,
further studies have shown that directly fitting the entire d E/d x distribution with strag-
gling functions, which characterize statistical fluctuations in energy loss, provides a
more representative estimation of the most probable energy loss [143-144]. This ap-
proach enhances the calibration of d E/dx by correcting for systematic variations in
gas gain, detector response, and path length effects. By incorporating such modeling,
detector-dependent biases are reduced, improving particle identification (PID) perfor-

mance in the STAR TPC.
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Figure 2.7 Momentum dependence of d E/dx for positively charged particles measured by
the TPC. The curves represent the Bichsel expectation for each species [144]. The picture is
taken from Ref. [145].

Figure 2.7 illustrates the momentum dependence of d E/dx for charged particles
measured by the TPC. The bands corresponding to pions, kaons, protons, deuterons, tri-
tons and other light nuclei are presented in the picture, while the theoretical predictions
are depicted as the curves. As momentum increases, the bands gradually overlap due to
the convergence of the theoretical d E/d x values for different particle species.

Completed in 2019, the iTPC upgrade introduced a finer segmentation of the in-
ner pad plane and a renewal of the inner sector wire chambers, significantly enhancing
the performance of the TPC [127]. With the iTPC upgrade, the lower p; threshold
has been reduced from 125 MeV/c to 60 MeV/c, significantly improving sensitivity to
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Figure 2.8 Performance comparison of the TPC before and after the iTPC upgrade. The
improvements achieved with the iTPC include a lower p, threshold, enhanced tracking ef-
ficiency, extended # acceptance, and improved d E/dx resolution. The picture is taken from
Ref. [146].

low-momentum tracks compared to the previous TPC configuration. Additionally, the
1TPC measurements exhibit enhanced precision in both tracking and energy loss resolu-
tion. The pseudorapidity acceptance, previously constrained by tracking performance
and detector geometry, has been extended from || < 1.0 to || < 1.5, allowing for
more comprehensive coverage of particle trajectories. Figure 2.8 illustrates the recon-
structed pr distribution and the d E/dx resolution as a function of #, demonstrating the
improved performance resulting from the iTPC upgrade [146]. The increased accep-

tance enables measurements at smaller angles relative to the beamline, enhancing the

detector’s capability to explore a wider phase space. These advancements are essential
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for data collection in BES-II, particularly in the fixed-target (FXT) mode, where precise

tracking and extended acceptance are crucial.

2.2.2 Time of Flight

The STAR TOF system is desined with the primary goal of enhancing particle
identification, particularly in the high-momentum region, where the particle identifici-
tion using d E/dx from TPC become less effective. The TOF detector is bulit based
on Multigap Resistive Plate Chambers (MRPC) technology [147], The barrel Time of
Flight detector was installed in the STAR experiment in 2010. By precisely measuring
time intervals along with track momentum and position information from the TPC, the

TOF system significantly enhances the particle identification capability.
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Figure 2.9 Schematic diagram of an MRPC module. The top view represents the long edge,
while the bottom view corresponds to the short edge. The figure is taken from Ref. [129].

The TOF system consists of 120 trays, covering the entire cylindrical surface
of STAR’s TPC, providing full azimuthal acceptance and a pseudorapidity range of
7| < 0.9 [128-129]. Each tray contains 32 MRPC modules, with each module having
6 readout channels. Figure 2.9 illustrates the side and end views of an MRPC module.
The upper and lower views in the figure correspond to the long and short edges, respec-
tively. Each MRPC module consists of a stack of 7 resistive plates, comprising five 0.54

mm-thick inner glass plates and two 1.1 mm-thick outer glass plates, separated by six
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220 ym-wide gas gaps. The gaps are filled with a gas mixture of 95% Freon R-134a and
5% SF¢ at STAR. Isobutane improves the timing resolution, while SF¢ suppresses large
avalanches (“streamers”), preventing unwanted signal distortions. Graphite electrodes
are applied to the outer surfaces of the wider outer glass plates. When a high voltage is
applied across these electrodes, a strong and uniform electric field is generated within

the gaps, ensuring efficient charge multiplication and signal detection.
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Figure 2.10 Efficiency (open circles), time resolution (solid circles, in ps), and average signal
total charge (triangles, in ADC bins with 0.25 pC/bin) as functions of the applied voltage for
the STAR MRPCs at an instantaneous beam rate of 200 Hz/cm>. The figure is taken from
Ref. [129]

As a charged particle traverses the MRPC, it ionizes the gas within the gaps, gen-
erating primary ionization electrons along its trajectory. The strong electric field inside
the gaps induces Townsend avalanche amplification, significantly amplifying the ini-
tial ionization signal. Due to the resistive nature of both the electrodes and glass plates
(with volume and surface resistivities on the order of 10'> Q/cm and 10° Q, respec-
tively), they are transparent to the induced charge from avalanches. The induced charge
from avalanches from all gas gaps are collected on the copper readout pads positioned
outside the electrodes. Each readout pad layer contains a row of six pads. Figure 2.10
presents the detection efficiency, time resolution, and average signal charge as func-
tions of the applied voltage, for the STAR MRPCs from CERN test-beam experiments.

The results demonstrate a broad voltage plateau, achieving a high detection efficiency
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(>95%) and a sub-one hundred picosecound time resolution.

The TOF system determines time intervals using two detectors: an event “start”
detector, the VPD, and a charged particle “stop” detector, the barrel of MRPCs. The start
time (¢1) is provided by the VPD, while the stop time (#,) is determined by the MRPC
barrel. The time interval for the particle’s flight is then given by At = ¢, — ;. With the
path length (L) obtained from the TPC, the inverse velocity (1/f) of the charged particle
is given by: | A

cAt
3 == (2.8)
where c is the speed of light. The relationship between inverse velocity and particle
momentum provides the foundation for the system’s particle identification capabilities.
The track momentum and the corresponding inverse velocity allow for the determination

of the charged particle’s mass, given by:

(2.9)
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Figure 2.11 Momentum dependence of particle m2/q2. The bands of z*, K™, p, He, d, “He,
®Li, ¢, and ®*He are presented. “He and °Li share the same m°/q° as d, while °He shares the same
m?/q” as t. The figure is adapted from Ref. [145].

Figure 2.11 presents the m?/q® distribution as a function of momentum. As shown,
the TOF system provides additional mass information for particle identification (PID).
In Figure 2.7, the d E/dx distribution from the TPC illustrates how certain particle

species, such as kaons, pions, protons, deuterons, tritons, as well as 3He and 4He, tend
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to merge at higher momenta, making them indistinguishable using d E/d x alone. How-
ever, as demonstrated in Figure 2.11, these overlapping particles can be effectively sep-
arated using the measured m?/g” values from the TOF system. The TOF system signif-
icantly enhances PID capabilities, especially at higher momentum, where d E/dx alone

is insufficient for distinguishing particles.

2.3 Beam Energy Scan Phase II Program

The BES program aims to explore the QCD phase structure by varying the center-
of-mass energy of heavy-ion collisions [148]. Conducted from 2010 to 2017, the first
phase of the Beam Energy Scan (BES-I) covered Aut+Au collisions at y/syx = 7.7 to
200 GeV, corresponding to a baryon chemical potential (y5) up to approximately 400
MeV. The results from BES-I provided indications of interesting physics, including the
QGP turn-off, ordered phase transition, and QCD critical point at collision energies
below 20 GeV [148-152].

Initial and average luminosities in Beam Energy Scans I and II
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Figure 2.12 Comparision of BES-I (blue) and BES-II (red) luminosity with Au beams at
RHIC. Red circles and blue squares represent the average luminosity. A small horizontal bar
marks the initial luminosity. The average luminosity at 9.2 GeV during BES-I is interpolated
based on data collected at 7.7 and 11.5 GeV. At the two lowest energies LEReC was used. The
figure is taken from Ref. [153].

To further investigate the QCD phase diagram, RHIC conducted the BES-II pro-
gram from 2018 to 2021 [103, 146, 154]. BES-II aimed to extend the exploration to
higher baryon chemical potentials with high-statistics data collection, covering a col-
lision energy range of /sy n = 3 to 54.4 GeV in Au+tAu collisions. To improve data
statistics at low energies, the low-energy electron cooling (LEReC) system [155-156]

was implemented to enhance luminosity. As shown in Figure 2.12, both the average lu-
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minosity and the initial luminosity in BES-II, presented in blue markers, are increased
than that in BES-I ,presented in blue marker for same collision energy. At low colli-
sion enwergies, the LEReC To enhance data statistics at low collision energies, the Low
Energy RHIC electron Cooler (LEReC) system [155-156] was implemented to signifi-
cantly boost luminosity. As demonstrated in Figure 2.12, the BES-II program achieved
remarkable improvements over BES-I, with blue markers indicating both higher average
luminosity (by a factor of approximately 4-11 across different energies) and enhanced
initial luminosity at equivalent collision energies. The most substantial gains were ob-
served at the two lowest energies (9.2 and 7.7 GeV/nucleon), where LEReC system is
implemented. This upgrade is particularly crucial for exploring the high baryon density
region of the QCD phase diagram, where traditional luminosity limitations had pre-
viously constrained experimental capabilities. Additionally, several detector upgrades
were introduced during BES-II, including the iTPC, eTOF, and EPD, improving particle
PID with wider pseudorapidity coverage.
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Figure2.13 BES-I collider (gray), BES-II collider (red), and BES-II fixed target (blue) modes
at RHIC. The figure is taken from Ref. [157].

To access even lower collision energies, a fixed-target mode was introduced, allow-
ing for collisions down to \/m = 3 GeV in AutAu collisions [103, 146, 154, 158].
The datasets collected at BES-II including both collider and fixed target modes in dif-
ferent collision center-of-mass energies and corresponding up values, compared with
BES-I datasets, are shown in Figure 2.13. The BES-II program extends the up range
from approximately 400 MeV up to 700 MeV.

The FXT mode setup of STAR detector is illustrated in Figure 2.14. The fixed
target, shown in Figure 2.15, is a thin gold foil with a thickness of 250 ym. The target
thickness is selected to minimize in-time pileup and beam energy loss associated with a
thicker target while preventing excessive heating and potential melting that could occur

with a thinner target. The target is positioned at z = 2.01 m on the west side of the
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Figure 2.14 The fixed target setup of the STAR detector.
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Figure 2.15 The gold target foil
used in the fixed target mode. The

Fi 2.16 Th ition of the gold t t foil
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(orange band) in the fixed target mode in the x-
y plane.
STAR detector and is placed 2 cm below the beam axis. The x—y position of the target

foil is indicated by the orange band in Figure 2.16. The beam, traveling from east to

west, collides with the fixed target to generate the collision events.
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Chapter 3 Experimental Analysis Details and Techniques

3.1 Dataset and Event Selection

3.1.1 Dataset and Trigger

The dataset used in this analysis comes from Au+Au collisions conducted in fixed
target mode at center-of-mass energies m = 3.0, 3.2, 3.5, and 7.2 GeV. These
collisions were recorded during the years 2018, 2019, and 2020. Table 3.1 provides a
detailed summary of the dataset, including the corresponding beam energies, the mid
rapidity in lab frame that corresponds to mid-rapidity value O in the center-of-mass

frame (y,,;q), trigger IDs, and production tags.
Table 3.1 Summary of data with fixed target mode used in this analysis

System | y/syy (GeV) | Eym (GeV) | ynq | Year | Trigger ID | Production Tag
AutAu 3.0 3.85 -1.045 | 2018 620052 P19ie
AutAu 7.2 26.5 -2.03 | 2018 630052 P19ie
AutAu 32 4.59 -1.14 | 2019 680001 P21id
AutAu 3.5 5.75 -1.25 | 2020 720000 P21id

The beam energy per nucleon, E ., corresponds to the center-of-mass energy
per nucleon pair, /sy, listed in Table 3.1. The relation between E ., and 1/syy 10

fixed-target mode is given by:

VNN = \/2m2 + 2, By (3.1)

where m, = 0.9311 GeV/c? is the rest mass of a nucleon.

The beam-going direction (the yellow beam from west towards east) is defined as
the negative z-axis in the laboratory frame in this analysis. However, in the center-of-
mass frame of fixed-target mode, the beam-going direction is defined as the positive
direction. Therefore, a sign flip is required to match the conventions between the lab
and center-of-mass frames. This value, .4, is used to shift rapidities from the lab

frame into the center-of-mass frame via:

Yem = = (Viab — Ymid) - (3.2)

Here, y,,;q represents the rapidity of the center-of-mass frame with respect to the labora-
tory frame. In other words, it is the rapidity in the laboratory frame that corresponds to
mid-rapidity (y = 0) in the center-of-mass frame, or the rapidity in the center-of-mass

frame that corresponds to mid-rapidity (y = 0) in the laboratory frame.
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This analysis utilizes data collected with a minimum bias trigger, designed to min-
imize selection bias by avoiding strict criteria during data collection [159-160]. Trigger
IDs 620052 and 630052 correspond to the ‘bbce tofmultl’ trigger, which requires a
valid signal from the BBC on the east side and at least one particle detected by the TOF
detector. Trigger IDs 680001 and 720000 correspond to the more inclusive ‘epde-or-
bbce-or-vpde-tof1’ trigger. This trigger activates if any one of the EPD, BBC, or VPD
on the east side detects a signal, along with at least one particle identified by the TOF

detector.

3.1.2 Bad Run Selection

A run refers to a continuous period of data collection during which the detector
system operates under fixed experimental conditions. Each run typically lasts from a
few minutes to about half an hour and contains a large number of recorded collision
events. The full datasets used in this analysis consist of thousands of such runs. To
ensure reliable physics results, it is necessary to exclude runs with significant detector
or DAQ (data acquisition) issues. These bad runs can introduce systematic biases and
degrade data quality.

For the m = 3.0, 3.2, and 3.5 GeV datasets, official bad run lists provided
by previous STAR analyses were used. These are based on established detector quality
criteria [161-163].

However, no official bad run list was available for the m = 7.2 GeV dataset
at the time of this analysis. Therefore, a custom bad run selection procedure was per-
formed, based on both event-level and track-level quantities. Here, we explain some
key variables used for run quality assessment.

1. Event-Level

* Position of the primary vertex (PV): V,, V|, V, (coordinates of reconstructed PV)

* Radial vertex offset: V, = \/ (Vy = x0)* + (V}, = yp)? (relative to collision center
in the transverse plane (xg, ¥,))
* Multiplicity measures:
— RefMult: multiplicity of primary charged particles within |7| < 0.5
— gRefMult: RefMult by global tracks
2. Track-Level
 nHitsFit: number of TPC hits used in track fitting
* DCA: distance of closest approach to primary vertex

* n: pseudorapidity
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* ¢: azimuthal angle
The steps are as follows:
1. For each variable of interest, the mean value (v) is calculated as a function of run
index.
2. The overall mean m and standard deviation ¢ of the (v) distribution are calcu-
lated.
3. A runis rejected if |(v) — ml > 30.
4. The procedure is repeated once after removing the initially rejected runs.
This statistical filtering approach identifies runs that deviate significantly from the norm,
ensuring consistent data quality. The runs rejected in this process are listed in Table 3.2,

and rejection results are visualized in Figure 3.1.
Table 3.2 Bad runs identified in the /s, = 7.2 GeV FXT dataset.

Bad Run IDs

19159043 19159046 19160032 19160033 19160034 19160035 19160036 19160037
19160038 19160039 19160040 19160041 19160042 19160043 19160044 19161001
19161020 19161021 19161022 19161023 19161024 19161025 19161026 19161027
19161028 19161029 19161030 19161034 19161035 19161036 19161037 19164001
19164022 19164023 19164024 19164025 19167053 19168041 - -

3.1.3 Event Level Selection

In relativistic heavy-ion collisions, the position of the primary vertex is typically
described by a set of coordinates (V, vy V,). After track reconstruction in the Time
Projection Chamber, the primary vertex position can be determined. To ensure that se-
lected events fall within a reasonable detector acceptance, a vertex cut of V7, is applied.
Furthermore, to suppress background events from beam-pipe interactions, a radial ver-
tex |V, | cut is applied based on the transverse distance of the vertex from the collision
center in the transverse (x—y) plane (x, yy). The (x;, ) are determined by the (V, V)
distributions from all the collision events, differ slightly in different collision energies.
An example of the determination of (x, yo) for the 1 /sy = 3.2 GeV dataset is shown
in Figure 3.2. The V, distribution for the \/m = 3.2 GeV dataset is also presented
in Figure 3.3. The specific vertex selection criteria applied in different datasets are
summarized in Table 3.3.

The total number of minimum bias events used in this analysis is approximately

251x10%at /sy =3.0GeV, 148 x 10% at /sy y = 7.2GeV, 192x 10% at /sy v =
3.2GeV, and 113 x 10% at /sy = 3.5GeV.
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Figure 3.2 Determination of the vertex cen-  Figure 3.3 Distribution of the longitudinal

ter position (x,, y,) in the transverse plane for ~ primary vertex position V. for /syy =
Syny = 3.2GeV collisions. The center is 3.2 GeV collisions.

slightly shifted from the nominal position at

(0, —2) cm to approximately (—0.4, —1.95) cm.

Table 3.3 Vertex selection criteria for different datasets.

Sy (GeV) | Year V, Cut V. Cut
3.0 2018 | 198cm < V, < 202cm Ve + W, +22 < 15cm
72 2018 | 198cm < ¥, < 202cm Vi + (0, +22 < 150m
32 2019 | 1980m <V, <202em | (/(V, + 047 + (¥, + 195 < 2em
35 2020 | 198cm <V, <202em | 1/(V, +0.3) + (¥, + 1.98)* < 2em

3.1.4 Centrality Determination

For fixed-target experiments, the FXT multiplicity (FXTRefmult) is defined as the
number of primary tracks in a single event after event-level cuts have been applied. Col-
lision centrality classes are then determined by fitting the charged-particle multiplicity
distribution with a Monte Carlo Glauber model [35].

For each energy, the centrality definitions follow those established in STAR official
studies [161-164]. Table 3.4 summarizes the FXTRefmult cut ranges used to define

collision centrality classes at each beam energy.

3.2 Particle Signal Extraction

3.2.1 Track Quality Cuts

In this analysis, signal reconstruction is mainly performed using tracking and ion-
ization energy loss information from the TPC. To ensure good tracking quality and reli-

able momentum reconstruction, a minimum of 15 TPC hits (nHitsFit > 15) is required
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Table 3.4 FXTRefmult cuts for centrality definition at various collision energies.

Centrality | 3.0 GeV | 7.2 GeV | 3.2 GeV | 3.5 GeV
0-5% 142-195 | 191-240 >200 >217
5-10% 119-141 | 154-190 | 169-199 | 181-216
10-15% 101-118 | 124-153 | 144-168 | 152-180

15-20% 86—-100 | 100-123 | 122-143 | 128-151
20-25% 72-85 80-99 | 104-121 | 108-127
25-30% 60-71 64-79 87-103 | 89-107
30-35% 50-59 50-63 72-86 73-88
35-40% 41-49 39-49 59-71 59-72
40-45% 3340 30-38 48-58 47-58
45-50% 26-32 22-29 3847 37-46
50-55% 21-25 1621 30-37 28-36
55-60% 16-20 12-15 23-29 22-27
60-65% 12-15 9-11 1722 16-21

65-70% 9-11 68 13-16 12-15
70-75% 7-8 4-5 9-12 8-11
75-80% 5-6 2-3 6-8 67

for each track in all lifetime measurements at /sy = 3.0, 3.2, 3.5, and 7.2 GeV. For
the yield measurement at \/m = 3.2 GeV, a stricter requirement of nHitsFit > 20 is
applied.

To suppress contributions from split tracks—where a single particle may be recon-
structed as multiple tracks due to spurious hits in different TPC sectors—a requirement
on the hit ratio is also applied. The ratio of fitted hits to maximum possible hits, nHits-
Fit/nHitsPoss, is required to be greater than 0.52 for each tarck. This ensures that the
number of fitted points exceeds 52% of the maximum expected hits for a given track,
thus effectively rejecting poorly reconstructed or duplicated tracks.

Furthermore, a cut on the TPC dEdxError (Error of dE/dx) is applied at \/m =
3.0 and 7.2 GeV, requiring 0.04 < dEdxError < 0.12, which is effective in eliminat-
ing split tracks due to poor ionization measurement quality. However, in the 3.2 and
3.5 GeV datasets, a significant fraction of tracks have dEdxError values of zero due to
data quality issues in those productions. Therefore, instead of applying a dEdxError
cut, a minimum requirement of nHitsDedx > 5 is used at 3.2 and 3.5 GeV to ensure

sufficient hits for dE/dx.

3.2.2 Particle Identification Recalibration

The daughter particles in this analysis are identified using the ionization energy
loss (d E/dx) information from the TPC. Two variables are utilized for PID: d E/dx and
the derived quantity dEdxPuLL (or n,), both plotted as a function of particle rigidity
(p/q, where g is the particle charge). The dEdxPuLL is defined as:

57



Chapter 3 Experimental Analysis Details and Techniques

dEdxPulLL = L ln( (dE/dx) >,
CdE/dx (dE/dx)gichsel

where (dE/dx) is the measured energy loss, (d E/dx)g;.pse 1S the expected value from

(3.3)

the Bichsel model, and o4f/4, 1s the corresponding measurement uncertainty. To im-
prove PID accuracy, both dE/dx and dEdxPuLL can be recalibrated using pure particle
samples selected via mass-squared (m?) information from the TOF detector.

Although TOF is not used directly for particle reconstruction in this analysis, the
m? vs. plq distribution plays a key role in calibrating the d E/dx-based selections. Fig-
ure 3.4a present the m? as a function of p/q from TOF and TPC, based on which we

can choose m>

range to get purer particle samples to determine the PID. For pions, we
select —0.1 < m? < 0.15; for protons, we select 0.5 < m? < 1.5; for He, we select
1.5 < m?* < 2.5 (GeV/c?)?; for *He, we select 2.5 < m? < 4.5 (GeV/c?)?. Under nar-
row p/q bins, the distributions of dEdxPulL.L and d E/dx are fit with Gaussian functions
to extract the mean and width. This allows recalibration of PID.

The calibrated d E/dx-based PID selections for *He and *He at V/$nn = 3.0 and
7.2 GeV are shown in Figure 3.5. Particle identification is performed within the rigidity
range 0.4 < p/q < 6.0 GeV/c, and tracks outside this range are excluded. For 3He, the
upper PID band retains 2.5¢ of the calibrated distribution. The lower band is defined
differently depending on rigidity: for p/q > 0.85GeV/c, a 3.00 band is used, while
for p/q < 0.85GeV/c, a tighter 1.5¢ band is applied to suppress triton contamination.
For “He, both the upper and lower PID bands retain 2.5¢ of the distribution calibrated
from the 7.2 GeV dataset. At y/syn = 3.0 and 7.2 GeV, the n, distributions of protons
and z~ are symmetric and centered around zero. Therefore, a uniform PID selection of
|n,| < 3 is applied to both protons and z~ at these energies.

The calibrated d E/dx and dEdxPuLL distributions for PID at /sy =3.2 and 3.5
GeV are presented in Figures 3.4 and 3.6. At these energies, the n, distributions of
protons and z~ are distorted, with their means deviating from zero. To ensure reliable
particle identification, dEdxPuLL-based cuts are applied using momentum-dependent
selection windows.

At \/syn = 3.2GeV, the following PID windows are used: For 3He, a stan-
dard +30 band is applied for tracks with 0.4 < p/q < 4GeV/c, and a window of
2 < dEdxPuLL < 8 is used for p/q > 4GeV/c. For 7, a +30 selection is applied
for p/qg < 4GeV/c, and a window —2 < dEdxPulL < 6 is used for p/q > 4 GeV/c.
For protons, a standard +30 band is applied for p/q < 1.6 GeV/c; for p/q > 4 GeV/c,
the selection is switched to —2 < dEdxPuLL < 5, and in the intermediate region
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1.6 < p/q < 4GeV/c, an asymmetric window of —2¢ to +30 is applied.

At y/syn = 3.5GeV, similar momentum-dependent PID cuts are used with
slightly modified boundaries: For *He, a standard +3¢ PID selection is applied for
0.4 < p/qg < 4GeV/c, and the window 2 < dEdxPulLL < 8 is used for p/g > 4 GeV/c.
For ™, a standard +30¢ band is used for p/q < 3.5 GeV/c, while for p/q > 4 GeV/c, the
window is —2.5 < dEdxPuLL < 5.5. For protons, the selection is again divided: for
plq < 1.6 GeV/c, a +30 band is used; for 1.6 < p/q < 4 GeV/c, an asymmetric window
of =20 to 430 is applied; and for p/q > 4 GeV/c, a selection of —2.5 < dEdxPuLL < 5

is applied.
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(a) m* vs. p/q for TOF-selected particles (b) Recalibrated d E/dx vs. p/q for *He

Figure 3.4 TOF-based calibration and TPC-based PID distributions in Au+Au collisions at
/Sxn = 3.2GeV. (Left) m* distribution used to select pure particle samples for calibration.

(Right) Calibrated d E/dx vs. p/q for *He, with red open circles representing the +3¢ PID band.

3.2.3 Particle Reconstruction Channels and KFParticle Package

In this analysis, 3 H and f\H are reconstructed through their two-body mesonic weak

decay channels:
3H— ‘He+ 7, (3.4)
H— *‘He+n. (3.5)
The f\He hypernucleus is reconstructed via its three-body decay mode:
j‘\He - *He+p+7n_. (3.6)

The daughter particles (z~, p, *He, and *He) are identified using ionization energy loss
measurements from the TPC, as described in the previous section.

The KF Particle package [165-166] is employed to reconstruct the hypernuclear
candidates in this study. In the KF Particle, each particle is represented by an 8-
dimensional state vector that includes the position (x, y, z), momentum (p,, p,, p.), en-

ergy (E), and the flight length parameter (s = //p), where [/ is the path length and p is
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Figure 3.5 TPC energy loss (d E/dx) as a function of particle rigidity (p/q) in Au+Au colli-
sions at /s, = 3.0 and 7.2 GeV collected in 2018. The red solid lines shows the calibrated

means of *He at 3.0 and 7.2 GeV. The *He PID bands are indicated by the red dashed lines.
Similarly, the green dashed lines represent the “He PID band, and the green solid line shows
the corresponding mean at 7.2 GeV.
the total momentum of the particle. The reconstructed state vector and its associated
covariance matrix C contain all the necessary information about the particle, including
uncertainties and correlations of its parameters, and the y? quantities during reconstruc-
tion, which are essential for assessing the quality of the reconstruction. The estimation
of'the mother particle (the decay vertex) is iteratively updated through an iterative fitting
procedure over all daughter particles using the Kalman filter algorithm. This allows for
precision and efficiency reconstruction of short-lived particles.

Figure 3.7 presents schematic illustrations of hypernuclear decay topologies. Panel
(a) shows the two-body decay of f\H or j‘\H, and panel (b) shows the three-body decay
of j‘\He. These diagrams highlight the geometric and statistical variables used in the
KFParticle reconstruction framework.

The following is a description of the key topological observables:

* DCA (Distance of Closest Approach): Measures the minimum distance between
two particle trajectories (e.g., decay daughters) or between a track and the primary
vertex. A small DCA between daughters supports a common origin from a sec-
ondary decay, while a large DCA to the primary vertex suggests the particle is
not primary.

* Decay length /: The distance from the reconstructed decay vertex to the primary

vertex, representing the flight path of the mother hypernucleus.

60



Chapter 3 Experimental Analysis Details and Techniques

dEdxPull
dEdxPull

-
q

H
H
H
H
H
H
3

1

6
p/q[GeVic]

(a) *He dEdXPuLL vs. p/gat \/syy =3.2GeV  (b)’He dEdXPuLL vs. p/gat /sy = 3.5 GeV

p/q[GeV/c]

_ = 10
> >
[a o 8
5 1>3< 10°
5 5 of

Aroos | = 10"
2
0 10°
-2}
_a 10?
-6 10
-8
e ) 6 gt
p[GeVIc] p[GeVic]

(¢) z~ dEdxPuLL vs. p/q at /sy = 3.2 GeV (d) z~ dEdxPuLL vs. p/g at y/sy 5 = 3.5 GeV
= 15 = 15 .
o o 10
X x
0 10 10° hi
© o 10*

10*
10°
10°
................ 10?
10?
=5 10 -5 : 10
I R S S 14 4 5 6 7 8
p/q[GeVic] p/g[GeV/c]

(e) Proton dEdxPuLL vs. p/q at /syy = (f) Proton dEdXPuLL vs. p/q at /syy =

3.2 GeV 3.5 GeV
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Figure 3.7 Schematic illustrations of weak decay topologies for hypernuclei. Common topo-
logical observables, such as the DCA, decay length, and KFParticle-specific statistical quanti-
ties (e.g., y>-based variables), are annotated.

* Decay length significance //Al: The decay length normalized by its uncertainty.

A large value implies a well-separated and precisely reconstructed secondary de-

cay vertex.

2 .
A prim’

the primary vertex.A small value suggests that the track is compatible with orig-

The y? value representing the deviation of a single daughter track with

inating from the primary vertex, whereas a large value indicates that the track is
more likely to come from a secondary decay.
. ;(tzopoz The y? between the reconstructed mother particle trajectory and the pri-
mary vertex. This variable tests whether the hypernucleus is consistent with orig-
inating from the primary vertex. A large value favors a secondary origin.
;(%IDF: The y? for the fit of daughter tracks to a common secondary vertex. A low
)(I%IDF indicates a good quality decay vertex; a high value suggests poor vertex

compatibility, often associated with background.

2 .
)(prim,p—ﬂ'

originate from the primary vertex. A large value suggests that the pair is unlikely

The y? of the combined proton and pion tracks when constrained to
to be primary and instead likely comes from a secondary decay.

The topological cut selections used for each beam energy and particle type are

summarized in the following section.
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3.2.4 Analysis Cuts

The topological cuts applied in this analysis for different beam energies (m =
3.0,3.2,3.5, and 7.2 GeV) are summarized in Tables 3.5, 3.6, and 3.7.

At /syny = 7.2 GeV, the topological selections for f\H are listed in Table 3.5.
For f\H, the listed cuts correspond to the pre-topological selections applied before the
multivariate training.

For the reconstruction of f\H at \/m = 3.0 GeV, topological selections listed in
Table 3.6 are applied. To optimize the signal significance, these selections are adjusted
according to different transverse momentum (py), rapidity, and centrality intervals.

At \/m = 3.2 and 3.5 GeV, topological selections for reconstruction of j‘\He are
applied as shown in Table 3.7. In addition to vertex quality and track-level cuts, invari-
ant mass selections are imposed to further suppress combinatorial background. Specif-
ically, the mass windows 1.075 < M(px) < 1.112 GeV/c? and 3.74 < M(p 3He) <
3.768 GeV/c? are applied. These cuts reduce the background for the three-body decay
reconstruction. A looser thopo cut is applied in the 3.2 and 3.5 GeV analyses compared
to 3.0 GeV, due to a significant efficiency dip observed in the —1.5 < n,;, < —1 region.
This dip is caused by worsened ;(t%po and )(grim of *He distributions related to possi-
ble track splitting of *He and mis-modeling in embedding after the iTPC upgrade. The

looser cut helps reduce this effect and ensures stable efficiency across 7.
Table 3.5 Topological cuts for JH and | H lifetime analysis at /s,y = 7.2 GeV.

Cut Variable H [ AH
Decay length / [cm] | > 1 > 1
1Al >3 >3

Hiopo <5 | <4

XoF <10 | <4

Xovienn >1 | >10
;(zmﬁe > 1 >3

3.2.5 TMVA Training

To enhance the purity of the ?\H signal at \/m = 7.2 GeV, amultivariate analysis
is performed using the Toolkit for Multivariate Data Analysis (TMVA) [167]. A Boosted
Decision Tree (BDT) is trained with rotational background events as the background
sample and well-weighted embedded Monte Carlo f\H tracks as the signal sample.

Before applying the BDT training, a set of pre-topological cuts is imposed on f\H
candidates, listed in Table 3.5. The BDT model is then trained to distinguish signal from

63



Chapter 3 Experimental Analysis Details and Techniques

Table 3.6 Topological cuts for > H production analysis at /s, v = 3.2 GeV for different

centralities.
Cut Variable 0-10% Centrality | 10-40% Centrality
Xiopo <12 <12
Ko >0 > 0
pr [GeV/c] >22 > 2.1
Rapidity range -1<y<-05 -1<y<-05
Decay length / [cm] >3 > 1
1Al >9 >3
x: >2 >2
XDE <4 <5
Out of the above p; and rapidity range
Decay length / [cm] >3 >5
/Al >3 >3
x2 >2 > 2
)(,%IDF <7 <7
Table 3.7 Topological cuts for {H lifetime analysis at /s, = 3.0, 3.2, and 3.5 GeV.
Cut Variable 3.0 GeV 3.2/3.5 GeV
Decay length [ [cm] > 7 >17
/Al > 8 > 8
Kiopo <25 < 10
JRDF <4 <5
Krimr > 15 > 20
Kovions > 15 > 10
}({im,He >3 >2
Xiim,p—ﬂ > 10 >4
DCA(He, p, x) [cm] <1 <1
DCA hierarchy - DCA(He) < DCA(p) < DCA(x)

background based on topological variables. Figure 3.8 shows the training performance,
including the overtraining check (left) and the cut efficiency curve (right). The optimal
BDT response threshold is selected by scanning for the point of maximum f\H signal
significance. The default BDT selection used in this analysis corresponds to a BDT

response value greater than 0.0602.

3.2.6 Hypernuclei Signal Reconstruction

To suppress edge effects and minimize possible mismatches between data and sim-
ulation, fiducial acceptance cuts are applied consistently to both real and embedded
events in lifetime analysis. These cuts help reduce effects from imperfect detector ge-
ometry descriptions in simulations, particularly where acceptance may differ signifi-
cantly due to geometry mismatches.

Figure 3.9 and 3.10 show the distributions of transverse momentum versus center-
of-mass rapidity (pr vs. ycy) for reconstructed f\H and j‘\H candidates at \/m =
7.2GeV. The corresponding acceptance distributions for f\He at \/m = 3.0, 3.2,
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Figure 3.8 TMVA-BDT training results for f\H at \/syn = 7.2 GeV: (a) overtraining check
comparing signal and background distributions in training and test samples, and (b) signifi-
cance scan for optimal BDT response cut.

and 3.5 GeV are shown in Figures 3.11-3.13. In all plots, the fiducial cut regions are
indicated by solid red boundaries. The target rapidity boundary in the center-of-mass
frame, Yo target» Varies with the beam energy: yowm arget = —2.03 at /sy = 7.2 GeV,
Yemarget = —1.045 at \ /sy = 3.0 GeV, you arget = — 114 at /sy = 3.2 GeV, and
YoMitarget = —1.25 at /sy = 3.5 GeV.

The reconstructed signals, corresponding background estimates, extracted signal,
and acceptance distributions are presented in Figures 3.9-3.13. Clear signal peaks are
observed for all channels above the estimated combinatorial backgrounds. The back-
ground estimation methods vary across beam energies:

« At /syny = 7.2 GeV, for both f\H and f\H, the background is con-
structed by rotating all z~ tracks in the transverse plane at eight fixed angles:
45°,90°,135°,180°,225°,270°, and 315°, generating uncorrelated combinations.

* At \/syny = 3.0 GeV, for f\He, the background is estimated using an event-
mixing technique. In this method, uncorrelated background are constructed by
combining 3He tracks from one event with (p, #7) pairs taken from an another
similar events within the same centrality.

* At \/syny = 3.2 and 3.5 GeV, the background for f\He 1s estimated using a track
rotation method. Specifically, the *He tracks are rotated in the transverse plane
by random angles uniformly distributed between 10° and 350°, repeated 20 times
for *He.

These estimated combinatorial backgrounds reproduce the true background shapes rea-

sonably well, as shown in Figures 3.9-3.13.
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Figure 3.12 j‘\He signal reconstruction at /s, , = 3.2 GeV. Top-left: foreground and scaled
rotational background; top-right: extracted signal fit; bottom: p;, vs. y- acceptance with
fiducial cuts shown in red.
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3.3 Lifetime Analysis

The lifetime extraction procedure follows the method used in Ref. [86]. We be-
gin by extracting the raw signal counts in bins of proper length L/fy, from which the
binned yield AN,

reconstruction efficiency as a function of L/fy using the formula:

/A(L/Py) is obtained. These raw yields are then corrected by the

aw’

AN _ 1 ANy
A(L/By)  e(LIBy)  A(LIBy)

To obtain the continuous d N/d(L/fy) distribution, a bin-shifting correction is ap-

(3.7)

plied to the efficiency-corrected yields. The lifetime 7 is extracted by fitting an ex-
ponential function to the corrected distribution of signal counts as a function of L/fy,

where L is the decay length. The functional form used in the fit is:

N(L/By) = Nyexp <_ﬁchr> , (3.8)

where N, is the normalization constant, fy is the Lorentz factor, and c is the speed of
light. The inverse of the negative slope of the fitted function, multiplied by c, yields the

measured lifetime .

3.3.1 Raw Signal Extraction in L/fy Bins

1. \Hand {Hat /sy = 7.2 GeV

The signal yields of f\H and j‘\H are extracted using a bin-counting method applied
within several L/fy intervals. A fixed mass window is used in each bin: 2.988 <
M(*Her™) < 2.997 GeV/c? for 3H, and 3.919 < M(*Her™) < 3.929 GeVi/c? for
f\H, corresponding to three times the width of the mass peak. The following five L/fy
intervals are used:

(2, 8, 12, 16, 22, 40] cm.

Invariant mass distributions for the 2-body decays f\H — 3He+7~ and j‘\H — ‘He+7~
in each L/fy bin are shown in Figures 3.14 and 3.15, respectively.

The combinatorial background is estimated using a rotational method, where
daughter z~ tracks are rotated in the transverse plane by 8 fixed angles to generate
statistically uncorrelated background candidates. These backgrounds are then scaled
according to the ratio of yields in the sideband regions between data and background dis-
tributions. The sideband regions are defined as follows: for iH, 3.006 < M (3 Hex™) <
3.028 GeV/c?; for f\H, 3.938 < M(*Hex ™) < 3.950 GeV/c?. These regions are located
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approximately 8 to 15 or 20 mass widths away from the respective mass peaks, and are
marked with dotted lines in Figure 3.14 and 3.15.

After subtracting the scaled background from the raw spectra, the residual distri-
butions are fitted with a linear function in the residual-fit ranges: 2.950 < M (3 Her™) <
2.984 and 3.005 < M (*Hez™) < 3.040 GeV/c? for 3 H; 3.893 < M (*Hex™) < 3.908
and 3.940 < M (4H67L'_) < 3.955 GeV/c? for j‘\H. The resulting fits, shown as red lines
in Figures 3.14 and 3.15, are found to be close to zero, confirming the robustness of the
background subtraction.

2. \Heat \/syy = 3.0 GeV

The signal yields of j‘\He at \/m = 3.0 GeV are extracted using a bin-
counting method applied in several L/fy intervals. A fixed 30 mass window, 3.919 <
M (pﬂ_3He) < 3.927 GeV/cz, is used as the counting window in each bin. The follow-

ing four L/fy intervals are used:
[6, 14, 18, 30, 50] cm.

Invariant mass distributions for the 3-body decay f\He — 3He + p+ n~ in each L/py
bin are shown in Figure 3.16.

The combinatorial background is estimated using an event-mixing method, where a
mixed-event candidate is constructed from a *He track and a (p—77) pair from different
events. The mixed background is normalized by matching the integral in the sideband
region 3.930 < M (pr—3He) < 3.946 GeV/c? between the same-event and mixed-event
distributions.

After subtracting the scaled background, the residual distributions are fitted with a
linear function in the regions 3.890 < M(pﬂ_3He) <3.915and 3.931 < M(pﬂ_3He) <
3.960 GeV/c?, which are outside of about +6¢ from the peak center. The resulting fits,
shown as black lines in Figure 3.16, lie close to zero.

3. AHeat \/syy =32 and 3.5 GeV

The signal extraction for } He at V/Snn = 3.2 and 3.5 GeV uses the same bin-

counting technique with the following L/fy bin boundaries:
[6, 14, 18, 25, 40] cm.

Invariant mass distributions for the 3-body decay f\He — 3He + p+ n~ in each L/fy
bin are shown in Figures 3.17 and 3.18.
The combinatorial background is estimated using a rotation method, where the *He

track is randomly rotated 20 times in the transverse plane between 10° and 350° to form
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Figure 3.14 Invariant mass distributions of > H candidates in different L/fy bins at /sy y =
7.2 GeV(0-80% centrality). Red circles: foreground; black circles: rotational background;
blue circles: background-subtracted signal; red line: residual background fit. The dashed
vertical lines near the signal peak indicate the counting window, and the dotted lines mark the
sideband regions.
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Figure 3.15 Invariant mass distributions of j‘\H candidates in different L/fy bins at \/m =
7.2 GeV(0-80% centrality). Red circles: foreground; black circles: rotational background;
blue circles: background-subtracted signal; red line: residual background fit. The dashed
vertical lines near the signal peak indicate the counting window, and the dotted lines mark the
sideband regions.
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Figure 3.16 Invariant mass distributions of f\He candidates in different L/fy bins (0-60%
centrality) at /sy = 3.0 GeV.

uncorrelated combinations. The background is scaled by matching the integral in the
sideband regions 3.900 < M (pz—>He) < 3.910 GeV/c? and 3.930 < M (pz—>He) <
3.940 GeV/c? for foreground and background.

After background subtraction, the remaining signal is fitted together with a linear
function for the residual background and a Gaussian for the peak in the range 3.9017 <
M (pr—3He) < 3.9416 GeV/c? in each L/By bin. The mass resolution extracted from the
Gaussian component determines the signal extraction window, defined as +3¢ around
the peak position. This signal extraction region is indicated by the red vertical dashed
lines in the invariant mass plots of signal candidates, as shown in the right plots in

Figures 3.17 and 3.18.
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Figure 3.17 j‘\He signal extraction in different L/fy bins in 0—60% centrality at /sy =
3.2 GeV.
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3.3.2 Reconstruction Efficiency

The reconstruction efficiency is estimated using the standard STAR embedding
technique [168-169]. In this approach, Monte Carlo (MC) tracks of hypernuclei and
their daughter particles are first generated and propagated through the STAR detec-
tor using the full detector simulation framework based on GEANT3. These simulated
tracks are then embedded into real minimum-bias events at the raw data level. Subse-
quently, the combined events (MC + real data) undergo the same reconstruction chain
as the real data, including track finding, vertexing, and particle identification. This en-
sures that the detector effects, background conditions, and reconstruction inefficiencies
are realistically accounted for in the efficiency determination.

1. Embedding Re-weighting

Before calculating the reconstruction efficiency, we apply re-weighting procedures
to ensure that the MC simulations can reflect the distributions observed in data correctly.

(1) Phase-Space Re-weighting

The original MC embedding samples are usually generated with a flat p; spectrum
and a uniform distribution in rapidity or pseudorapidity. However, in real data, the
pr spectrum is typically exponential. To ensure consistency between the phase-space
distributions of the embedded MC samples and the experimental data, the MC events
are re-weighted as functions of rapidity and p;.

Specifically, a quadratic function is applied to reproduce the rapidity distribution,
after either a Boltzmann function or an mp-exponential function is used in the p; direc-
tion to match the observed raw spectra from data. For example, assuming a Boltzmann
distribution for the hypernuclear yields, the transverse mass distribution follows the
form:

dN -
~ mTe mT/TB’

A 3.9
my dmp (39

where Ty 1s the inverse slope parameter (or effective temperature). To express this in

terms of pr, we use the transformation:

2 2
d dyfmy —m
Pr _ = (3.10)
me me Pr
which leads to the p; distribution:
dN —mrp/Tj
— ~ prmpe "TVB, (3.11)
dpy TMr

This function is then used to assign phase-space weights in the py direction, ensuring

that the MC sample roughly reproduces the shape of the measured spectra.
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Figure 3.19 Comparison of p, and rapidity distributions of data and weighted embedding
for JH at \/syy =7.2 GeV.
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Figure 3.20 Comparison of p, and rapidity distributions of data and weighted embedding
for tH at /sy =7.2 GeV.
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Figure 3.21 Comparison of p, and rapidity distributions of data and weighted embedding
for He at /sy = 3.0 GeV.
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Figure 3.22 Comparison of p, and rapidity distributions of data and weighted embedding
for {He at /s,y = 3.2 GeV.
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Figure 3.23 Comparison of p; and rapidity distributions of data and weighted embedding
for 1 He at /sy = 3.5 GeV.

For the /sy = 7.2 GeV dataset, the iH embedding is weighted using a Boltz-
mann distribution with temperature T = 150 MeV, while for f\H, a temperature
Ty = 100 MeV is used. The comparison of weighted MC to data is shown in Fig-
ures 3.19 and 3.20. For the f\He embedding at /sy = 3.0 GeV, a Boltzmann dis-
tribution with temperature Ty = 200 MeV is used. At y/syy = 3.2 and 3.5 GeV,
Ty =210 MeV is applied. The comparisons between the weighted embedding and data
distributions at \/m =3.0,3.2 and 3.5 GeV are shown in Figures 3.21, 3.22, and 3.23,
respectively.

(2) Dalitz Plot Re-weighting

For j‘\He, obvious discrepancies are observed between the invariant mass distribu-
tions of daughter particle pairs of the reconstructed signals from the experimental data

and the reconstructed MC signals from the embedding simulation. As shown in Fig-
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Figure 3.24 Invariant mass distributions of daughter particle pairs without Dalitz re-
weighting for } He at /s,y = 3.0 GeV. The reconstructed MC signals are compared with data
signals. Shape mismatches are observed between MC and data.
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Figure 3.25 Invariant mass distributions of daughter particle pairs after Dalitz re-weighting
in embedding for f\He at \/m = 3.0 GeV. The reconstructed MC signals are compared with
data signals. The agreement between simulation and data is significantly improved.

ure 3.24, the embedding—assuming a uniform (phase-space) three-body decay—does
not fully reproduce the observed shapes in the invariant mass spectra of m(*He, 77),
m(*He, p), and m(p, ™) for j‘\He at at m = 3.0 GeV. The reconstructed MC signals
depicted in red can’t describe the signals from experimental data denoted in blue well.
Obvious mismatch of the peak position inm(3 He, 7#7) and m(3 He, p) are observed.

In order to account for potential decay dynamics and final-state interactions, a
Dalitz plot re-weighting is applied to correct for the observed mismatches. This in-
volves constructing a two-dimensional re-weighting histogram in the Dalitz plane, de-
fined as the ratio of experimental data to reconstructed MC signals in each bin. Once the
Dalitz weight is applied, the invariant mass distributions of the daughter pairs of j‘\He
reconstructed from the embedding match those from the data much better at \/m =
3.0 GeV, as illustrated in Figure 3.25.

The j‘\He lifetime analyses at m = 3.2 and 3.5 GeV are also performed with
the Dalitz weight applied to match reconstructed MC to data, similar to those used in

f\He analysis at /sy n = 3.0 GeV. The comparisons before and after applying the Dalitz
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Figure 3.26 Comparison of invariant mass distributions of daughter particle pairs before
and after applying Dalitz weights for j‘\He at /sy =3.2 GeV. Shape mismatches are observed
between MC and data without Dalitz re-weighting (left).

weight at m = 3.2 and 3.5 GeV are shown in Figures 3.26 and 3.27. This procedure
improves the agreement between MC and data, ensuring a more accurate evaluation of
efficiency and systematic uncertainties.

(3) Lifetime Re-weighting

To ensure consistency between the decay length distributions or the lifetimes in
data and simulation, an additional lifetime re-weighting is applied to the embedded
MC iHe particles based on their proper decay length, defined as p/ = L/(fy). In
the embedding of /sy = 3.0 GeV, the lifetime of MC % He is set equal to that of
a free A, = = 263.2 ps. However, the world-average measured value for f\He 1s
Taim = 250 +£ 18 ps [170-171].

After applying phase-space weights in pr and rapidity as well as Dalitz-plot
weights, the effective lifetime of the MC f\He sample at y/syn = 3.0 GeV is found to
be reduced to approximately 258 ps, as shown in the left panel of Figure 3.28, which
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Figure 3.27 Comparison of invariant mass distributions of daughter particle pairs before
and after applying Dalitz weights for j‘\He at /sy =3.5 GeV. Shape mismatches are observed
between MC and data without Dalitz re-weighting (left).

i X2/ ndf 13.72/11 F X2/ ndf 13.65/11
10° pO 19.94 £ 0.01 10° E po 19.94 £ 0.01
F Pl -0.1291% 0.0009 F Pl -0.1339 £ 0.0009
10" = 10
oy 100
10° L 0%
i mc lifetime: 258 ps Jﬁ - mc lifetime: 249 ps JFJT
ol p *H e p ﬁf
r T sl T
0 L L

10% e b b b b b e e b Lo
0 10 20 30 40 50 60 7 100 100

L/By [cm] oo L/By [cm]

©

(a) Without lifetime re-weighting (b) With lifetime re-weighting

Figure 3.28 Proper decay length distribution of embedded MC j‘\He at \/syny = 3.0 GeV,
before and after lifetime re-weighting. The lifetime is extracted from the slope.
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still deviates slightly from the target world average value.
To correct for this mismatch, we apply a lifetime weight on proper decay length to

mc particles using the ratio of two exponential decay distributions:

w(pl) = exp ll (l—i> -pll, (3.12)

¢ 0  Taim
where c is the speed of light, 7, is the initial lifetime, and 7;,,, is the desired (target) life-
time. This procedure effectively reshapes the decay length distribution in the simulation
to better match the world average lifetime. As shown in the right panel of Figure 3.28,
after applying this lifetime re-weighting, the MC sample is effectively corrected to a
lifetime of approximately 249 ps, which is in close agreement with the world average.
In the \/m = 3.0 GeV analysis, this re-weighting process is performed itera-

tively: the measured f\He lifetime is used as the new 7,

to define the MC weighting,
which then yields a more accurate measurement in the next iteration. This procedure
is repeated iteratively until convergence is reached. The final MC sample used for ef-
ficiency correction corresponds to a lifetime of 230 ps, which matches the measured
lifetime value. No systematic uncertainty from lifetime re-weighting is considered for
the j‘\He lifetime analysis at /sy = 3.0 GeV.

In contrast, for the m = 3.2 and 3.5 GeV analyses, the input MC lifetime of
of j‘\He in embedding is set as the world-average lifetime. However, we apply lifetime
re-weighting to vary the effective MC lifetime to 210 ps, 230 ps, and 270 ps. The 230 ps
and 270 ps values approximately correspond to the +1¢ range of the world-average life-
time. The 210 ps variation is introduced to account for the lower central value of j‘\He
lifetime measured at y/syy = 3.0 GeV compared to the world-average value, repre-
senting —2¢ of the world average and within about —0.7¢ relative to the f\He lifetime
measured at \/m = 3.0 GeV. This variation is used to estimate the systematic uncer-
tainty associated with the imperfect knowledge of the true f\He lifetime.

2. Efficiency as a Function of L/fy

After applying the same reconstruction method and the same analysis cuts, and
re-weighting the embedding sample to match data, the ratio of the reconstructed MC
signals to the input MC signals gives the reconstruction efficiency.

For iH and f\H at \/syn = 7.2 GeV, the reconstruction efficiencies as a function
of L/fy are shown in Figure 3.29. These are calculated using MC samples with phase-
space re-weighting.

For j‘\He at y/syn = 3.0 GeV, the efficiency is first evaluated using MC sam-

ples that are re-weighted to an effective lifetime of 249 ps. The resulting efficiency
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Figure 3.29 Reconstruction efficiency as a function of L/fy for f\H (left) and f\H (right) at
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Figure 3.30 Reconstruction efficiency as a function of L/fy for }He at /s = 3.0 GeV.
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Figure 3.31 Reconstruction efficiency as a function of L/fy for {He at |/syy = 3.2 and
3.5 GeV.
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distribution is shown in Figure 3.30 (left). In the subsequent iteration, the efficiency is
calculated using a MC lifetime re-weighting to 230 ps, as shown in Figure 3.30 (right),
where convergence is achieved. These are calculated using MC samples re-weighted
with phase-space, Dalitz plot, and MC lifetime weights.

For f\He at \/m = 3.2 and 3.5 GeV, the reconstruction efficiencies as functions
of L/py are presented in Figure 3.31. These are calculated using MC samples with
phase-space and Dalitz plot re-weighting.

3.3.3 Lifetime Extraction
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Figure 3.32 Corrected yields and exponential fits as a function of L/fy for }H (left) and }H
(right) at /s,y = 7.2 GeV.
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Figure 3.33 Corrected yields and exponential fits as a function of L/fy for ‘/‘\He at \/syy =
3.0 GeV using different MC lifetimes.

Following the exponential decay law given in Eq. (3.8), the lifetime 7 is extracted
by fitting the efficiency-corrected yields as a function of L/fy with an exponential func-
tion. The corrected yields are obtained by dividing the raw signal counts in each L/fy
bin by the corresponding reconstruction efficiency.

Figure 3.32 shows the lifetime results for f\H and f\H at \/syny = 7.2 GeV, along
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Figure 3.34 Corrected yields and exponential fits as a function of L/fy for ‘/‘\He at \/syy =
3.2 and 3.5 GeV.
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Figure3.35 Combined corrected yield and exponential fit as a function of L/fy for j‘\He, based
on data from /s,y = 3.2 and 3.5 GeV.

with the fitted exponential decay curves. The extracted lifetimes and their correspond-
ing statistical uncertainties are shown in the figures. Similar lifetime analyses are per-
formed for other collision energies.

For j‘\He at \/m = 3.0 GeV, the corrected yield as a function of L/fly is extracted
to perform the lifetime analysis. Figure 3.33 shows the corresponding exponential fits
for two scenarios: the left panel shows the fit with a re-weighted MC lifetime of 249 ps,
while the right panel displays the result using MC lifetime 230ps from the first iteration
result. The measured lifetime in the right panel is found to be in good agreement with
the 230 ps MC input, indicating that the iteration has reached convergence.

For j‘\He at \/m = 3.2 and 3.5 GeV, the corrected yields and their exponential
fits are shown in Figure 3.34. To improve statistical precision, the corrected yields
from both energies are combined to perform a joint lifetime extraction, with the fit

result presented in Figure 3.35. The extracted ?\He lifetime is lower than the MC input
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lifetime; however, variations in the MC lifetime are accounted for in the systematic

uncertainty, which will be discussed in the next section.

3.4 Systematic Uncertainty Estimation of Lifetime Analysis

3.4.1 Sources of Systematic Uncertainty

The following sources of systematic uncertainty are considered in the lifetime mea-
surements:

1. Topological Variables. The topological variables used in the analysis may not
be perfectly reproduced by simulations, leading to systematic uncertainties in re-
construction efficiency. To estimate the associated uncertainty, variations in the
selection cuts on the topological variables are applied.

2. Single Track Efficiency. The tracking efficiency is not perfectly reproduced by
simulations. We estimate the uncertainty by varying the nHitsFit required for
tracks. At y/syx = 7.2 and 3.0 GeV, nHitsFit is varied from 15 to 20 and 25. At
\/snn =3.2and 3.5 GeV, it is varied from 15 to 17 and 20.

3. Raw Yield Extraction. The raw signal extraction procedure may not be perfect.
Uncertainties in the raw signal extraction method are evaluated by varying the
signal counting window or counting method. At /sy =3.0 and 7.2 GeV, the
window is expanded from 3¢ to 46 and 5¢. At /syy = 3.2 and 3.5 GeV,
we evaluate different methods for extracting the corrected yields: (i) integrating
the signal from a Gaussian fit, (ii) bin-by-bin counting within a fixed 30 mass
window, and (ii1) bin-by-bin counting using a 3¢ mass window determined from
Gaussian fits in each L/fy interval.

4. Input MC Distributions. Although MC simulations are re-weighted to match the
experimental data, they do not perfectly reproduce the observed distributions. To
estimate the associated uncertainty, we vary the applied re-weighting and evaluate
its impact on the results. The re-weighting strategies used at different energies are
summarized below:

. \/m = 7.2 GeV: phase-space re-weighting;
* y/snn = 3.0 GeV: phase-space and Dalitz-plot re-weighting;
* /sy~ = 3.2 and 3.5 GeV: phase-space, Dalitz-plot, and MC lifetime re-
weighting.
These four sources are included in the evaluation of the systematic uncertainty on

the lifetime measurement.
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3.4.2 Systematic Uncertainty Estimation Method

1. Direct Variation Method
If two or more variations are available for a given source, the systematic uncer-
tainty is calculated as:
A = % | Yhax = Yutin| - (3.13)
where Y),, and Y)y;, are the maximum and minimum yields obtained with the varia-

tions.

If only one variation is considered, the uncertainty is given by:
AP = Yoy — Yl - (3.14)

where Yy, and Ypr are the yields from the varied and default settings, respectively.
Total systematic uncertainty is computed by adding individual contributions in

quadrature:

sys
ATotal -

(3.15)

For the ?\H and j‘\H lifetime analyses at m = 7.2 GeV, this method is applied
to estimate the systematic uncertainties.

2. Barlow Test Method

For the f\He lifetime analyses at /sy n = 3.0, 3.2, and 3.5 GeV, the Barlow test
method [172] is applied to avoid overestimating systematic uncertainties due to statis-
tical fluctuations.

The difference between the default yield Ypr and the varied yield Yy, is:
A = |Yyuy — Yper - (3.16)
The uncertainty on this difference is:

2 2

op = ‘Gvary = Ohetls (3.17)

where oy, and op,r are the statistical uncertainties associated with the varied and de-
fault yield extractions, respectively.
If A < o,, then the variation is regarded as arising from statistical fluctuations and
is not included in the systematic uncertainty.
If A > o,, the systematic uncertainty associated with that variation is computed
as:
Ogys =\ 22 — 0} (3.18)
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For multiple variations of the same source, the total systematic uncertainty from

this source is calculated as the root-mean-square of the individual contributions:

n

1 t\ 2
Osys, var = - Z <Gsc;sk> , (3.19)

=

. .. t . .
where n is the number of variations, and ag;s" denotes the systematic uncertainty from
the k-th variation.
The total systematic uncertainty from all significant sources is calculated by sum-

ming their contributions in quadrature:

2
Onys = \/ > (Gays.vary) (3.20)
J

where o var, Tepresents the systematic uncertainty from the j-th source.

343 iH and j‘\H lifetime systematic uncertainties at /sy = 7.2 GeV

1. Topological cuts

Table 3.8 Topological cut variations for systematic study of f\H lifetime analysis at
\/Syn = 7.2 GeV. The default value is shown in bold.

Cut Variable f\H
BDT response | > (—0.01, 0.0602, 0.14)

Table 3.9 Topological cut variations for systematic study of }H lifetime analysis at
\/Syn = 7.2 GeV. The default values are shown in bold.

2 2 2 2
Itopo }(ndf ){prim,fr Xprim,He

f\H <(,4,5) | <(3,4,5 | >(3,10,20) | > (15,3, 10)

The topological selections used for the systematic uncertainty estimation are sum-
marized in Tables 3.8 and 3.9. For ?\H, variations in the BDT response cut lead to a
relative efficiency change of approximately +50%.

The extracted lifetimes using these different cut settings are shown in Figures 3.36
and 3.37. The resulting systematic uncertainties due to topological cuts are estimated
to be 6.49% for ?\H and 4.42% for ‘}\H, respectively.

2. Single Track Efficiency

The nHitsFit selection is varied from the default value of 15 to 20 and 25. The
corresponding lifetime results are shown in Figure 3.38. The systematic uncertainties
associated with these variations are estimated to be 2.10% for ?\H and 1.80% for j‘\H,

respectively.
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Figure3.36 Lifetime fits for f\H at /sy y =7.2 GeV under different topological cut variations.
Each panel shows the result obtained by varying a specific cut parameter from its default
setting, including the result for the default configuration.
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Figure 3.38 Lifetime fits for f\H (left) and j‘\H (right) at /s,y =7.2 GeV under variations of
the nHitsFit track quality cut.

3. Raw Yield Extraction

To assess the systematic uncertainty associated with raw yield extraction, the in-
variant mass counting window is varied from the default 3¢ to 46 and 5¢. The corre-
sponding lifetime results are shown in Figure 3.39. The resulting systematic uncertain-

ties are estimated to be 3.76% for ?\H and 5.41% for f\H, respectively.
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Figure 3.39 Lifetime fits for ZH (left) and f\H (right) at /s,y = 7.2 GeV under variations of
the raw yield extraction window (30, 40, and 50).

4. Input MC Distributions

To evaluate the systematic uncertainty related to the input MC distributions, the
phase-space re-weighting temperature T is varied. For f\H, the default value of
150 MeV is changed to 130 MeV and 170 MeV, as shown in the right panel of Fig-
ure 3.40. For 1H, the default temperature of 100 MeV is varied to 80 MeV and 120 MeV,
as shown in the left panel of Figure 3.40. The resulting systematic uncertainties are es-
timated to be 3.37% for 3 H and 1.18% for } H.
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Figure 3.40 Lifetime fits for f\H (left) and f\H (right) at /s, 5 =7.2 GeV under different input
MC distributions via phase-space re-weighting.

Table 3.10 Summary of systematic uncertainties for the lifetime analysis of >H and
“Hat \/syy =7.2 GeV.

Systematic uncertainty source f\H j‘\H
Topological cuts 6.49% | 4.42%
Input MC distributions 3.37% | 1.18%
Single track efficiency 2.10% | 1.80%
Raw yield extraction 3.76% | 5.41%
Total 8.50% | 7.31%

5. Total Systematic Uncertainties for f\H and f\H at \/syny =7.2 GeV

All sources of systematic uncertainties for the ?\H and j‘\H lifetime measurements
at y/syn = 7.2 GeV are summarized in Table 3.10. For f\H, the dominant contribution
arises from variations in topological selections (6.49%), followed by uncertainties from
raw yield extraction (3.76%), input MC modeling (3.37%), and single track efficiency
(2.10%). The total systematic uncertainty is estimated to be 8.50%. For f\H, the largest
contributions are from raw yield extraction (5.41%) and topological cuts (4.42%), with
additional contributions from input MC distributions (1.18%) and single track efficiency
(1.80%). The total systematic uncertainty is estimated to be 7.31%.

The extracted ?\H and j‘\H lifetimes at /s n = 7.2 GeV, including statistical and

systematic uncertainties, are:

T(?\H) =219.4 + 19.8 (stat.) + 18.6 (syst.) ps, (3.21)
t(1H) = 217.0 + 16.0 (stat.) + 16.0 (syst.) ps. (3.22)

3.4.4 ‘He lifetime systematic uncertainties at /sy y = 3.0 GeV

The variations used for the systematic study of the ; He lifetime at /syy =
3.0 GeV are summarized in Table 3.11. Variations related to Dalitz plot re-weighting

are not included in this table. To evaluate the corresponding systematic uncertainty,
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1000 alternative re-weighting histograms are generated by fluctuating the bin contents
of the default two-dimensional distribution of Dalitz plot re-weighting. For each bin, a

new value is sampled using the expression:
newBinContent = gRandom->Gaus(binContent, binError), (3.23)

where binContent and binError denote the value and its statistical uncertainty of each

bin, respectively.

Table 3.11 Systematic variations used in the }He lifetime analysis at /sy, =
3.0 GeV. The default configuration and variations are shown. Each variation is ap-
plied individually.

Category ID Setting
Default )(t%po < 2.5, )ﬁ%rm: < 4, ){griln,3He > 3, )(}frim’p > 15, )(;n,m’” > 15,
/Al > 8,1 > 7 cm, )(lfrim’p_” > 10, input p, spectrum with T, =
200 MeV, nHitsFit > 15, 30 signal window
1 Hiopo < 2
2 Hiopo <3
3 Tror <3
4 )(T%IDF <5
5 Xsimite > 5
6 )(jrim’z e > 4
7 )(]frim,n >5
Topological variables 8 ;(grim’” > 25
9 )Gfrimp > 10
10 | Zpim., > 20
11 /Al > 9
12 I/AL > 17
13 I > 6cm
14 I > 8cm
15 | Zimpr > 9
16 )(lfrim,p_” > 11
. 17 Ty =230 MeV
MC pr input 18 | T, = 170 MeV
. . 19 nHitsFit > 20
Signal track efficiency 20 nHitsFit > 25
Raw yield extraction gé gz :iﬁ:i zigggz

The lifetime results obtained from the systematic variations listed in Table 3.11
are shown in Figure 3.41. In the figure, the red solid circle on the far left represents the
default result. Black open circles indicate variations that fail the Barlow test and are
thus attributed to statistical fluctuations and excluded from the systematic uncertainty.
Black solid circles represent variations that pass the Barlow test and are included in the
final systematic estimation.

The results from the Dalitz plot re-weighting variations are shown in Figure 3.42,

following the same symbol convention. A horizontal red line denotes the central value
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£ || L
= [T

Figure 3.41 j‘\He lifetime results from the variations listed in Table 3.11 at /s, 5 = 3.0 GeV.
Each data point corresponds to a specific variation ID. The red solid circle on the left indicates
the default result. Black open (solid) circles represent variations excluded from (included in)
the systematic uncertainty estimation based on the Barlow test.

of the default result. Due to the large number of variations (N = 1000), the points
appear densely clustered around this central value. The corresponding systematic un-
certainty from Dalitz re-weighting is estimated to be 3.73% for f\He.

- default

caused by stat. flutuation

Lifetime[ps]

0 20 40 60 80 100

Figure 3.42 f\He lifetime results from Dalitz plot re-weighting variations at /s, 5 = 3.0 GeV.
The red solid circle indicates the default result, and the horizontal red line marks its central
value. Black open (solid) circles represent variations excluded from (included in) the system-
atic uncertainty estimation based on the Barlow test.

Table 3.12 Summary of systematic uncertainties for the }He lifetime analysis at

VSnn = 3.0 GeV.

Systematic uncertainty source | Uncertainty [ps] | Relative uncertainty
Topological cuts 15.6 6.81%
Input MC 4.11%
- Phase-space re-weighting 3.98 1.74%
- Dalitz Plot re-weighting 8.54 3.73%
Single Track Efficiency 7.73 3.38%
Raw Yield Extraction - <1%
Total 19.80 8.64%

All sources of systematic uncertainty in the f\He lifetime analysis at y/syny =

3.0 GeV are summarized in Table 3.12. These include contributions from topological
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cuts, input MC variations—comprising both phase-space and Dalitz plot re-weighting—
single track efficiency, and raw yield extraction. The dominant contribution arises from
topological cut variations, which corresponds to 15.6 ps or 6.81%. The total contri-
bution from input MC variations is 4.11%, consisting of 1.74% from phase-space re-
weighting (3.98 ps) and 3.73% from Dalitz re-weighting (8.54 ps). Single track effi-
ciency contributes 7.73 ps (3.38%). No significant systematic uncertainty is observed
from raw yield extraction. The total systematic uncertainty is estimated to be 19.80 ps,
corresponding to 8.64%.

The measured lifetime of j‘\He at \/syny =3.0GeVis:
7(} He) = 229 + 23 (stat.) = 20 (syst.) ps. (3.24)

The total uncertainty, calculated by adding the statistical and systematic uncertainties

in quadrature, is approximately 30.5 ps.

3.4.5 f\He lifetime systematic uncertainties at /sy = 3.2 and 3.5 GeV

Table 3.13 Systematic variations used in the } He lifetime analysis at /sy =3.2 and
3.5 GeV. Each variation is applied individually, except for topological cuts where all
combinations are scanned.

Category Subcategory Default Variations
Hiopo <10 <12,<8
Aoor <5 <6,<4
?Gfrim,mc >2 >0,>4
Topological cuts )(;rim’” > 20 > 15,> 25
Kovimny > 10 >8,> 12
[ [cm] > 7 >6,>8
Xovimpr >4 >3,>5
MC Tnput Pr spectmm Ty | 210 MeV | 180 MeV, 240 MeV
MC lifetime 7y, | ~250ps | 210 ps, 230 ps, 270 ps
Signal track efficiency nHitsFit > 15 >17,>20

The variations used for the systematic study of the f\He lifetime from the combined
yields at y/snn = 3.2 and 3.5 GeV are summarized in Table 3.13. The systematic un-

certainty associated with topological cuts is estimated by combinations of seven key

2 2 2

; ; . .2 2
topological variables: Xiopo» XNDF> X, Xorim.p* X prim.

2 .
orim e’ [, and X prim pr Each vari

able is varied over three values (the default plus two variations), leading to a total of
37 = 2187 topological cut combinations.

Variations related to Dalitz plot re-weighting and raw signal extraction are not in-
cluded in this table. To evaluate the systematic uncertainty from Dalitz re-weighting,
100 new re-weighting histograms are generated by fluctuating the bin contents of the de-

fault Dalitz 2D distribution, following the same procedure as used for 4/s 5 5 =3.0 GeV.
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For the estimation of the systematic uncertainty associated with raw signal extrac-
tion, different methods are applied. The default method performs bin-by-bin counting
of signal candidates within a 30 mass window, where the window width is obtained
from a Gaussian fit applied in each L/fy interval. In one variation, the signal yield is
extracted using the integral of the Gaussian fit instead of direct counting. One variation
uses the integral of the Gaussian fit result instead of direct counting. In another, bin-by-
bin counting is also used, but with a fixed 36 mass window applied uniformly across all
L/pfy intervals. This fixed window is determined from a Gaussian fit performed without

applying an L/fy selection.

B —~default
260— syst. err.: 7.10 o caused by stat. flutuati
L relative syst. err.: 3.37% cau Y é ) 'u uations
| topo cutsvariations
240—

220l |

Lifetime[ps]

v o by by by b Ly L Ly Ly 1y
0 200 400 600 800 1000 1200 1400 1600 1800 2000

Figure 3.43 j‘\He lifetime results from 2187 topological cut combinations, each varying seven
variables over three values. The red solid circle shows the default case. Orange points pass
the Barlow test and are included in the systematic uncertainty estimation, while black open
circles are excluded as statistically flutuations.

The lifetime results obtained from different combinations of topological cuts are
shown in Figure 3.43. In the following figures illustrating the systematic uncertainty
estimation, the red solid circle indicates the default result. Orange circles correspond
to variations that pass the Barlow test and are included in the evaluation of the sys-
tematic uncertainty. Black circles represent variations that fail the Barlow test and are
considered to arise from statistical fluctuations.

Figure 3.44 shows the lifetime results from Dalitz plot re-weighting variations.
One default and 100 varied re-weighting histograms are generated by applying Gaussian
smearing to the bin contents of the default 2D distribution of Dalitz plot re-weighting,
following the same method used at /s n = 3.0 GeV.

The effect of phase-space re-weighting on the MC input is shown in Figure 3.45,
where re-weighting temperatures of Tz = 210 MeV (default), 180 MeV, and 240 MeV
are applied to evaluate the impact on the extracted lifetime.

Figure 3.46 presents the extracted lifetime results under different MC lifetime re-
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Figure 3.44 ‘,‘\He lifetime results from Dalitz plot re-weighting variations. The leftmost red
point shows the default result, while the remaining 100 are obtained by Gaussian fluctuations
of the default 2D Dalitz distribution bins.
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Figure 3.45 f\He lifetime results obtained via different phase-space re-weighting using 7, =
210 MeV (default), 180 MeV, and 240 MeV (from left to right) at \/m =3.2 and 3.5 GeV.
weighting. Four input values are tested: the default lifetime of approximately 250 ps
(default), 210 ps, 230 ps, and 270 ps, to evaluate the associated systematic uncertainty.

The impact of track quality selection on the extracted lifetime is shown in Fig-
ure 3.47, where the minimum number of TPC hits (nHitsFit) is varied from the default
value of 15 to 17 and 20.

Figure 3.48 illustrates the impact of different raw signal extraction methods on the
extracted lifetime. The default approach performs bin-by-bin counting within a 3¢ mass
window, where the window is determined individually for each L/fy interval. The two
alternative methods are: (1) extracting the signal using the integral of the Gaussian fit,

and (2) applying a fixed 30 mass window uniformly across all L/fy intervals.

All sources of systematic uncertainties for the combined j‘\He lifetime analysis at
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Figure 3.46 j‘\He lifetime results under MC lifetime re-weighting with MC lifetime values of
approximately 250 ps (default), 210 ps, 230 ps, and 270 ps (from left to right) at /s, =3.2
and 3.5 GeV.
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Figure 3.47 ‘/‘\He lifetime results from varying the nHitsFit requirement: >15 (default), >17,
and >20 (from left to right) at /s, =3.2 and 3.5 GeV.

Table 3.14 Summary of systematic uncertainties for the }He lifetime analysis at
\/Synx = 3.2 and 3.5 GeV.

Systematic uncertainty source | Uncertainty [ps] | Relative uncertainty
Topological cuts 7.1 3.4%
Input MC 3.7%
- Phase-space re-weighting 7.3 3.5%
- Dalitz plot re-weighting 1.9 0.9%
- MC lifetime re-weighting 1.6 0.8%
Single Track Efficiency - <1%
Raw Yield Extraction 3.9 1.8%
Total 11.2 5.3%
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Figure 3.48 ‘/‘\He lifetime results from different raw signal extraction methods at \/m =3.2
and 3.5 GeV. The default method (solid circle, left) uses bin-by-bin counting within a 36 mass
window determined in each L/fy interval. Variations include: (1) Gaussian integral method
(open circle, middle), and (2) fixed 3c window counting across all intervals (open circle, right).

\/m =3.2 and 3.5 GeV are summarized in Table 3.14. The contributions are catego-
rized into four main sources: topological cut variations, input MC distributions, single
track efficiency, and raw yield extraction. The largest contributions arise from input MC
and topological cuts, contributing 3.7% and 3.4% relative uncertainty, respectively. The
MC-related uncertainty is further decomposed into phase-space re-weighting (3.5%),
Dalitz plot re-weighting (0.9%), and MC lifetime re-weighting (0.8%). No significant
systematic uncertainty is observed from from single track efficiency. The raw yield ex-
traction contributes 1.8%. The total systematic uncertainty is estimated to be 11.2 ps,
corresponding to a relative uncertainty of 5.3%.

The measured lifetime of j‘\He at \/syny =3.2and 3.5 GeV is:
(}He) = 210 + 12 (stat.) + 11 (syst.) ps. (3.25)

The total uncertainty, obtained by adding the statistical and systematic uncertainties in

quadrature, is approximately 16 ps.

3.5 Yield Analysis of f’\H at \/syn =3.2 GeV

The yield analysis of ?\H begins with raw signal extraction performed in bins of
transverse momentum (py) within different rapidity intervals. The raw yields are then
corrected for the reconstruction efficiency using the following relation:

AN 1 _ ANg,
AprAy € " AprAy’

(3.26)

The efficiency-corrected yields are subsequently used in further analyses, such as
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the invariant p; spectra, the integrated yield dN/dy and the mean transverse momentum

(1) -

3.5.1 Raw Signal Extraction
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Figure 3.49 Acceptance distributions of reconstructed f\H signal candidates in Au+Au colli-
sions at /s,y =3.2 GeV in 0-10% and 10-40% centralities.

Cuts on topological variables are optimized to enhance the signal significance
across different p; and rapidity intervals. The selection criteria are summarized in Ta-
ble 3.6.

Figure 3.49 presents the acceptance distribution of reconstructed f\H signal can-
didates in Au+Au collisions at /sy = 3.2 GeV. The reconstructed invariant mass
distributions in various py bins and rapidity intervals, for centralities 0-10% and 10—
40%, are presented in Figures 3.50, 3.51, 3.52, and 3.53.

In each figure, the red solid circles denote the raw invariant mass distributions of
?\H candidates. Combinatorial backgrounds, constructed using a mixed-event technique
within the same centrality class, are shown as black open circles. These backgrounds
are normalized in the mass range 3.008 < M (*Hez~) < 3.018 GeV/c?, correspond-
ing to the region approximately +8¢ to +130 above the signal peak, where no signal
contribution is expected.

After subtracting the scaled background, the resulting distributions (blue solid cir-
cles) are fitted with a Gaussian function plus a linear background (red dashed line).
The Gaussian describes the iH signal, while the linear term accounts for the remaining
background. The fits are performed within the mass window 2.970 < M (PHer ™) <
3.020 GeV/c?. The raw yields in each bin are then obtained from the integral of the

Gaussian component.
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Figure 3.50 Reconstructed f\H candidates in —1 < y < —0.5 from 0-10% central Au+Au
collisions at /s,y = 3.2 GeV.
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Figure 3.51 Reconstructed f\H candidates in —0.5 < y < 0 from 0-10% central Au+Au colli-

sions at = 3.2 GeV.
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Figure 3.52 Reconstructed f\H candidates in —1 < y < —0.5 from 10-40% central Au+Au
collisions at /s,y = 3.2 GeV.
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Figure 3.53 Reconstructed f\H candidates in —0.5 < y < 0O from 10-40% central Au+Au

collisions at /s,y = 3.2 GeV.
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3.5.2 Reconstruction Efficiency

The reconstruction efficiency is estimated using the standard STAR embedding
method, as described in Section 3.3.2. To ensure reliable comparisons with experi-
mental data, MC simulations are re-weighted to match the observed distributions from
experimental data before the efficiency calculation.

After re-weighting, the f\H signal is reconstructed from the embedding sample
using the same analysis procedure and topological selection criteria as applied to the
real data.

1. Embedding Re-weighting

As mentioned in Section (1) of 3.3.2, the default p and rapidity distributions
of the MC particles in the embedding sample do not fully reproduce those observed in
data. To correct for this discrepancy, re-weighting is applied to the MC sample based
on the kinematic properties of the real signal. In this yield analysis, the re-weighting
in py is performed using an exponential function in transverse mass my, rather than a

simple Boltzmann distribution. The mp-exponential distribution takes the form:

dN ~ e—mT/T.

- 3.27
mrdmy (3:27)

Using the transformation described in Eq. (3.10), this can be rewritten in terms of py
as:
AN emmilT (3.28)
dpr
This functional form is used to assign weights to MC particles as a function of pr,
ensuring consistency with the spectral shape observed in data.

To determine a reasonable starting point for the reconstruction efficiency evalu-
ation, several mp-exponential functions with different inverse slope parameters (7),,)
are tried to compare with the experimental data. The function that best describes the
data is chosen as the initial weighting function. The reconstruction efficiency is then
recalculated, and the procedure is iterated: updated spectra measurements are used to
refine the weighting function until convergence is achieved. Since this iterative phase-
space re-weighting procedure is designed to closely match the experimental data, it is
not included in the estimation of systematic uncertainty.

The py and rapidity distributions of the reconstructed MC f\H from embedding
sample and f\H signals reconstructed from experimental data are compared in Fig-
ure 3.54.
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Figure 3.54 Comparison of kinematic distributions between data and weighted embedding
for > H in Au+Au collisions at /s,y = 3.2 GeV. Distributions are shown for p, (left) and ra-
pidity (right) in 0-10% (top) and 10—40% (bottom) centrality bins.
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The lifetime of f\H in the MC simulation is further re-weighted to match the world
average value of 229 ps. This ensures consistency between the embedding sample and
the expected decay of f\H The distributions after lifetime re-weighting are shown in
Figure 3.55 for both 0—-10% and 10-40% centrality.

With all phase-space and MC lifetime re-weighting corrections applied, the recon-

struction efficiency can be reliably estimated, as discussed in the following section.
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Figure 3.55 Distributions of the embedded ?\H sample after applying lifetime re-weighting to

the world average value of 229 ps in Au+Au collisions at /s,y =3.2 GeV.
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Figure 3.56 The reconstruction efficiency of f\H in Au+Au collisions at

CM

Syny =3.2 GeVin

0-10% and 10-40% centralities.

The reconstruction efficiency is defined as the ratio between the number of recon-
structed ?\H candidates that pass all track quality cut and topological selections, and the
number of input MC ?\H particles:

Reconstructed MC f\H (after track QA and topological cuts)
p— 3 .
MC H

This efficiency quantifies the overall detector acceptance and analysis selection effects.

reco
€

(3.29)
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It is evaluated in two dimensions as a function of transverse momentum and rapidity.
The resulting two-dimensional reconstruction efficiencies are presented in Fig-

ure 3.56 for 0-10% and 10-40% centralities.

3.5.3 Differential p; Spectra Measurement

The invariant transverse momentum (py) spectra of ?\H, corrected for reconstruc-
tion efficiency, are calculated in each py and rapidity interval using the following equa-

tion:
d°N __  pp_ 1 ~AN™V
2zprdprdy 2w NeVt.ereco p AprAy’

Here, N is the total number of analyzed events, Apt and Ay are the bin widths in

(3.30)

transverse momentum and rapidity, respectively. The B.R. denotes the decay branching
ratio of the channel f\H — 3He 4 7. The efficiency €™ represents the reconstruction

efficiency of f\H as determined from embedding studies.
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Figure 3.57 The corrected p; spectra of f\H with statistical uncertainties in Au+Au collisions
at y/syy =3.2 GeV in 0-10% and 10—40% centralities.

The efficiency-corrected pr spectra of f\H in AutAu collisions at /syy =
3.2 GeV for 0-10% and 10—40% centralities are shown in Figure 3.57. In these two

plots, only statistical uncertainties are included.

3.5.4 Method for dN/dy and (p;) Measurements

Due to limited detector acceptance and statistics, the f\H yields cannot be mea-
sured down to py = 0. To account for the unmeasured low-p region, extrapolation is
performed using empirical functions that describe the shape of the measured spectra.

By default, the mp-exponential function,

%=C-exp(—g>, (3.31)

d’N
dprdy

is used to describe the iH spectra. In practice, however, the fit is performed to the
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d>N

prdpdy’ in order to reduce bias from
T“PT

distribution, instead of the invariant yield form
the determination of bin center.

When carrying out the fitting, the integral of the function over each bin (rather
than the value at the bin center) is used—corresponding to the “I”” option in the ROOT
histogram fit. We can get the fraction of the total yields in the measured p; region from

the fit function over the integrated yields at pp > 0. The fraction is computed as:

/ measured pr Fun(pT) dp T

Frac = =
Jo Fun(py)dpy

(3.32)

where Fun denotes the function used for fitting. The total integrated yield is then given

by:

dN 2 Measured f\H yields

3.33
dy Frac ( )
In the default my-exponential function case, Fun is defined as:
mp
Fun(py) = 22p; - C - exp <_T)' (3.34)
The statistical uncertainty on the yield is propagated as:
stat
Astat — measured ) (3.35)

Frac

The mean transverse momentum, (py), is also extracted from the fit function:

(3.36)

The integration range used in this analysis is py € [0, 10] GeV/ec.

The statistical uncertainty on (pr) is evaluated by varying the inverse slope pa-
rameter T, of the default fitting function C - exp(—my/T ) by +10. The uncertainty is
then taken as half of the difference between the maximum and minimum (p;) values ob-
tained from this variation. The half of the difference between maximum and minimum

is the statistical error.

3.5.5 Branch Ratio off’\H —3He + 7~

The branching ratio of the two-body decay channel f\H — 3He + 7~ is a neces-
sary input for determining the absolute yield. Since this decay mode accounts for only
part of all possible hypertriton decays, we rely on indirect measurements and isospin

considerations to estimate its value.
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A precision measurement from the STAR experiment reports the following ra-
tio [173]:

3 —
= BR(Het+r ) —0357+008 (337
BR.CHe+7z7)+BR.(d+p+77) :

R;

This represents the fraction of the two-body decay mode among all 7~ -decay modes of
f\H, i.e., both the two-body and three-body decays with 7z~
However, #~ modes are not the only mesonic decay channels of the hypertriton.
There are also neutral pion (z°) modes. In total, the weak decay modes of f\H are:

* Two-body mesonic decays:
SH - He+ 17,
?\H - H+ 7.

* Three-body mesonic decays:
SHod+p+rn,
?\H —>d+n+7°

* Four-body mesonic decays:
f\H—>p+p+n+ﬂ_,
f\H—>p+n+n+7r0.

* Non-mesonic decays:
f\H —>p+p+n,
SH—d+p.

Among the weak decay modes of f\H, those involving a neutral pion (z°) in the
final state are experimentally difficult to detect due to the extremely short lifetime of
the 7 and its immediate electromagnetic decay into two photons. As a result, most ex-
perimental measurements focus on decay channels with charged pions (z™). To account
for the unobserved z° contributions when estimating the total decay width or lifetime,
an isospin symmetry argument is typically invoked. In particular, for the two-body and
three-body mesonic decay modes, it is commonly assumed that the branching ratio to

7~ is twice that to z° [174-175]:

% = % (3.38)
In addition to the two- and three-body mesonic decays, four-body mesonic decays
contribute a small amount, with an estimated branching ratio of 0.9% [90]. For the
non-mesonic decay branching ratio, a value of 1.7% is predicted [176]. Combin-

ing these considerations, the branching ratio of the dominant two-body decay channel
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f\H — 3He + 7~ can be estimated as:

2
3
Then we get an estimated branching ratio of 23 &+ 3 % for the ?\H — 3He 4 7~ channel.

B.R.GH = *He + 77) = Ry X (1 = B.R.4 pody — B-Roponmesonic) X (3.39)

3.6 Systematic Uncertainty Estimation of Yield Analysis

3.6.1 Sources of Systematic Uncertainty

Table 3.15 Cut variations for systematic uncertainty estimation in Au+Au collisions
at /s,y = 3.2 GeV for 0-10% centrality.

Category Subcategory | Default | Variation
[ [cm] >3 >1,>5
Region: p; > 2.2 GeV/e, -1 <y < —0.5 Xvimr >2 >5
XDE <4 <5
[ [cm] >3 >1,>5
Else region )(pznm,n > 7 > 10
P <2 <4
Common topo cuts )(%opo <12 <10
Single track efficiency nHitsFit > 20 >15,>25

Table 3.16 Cut variations for systematic uncertainty estimation in Au+Au collisions
at /s,y = 3.2 GeV for 10-40% centrality.

Category Subcategory | Default | Variation
[ [cm] > 1 >3
Region: p; > 2.1 GeV/e, -1 < y < —0.5 Xovims > 2 >5
P <5 <6
[ [cm] >5 > 6.5
Else region )(;rim,n > 7 > 10
oo <2 <4
Common topo cuts )(%opo <12 <10
Single track efficiency nHitsFit > 20 >15,>25

The systematic uncertainty estimation for the ?\H yield analysis includes the four
main sources discussed in Section 3.4.1, with new source specific to the yield mea-
surements. Each source and its implementation in this analysis are briefly summarized
below.

1. Topological variables: Variations of topological cuts are applied to estimate their
impact on the yield measurement. The cut values used in the systematic study are
summarized in Tables 3.15 and 3.16 for 0—10% and 10—40% centralities, respec-
tively.

2. Single track efficiency: Two types of variations are considered. First, the nHits-
Fit cut is varied to evaluate its impact on the reconstruction efficiency. Second, an

additional 5% uncertainty per track is assigned due to the absence of a dedicated
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TPC tracking efficiency evaluation for the FXT datasets by the STAR tracking
efficiency group. This results in a total of 10% systematic uncertainty for f\H
reconstruction via the two-body decay channel. This source of uncertainty, in-
cluding both the nHitsFit variation and the global tracking efficiency uncertainty,
affects observables that depend on absolute yield normalization, such as invari-
ant py spectra and d N/dy. However, since (pr) depends on the shape of the p;
distribution, the effect of overall efficiency scaling cancels out.

. Raw yield extraction: The systematic uncertainty from raw yield extraction is
evaluated by varying the background normalization region. By default, the com-
binatorial background is scaled using the sideband range 3.008 < M (*Hez ™) <
3.018 GeV/c?, which corresponds to approximately +8 to +13 standard deviations
from the signal peak. Two alternative sideband regions are used for comparison:

* 3.006 < M(*Hez™) < 3.016 GeV/c? (+12 to +170),

« 3.016 < M(PHer ™) < 3.026 GeV/c? (+7 to +120).
The extracted raw yields obtained using these different background scaling win-
dows are compared, and the observed variations are assigned as the systematic
uncertainty.

. Input MC distributions: The worldwide measurement on f\H lifetime 7 has
uncertainties. By default, the mean value of 7 is used. For systematic estimation,
the embedded hypertriton lifetime is varied within its world-average uncertainty
(r £ o).

. Extrapolation uncertainty: Since the measurement does not cover the full py
range, yields outside the measured region must be extrapolated using fits to the
pr spectra. Five empirical functions [88, 168, 177] are used for this purpose:

« Blast-Wave function [168, 178]

* Boltzmann: C - my exp(—my/T)

» Exponential in mp: C - exp(—my/T)

» Exponential in py: C - exp(—py/p)

» Power-law exponential: C - exp(—p3T/2/,u)
The central values of d N/dy and (p ) are obtained from the default fit method de-
scribed in Section 3.5.4. The maximum deviations of the integrated yields dN/dy
and mean p; obtained using the five fit functions are assigned as the systematic

uncertainties due to extrapolation. Example fits are shown in Figure 3.57.

The systematic uncertainty sources included for each observable are summarized
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below:
+ Differential py spectra: Sources 1—4 are included.
* dN/dy: Sources 1-5 are included.
* (pr): Sources 1 and 3-5 are included.
The systematic uncertainty in yield analysis is estimated through the direct varia-

tion method described in Section 3.4.2.

3.6.2 Differential p; Spectra, dN/dy and (p) Results

= [ AU+AU S, = 3.2 GeV (Run19 FXT)| > E AU+AU Sy, = 3.2 GeV (Run19 FXT)
8 107% Centrality: 0-10% 8 _,L_Centrality: 10-40%
&~ B &~ 10
:»—10_4* B, \;'_ _______ .
E Q -5 $
g S107
A S
Z|—10 E ' . ¥ Z10% F
g e \
A o - g
2107 ~mp-exp. fit 4 Z 1077 " Mrexp. fit 1
T F H(10<y<-05)x10" O L H(10<y<-05)x107,
%107 ¢ (05<y<0) S & ga (05920
om E. N R R BT mloEHH\HH\HH\‘MH
0 1 2 3 4 0 1 2 3 4
pT(GeV/c) pT(GeV/c)

Figure 3.58 The corrected differential p; spectra of > H in Aut+Au collisions at /sy =
3.2 GeV in 0-10% and 10-40% centrality classes, including both statistical and systematic
uncertainties. The boxes represent systematic uncertainties and the vertical lines represent
statistical uncertainties.
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Figure 3.59 The integrated yield dN/dy of ) H measured with different variations for the sys-
tematic uncertainty study in Au+Au collisions at /s,y = 3.2 GeV for 0-10% and 10-40%
centralities.

The differential pr spectra with systematic uncertainties are shown in Figure 3.58.
The measured dN/dy of ?\H resulting from each variation can be found in Fig-
ure 3.59. The final ?\H dN/dy, corrected for reconstruction efficiency and including the
systematic uncertainty estimation, is presented in Figure 3.60. A summary of the rel-
ative systematic uncertainties from different sources is provided in Table 3.17. These

uncertainties arise from various sources, including raw yield extraction, tracking, topo-

112



Chapter 3 Experimental Analysis Details and Techniques

0.004 0.002
B AutAU Sy, = 3.2 GeV (year 2019 FXT) 2 Au+Au S, = 3.2 GeV (year 2019 FXT)
E L Centrality: 0-10% E r Centrality: 10-40%
S S
X, 3 3 N X, r .3 3 .
o L e H - He+ o e H - *He+ 1w
o o r

0.002— 0.001—

1 * f
ol L L L . ol L L [ L
-1 -05 0 -1 -0.5 0

Y Y,

cm cm

Figure 3.60 The integrated yield dN/dy of iH, including both statistical and systematic un-
certainties, in Au+Au collisions at /s, =3.2 GeV for 0—-10% and 10-40% centrality classes.
The boxes represent systematic uncertainties and the vertical lines represent statistical uncer-
tainties.

Table 3.17 Summary of relative systematic uncertainties on dN/dy for >H in Au+Au
collisions at /s,y = 3.2 GeV.

Source 0-10% 10-40%
[-1,-0.5) | [-0.5,0) | [-1,-0.5) | [-0.5,0)
Raw yield extraction 0.4% 0.2% 0.4% 0.05%
Tracking efficiency 8.8% 5.3% 24.1% 6.1%
Tracking uncertainty (assigned) 10% 10% 10% 10%
2 H MC lifetime 3.4% 2.9% 5.5% 3.4%
Topological cuts 9.2% 11.1% 15.9% 16.7%
Extrapolation 5.1% 4.9% 11.0% 4.4%
Total 17.4% 16.8% 32.9% 21.2%
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Figure 3.61 The measured (p,;) as a function of rapidity in AutAu collisions at \/m =
3.2 GeV, obtained under different variations for the systematic uncertainty study.
logical selection cuts, and the choice of input lifetime in the Monte Carlo simulations.
Among these, tracking, topological cuts, and the functional form used for extrapolation
contribute the main uncertainties.

The measured ?\H (pr) resulting from each variation can be found in Figure 3.61.
The f\H (pr), corrected for reconstruction efficiency and including the systematic un-
certainty estimation, is presented in Figure 3.62. The corresponding relative systematic
uncertainties from different sources are summarized in Table 3.18. All sources of sys-
tematic uncertainty in the f\He lifetime analysis at \/m = 3.0 GeV are summarized

in Table 3.12. These systematic uncertainties arise from several sources, including raw
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Figure 3.62 The measured (p,;) as a function of rapidity in Au+Au collisions at /sy =
3.2 GeV, including both statistical and systematic uncertainties. The boxes represent system-
atic uncertainties and the vertical lines represent statistical uncertainties.

Table 3.18 Summary of relative systematic uncertainties on (p,) for >H in Au+Au
collisions at /s,y = 3.2 GeV.

Source 0-10% 10-40%
[-1,-0.5) | [-0.5,0) | [-1,-0.5) | [-0.5,0)
Raw yield extraction 0.05% 0.2% 0.4% 0.06%
2 H MC lifetime 0.5% 0.2% 0.4% 0.1%
Topological cuts 4.7% 4.5% 8.0% 3.4%
Extrapolation 2.8% 2.7% 6.5% 2.0%
Total 5.5% 5.3% 10.4% 4.0%

yield extraction, topological selection cuts, the choice of fit functions used in the ex-
traction, and the choice of input lifetime in the Monte Carlo simulations. The dominant
contribution arises from variations in the topological cuts. The second most significant
source is the extraction fit functions, consistent with the different p; spectra shapes

observed between various fitting functions as illustrated in Figure 3.57.
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Chapter 4 Results and Discussions

37 4 4 o
4.1 H,H and AHe Lifetimes

The measured lifetimes of f\H and j‘\H in AutAu collisions at {/syn = 7.2 GeV

from the STAR experiment are:

r(f\H) =219.4 + 19.8 (stat.) + 18.6 (syst.) ps,  Oyya1 = 27.1 ps, (4.1)
r(j‘\H) = 217.0 +£ 16.0 (stat.) = 16.0 (syst.) ps,  Oiota) = 22.6 ps. (4.2)

Here, the total uncertainty is define as:

— 2 2
Ototal = V Ostat. T Osyst.* (4.3)

STAR has also reported lifetime measurements at /s n = 3.0 GeV [179]. The results

arc.

r(?\H) = 222.8 +22.9 (stat.) = 18.3 (syst.) ps,  Oita1 = 29.4 ps, (4.4)
r(f\H) = 218.4 + 6.8 (stat.) = 13.0 (syst.) ps,  Gipa = 14.8 ps. (4.5)

The lifetime measurements at \/m = 7.2 and 3.0 GeV, both collected by the STAR
experiment in 2018, are in good agreement with each other.

To improve statistical precision, we combine these measurements at /sy = 7.2
and 3.0 GeV. Since both measurements are from the STAR experiment with similar
experimental setups and analysis methods, in this averaging procedure, statistical un-
certainties from the two measurements are treated as independent, while systematic un-
certainties are assumed to be fully correlated. The weighted average and associated

uncertainties are calculated as follows:

T=2 0 (4.6)
Zi wz
1
OZstat. = ————> 4.7)
V2 Wi
Z' wiai,syst.
O syst. = lZ—w (4.8)
i Wi

2

istat. Lhe resulting average lifetimes of ?\H and

where the weight is defined as w; = 1/0
j‘\H of \/syn =7.2 and 3.0 GeV are:

TG H) =221 + 15 (stat.) 19 (syst.) ps, Gy = 24 ps, (4.9)
F(f\H) = 218 + 6 (stat.) + 13 (syst.) ps,  Oipia = 15 Ps. (4.10)

115



Chapter 4 Results and Discussions

These average values represented the most precision measurements at the time of pub-
lication [88].
The measured lifetime of j‘\He in AutAu collisions at y/syy = 3.0 GeV from the

STAR experiment is:
r(f\He) = 229 + 23 (stat.) + 20 (Syst.) ps,  Oiota1 = 31 Ps. 4.11)

The measured lifetime of f\He in AutAu collisions at 4/syn = 3.2 and 3.5 GeV from

the STAR experiment is:
r(f\He) =210 + 12 (stat.) + 11 (syst.) ps, Oioa1 = 16 ps. (4.12)

These results are consistent within uncertainties. The measurement at /syy = 3.2
and 3.5 GeV achieves significantly improved precision in both statistical and system-
atic uncertainties. This improvement is largely attributed to enhanced detector perfor-
mance following the iTPC upgrade. The average lifetime of j‘\He from measurements
at \/m =3.0,3.2, and 3.5 GeV is:

?(f\He) = 214 + 10 (stat.) + 10 (syst.) ps,  Oiota1 = 15 ps. (4.13)

This result represents the most precise measurement of the iHe lifetime to date.

Figure 4.1 summarizes the lifetime measurements for f\H, j‘\H, and iHe. The mea-
sured lifetimes of f\H and f\H, obtained from the average of results at /sy =7.2 GeV
(presented in this thesis) and 3.0 GeV from the STAR experiment, are shown as red solid
markers [88]. The measurements of j‘\He from \/m =3.0,3.2,and 3.5 GeV collisions,
also from STAR and presented in this thesis, are shown as red open markers. These re-
sults are compared with both earlier and more recent experimental measurements [50-
55, 67,70, 72, 84-86, 180-187], as well as with theoretical predictions [74, 81-82, §9-
90, 188] and the free A lifetime [83]. Published experimental lifetimes are indicated by
solid circles, while preliminary measurements are represented by open circles. Theo-
retical estimations are displayed as colorful lines for f\H, and as an orange band for both
f\H and j‘\He. The global averages of all experimental measurements and their uncer-
tainties are illustrated by light blue bands. The free A lifetime, 7, = 263.2+0.2 ps [83],
is shown as a thin black band.

The global averages are shown as light blue vertical bands in Figure 4.1. Based on
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Figure 4.1 Lifetime measurements of f\H (left), f\H (right top), and f\He (right bottom). Ex-
perimental measurements, theoretical predictions, and the free A lifetime are compared in this
figure. The averaged STAR results, including the measurements presented in this thesis, are
shown as red circles. The measurements from various experiments are presented with black
circles. The global average values are indicated by light blue bands.

all available experimental results, the global averaged lifetimes are:

T GH) =229 + 11 ps, (4.14)
Tag(A\H) = 211 + 8 ps, (4.15)
Tog(AHe) = 229 + 12 ps. (4.16)

For comparison, the free A lifetime is 7, = 263.2 + 0.2 ps [83], indicated by the thin

black lines in Figure 4.1. The global average lifetime ratios relative to the free A are:

T QH)/Tp = 87 + 4%, (4.17)
T (VH)/ 7\ = 80 £ 3%, (4.18)
T (\He)/T) = 87 + 5%. (4.19)

These results indicate that the lifetimes of f\H, “H and j‘\He are systematically shorter
than that of free A.
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The ?\H lifetime, indicated by the red marker—including the measurement pre-
sented in this thesis—is consistent within 2.5¢ with results from ALICE [72, 85,
180], previous STAR measurements [70, 86], as well as results from HypHI [84],
HADES[181], and early emulsion and bubble chamber experiments [50-55]. The STAR
2010 [70], HypHI 2013 [84], ALICE 2016 [85], and the average result from this anal-
ysis [88] all lie below the global average but within 1. In contrast, the ALICE 2019
result [180] lies slightly above the global average (by approximately 0.5¢0), while the
STAR 2018 result [86] lies more than 2¢ below it. The iH lifetime obtained in this
analysis is shorter than the free A lifetime by approximately 1.80. However, the most
recent ALICE measurement reported in 2023 [72], with significantly reduced uncertain-
ties, yields a value above the global average and is consistent with the free A lifetime
within about 0.80. The result from this analysis is also consistent with the ALICE
measurement within approximately 1.2¢. Similarly, the latest preliminary result from
HADES lies above the global average and within 1o, yielding a lifetime in good agree-
ment with that of the free A, though with a relatively large uncertainty. Both of these
recent results—ALICE and HADES—are more consistent with the free A lifetime than
the ?\H measurement reported in this analysis.

A comparison of results from different facilities yields the following average life-
times relative to the free A lifetime:

* GSI-based experiments (HypHI and HADES): (89 + 15)%, consistent with the

free A lifetime within lo;

* LHC (ALICE): (95 + 6)%, consistent within 1o;

* RHIC (STAR): (75 + 9)%, consistent within 2.7c.
These comparisons suggest a discrepancy between STAR and ALICE measurements.
The STAR results consistently indicate a shorter ?\H lifetime, while ALICE measure-
ments align more closely with the free A lifetime. This tension underscores the need
for further high-precision lifetime measurements, particularly at RHIC, to resolve the
current inconsistency.

Early theoretical predictions for the f\H lifetime generally lie within 15% of the
free A lifetime [82, 89-90], primarily due to the extremely weak binding of the A hy-
peron in the hypertriton. Ref. [74] that includes attractive pion final-state interactions
(FSI) predicts a reduced f\H lifetime to (81 + 2)% of 7. In contrast, more recent cal-
culations based on pionless effective field theory (EFT), which model the system using
Ad degrees of freedom and assume a binding energy of B, = 0.13 MeV, predict a life-

time approximately 1-2% longer than 7, [80]. Despite differences in the underlying
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assumptions and treatment of decay dynamics, both the model including pion FSI [74]
and the one treating f\H as a loosely bound two-body Ad system [89] yield lifetime pre-
dictions that are in good agreement with the world-average experimental value and, in
particular, with the measurement reported in this thesis. In contrast, the recent ALICE
result from 2023 favors predictions from three-body calculations without pion FSI [90]
and closure-approximation estimates [82], and is also consistent with the pionless EFT
result [80] within 1.26.

For f\H, the measured lifetime shown as the red marker—including the re-
sult presented in this thesis—is consistent with all previous experimental measure-
ments [50, 52, 67, 84, 181-185] within 2.5¢, and agrees with the theoretical estimation
of 195 + 10 ps [188] within 1.36. The f\H lifetime result obtained in this analysis is
shorter than the free A lifetime by about 3c.

Similarly, the measured lifetime of ?\He presented in this thesis(indicated by the
red marker) is consistent with the two existing experimental measurements [186-187]
within 1.50, and agrees with the theoretical estimation from Ref. [188] within 2.66.
The f\He lifetime result obtained in this analysis deviates from the free A lifetime by
approximately 3o. This lifetime estimation in Ref. [188], based on the isospin rule
(AI = 1/2), estimates a shorter lifetime for j‘\H compared to 1He, with the ratio
T(?\H)/T(?\He) = (0.74 + 0.04. The ratio of the 1H to f\He in this thesis is:

t(\H)/z(He) = 1.02 + 0.10, (4.20)

which is statistically consistent with unity and deviates from the theoretical value by ap-
proximately 2.66. The ratio of the global average lifetimes extracted from experimental

data is:
Tayg (A H)/ Ty (L He) = 0.92 + 0.06, (4.21)

which is consistent with unity by approximately 1.3¢, and with the theoretical value
within 2.5¢. The precision lifetime measurements of j‘\H and ?\He provides valuable
constraints on theoretical models of hypernuclear decay, including the underlying Y—
N interaction and the internal structure of the hypernucleus. Continued high-precision
measurements of isospin mirror hypernuclei j‘\H and f\He will further illuminate the role

of isospin in hypernuclear weak decay.
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Figure 4.2 Energy dependence of the average transverse momentum (p;) in Au+Au central
(0-10%) collisions at mid-rapidity. The measurements of f\H, triton, A and proton are com-
pared with a blast-wave parameterized from fits to light hadron (z, K, p) spectra. The boxes
represent systematic uncertainties and the vertical lines represent statistical uncertainties.

4.2 Energy Dependence of (py) of ?\H

Figure 4.2 presents the energy dependence of the (p) for ?\H, triton, A and pro-
ton in central Au+Au collisions at mid-rapidity. The ?\H production measurement at
m = 3.2 GeV presented in this thesis is included in this figure. The iH and tri-
ton data points appear close to each other and are represented by circles, while the
A and proton data points—also close to one another—are represented by squares at
lower (pr). These results are compared with theoretical calculations from the blast-
wave (BW) model, which describes the collective transverse expansion of the system
at kinetic freeze-out. The model assumes a thermalized source with a common radial
flow velocity field and a common kinetic freeze-out surface [178]. The BW calculations
presented in this figure are based on the kinetic freeze-out parameters extracted from
simultaneous fits to the spectra of light hadrons (7, K, p) [168, 189-190]. These param-
eters characterize the thermodynamic conditions at the point where hadrons decouple
kinetically. At y/syy =3.0-5.2 GeV, the measured (py) values of f\H lie below the

BW predictions, indicating a suppression relative to the collective flow observed for
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light hadrons. At \/m = 3.0 GeV, triton is also overestimated. At higher energies
above \/m = 7.7 GeV, the BW calculations are generally consistent with the data
for f\H and triton, with only a slight overestimation of the measured (p;). From the
blast-wave perspective, a particle’s transverse momentum is determined by a combi-
nation of thermal motion and radial flow expansion. Heavier particles, such as nuclei,
are expected to gain more (pr) from radial flow compared to lighter hadrons under
the same freeze-out conditions. We do observe higher (p;) of f\H and triton compared
with A and proton in Figure 4.2. However, the observed suppression of (p;) relative to
the BW calculations suggests that light nuclei and hypernuclei, such as f\H and triton,
may not fully participate in the same collective expansion as light hadrons. It can be
interpreted as that f\H and triton decouple from the system at different time compared
to light hadrons. This softening of the f\H spectrum may also be explained by the co-
alescence model using a Wigner-function formalism, which accounts for the extended
spatial structure of the hypertriton [191]. Due to its loosely bound nature and the re-
sulting large spatial size, the Wigner distribution of ?\H becomes very dilute in phase
space, making it less likely for constituent particles to satisfy the coalescence condition,

especially at high pr.

4.3 Energy Dependence of dN/dy of f\H

The energy dependence of f\H production provides important insights into its for-
mation mechanism in heavy-ion collisions. In this thesis, we present the f\H production
measurements at \/@ = 3.2 GeV. The dN/dy result, together with measurements at
other RHIC energies, constitutes the first systematic and complete mapping of the en-
ergy dependence of f\H production in the high baryon density region. Figure 4.3 shows
the measured dN/dy of ?\H as a function of collision energy in central (0—-10%) Au+Au
collisions at mid-rapidity (|y| < 0.5). The data at \/m = 2.76 TeV is taken from
ALICE experiment [85]. In this figure, the yield increases sharply as m decreases
from 27 GeV to 4.5 GeV and appears to reach a maximum in the range of m = 3-
4 GeV. At energies below this peak, the yield shows signs of plateau or a mild decrease.
This behavior can be attributed to two competing effects. As m decreases, increas-
ing baryon density enhances hypernucleus formation via coalescence, while stronger
strangeness canonical suppression at lower energies reduces the available A yield, re-
sulting in a peak around 3—4 GeV where the enhancement dominates.

To interpret the data, the results are compared to predictions from two theoretical
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Figure 4.3 Energy dependence of mid-rapidity yields (d N/dy) of f\H in central (0-10%)
Au+Au collisions. The boxes represent systematic uncertainties and the vertical lines rep-
resent statistical uncertainties. The measured data are compared with model predictions from
Thermal-FIST (dashed line) and UrQMD with a coalescence afterburner (dotted lines) [97].
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* UrQMD+Coalescence [97]: This calculation is based on freeze-out distributions
provided by the UrQMD transport model. An instantaneous coalescence after-
burner is applied to describe the formation of hypertriton from nucleons and hy-
perons that are close in phase space after freeze-out. This approach reproduces
the experimental data well in the energy range from 3 to 10 GeV.

* Thermal-FIST model [97, 99]: The thermal model uses chemical freeze-out pa-
rameters, such as temperature and baryon chemical potential, obtained from light
hadron yields. It assumes that hypernuclei are produced in statistical equilibrium
under these freeze-out conditions. While it reproduces the overall trend, it overes-
timates the yields by about a factor of 2 at low collision energies, which suggests
that hypernuclei may do not freeze out at the same time as light hadrons.

The experimental results provide evidence that hypertriton is formed via a coales-
cence mechanism in the high baryon density region of heavy-ion collisions. The ther-
mal model appears insufficient to fully describe hypertriton production, indicating that
hypertriton likely decouples from the medium at a different time compared to light

hadrons.

122



Chapter 4 Results and Discussions

4.4 Centrality Dependence of f’\H Production

0.6

0.5

——
|
|

0.4

|
|

0.3

+

] |:| Npart N

oA (ly|<0.5) @ 3H (|y|<0.5)

op (ly|<0.1) «t(]y|<0.5)

0.2

—&—]
l

Ratio (10-40%)/(0-10%)

0.1

1 1 1 1 1 1 1 ‘ 1 1
3 4 56780910 20 30
\'sy [GeV]

Figure 4.4 Mid-central-to-central (10—40%)/(0—-10%) yield ratios of f\H, A, triton, and pro-
ton, as a function of collision energy. For f\H, the boxes represent systematic uncertainties
and the vertical lines represent statistical uncertainties. The shaded band represents the ratio
expected from participant scaling (N ,,).

Figure 4.4 shows the mid-central-to-central yield ratio (10-40%)/(0-10%) of f\H as
a function of collision energy, compared with similar ratios for protons, tritons, and A.
The horizontal band represents the expectation based on participant scaling (V). At
low collision energies (1/syn < 7.7 GeV), the yield of f’\H appears to decrease more
steeply in peripheral collisions than that of other hadrons. This deviation from N,
scaling, and the relatively stronger suppression observed in f\H production, may be
associated with differences in formation conditions for hypernuclei. However, further

data and model studies are required to draw firm conclusions.
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Chapter 5 Summary and Outlook

5.1  Summary

In this thesis, we present a comprehensive study of light hypernuclei—f\H, j‘\H,
and ?\He—produced in heavy-ion collisions at RHIC. Precision measurements of their
lifetimes, production are carried out using data taken from the STAR experiment,
particularly from the BES-II fixed-target mode at low collision energies (\/m =
3.0-7.2 GeV). These studies contribute crucial insight into the inner structure, and the
production dynamics of hypernucei in the baryon-rich environments produced by the
violent heavy-ion collisions.

The lifetime study is based on the reconstruction of hypernuclei via their mesonic
decay channels. The f\H and f\H hypernuclei are reconstructed through their two-body
decays: ?\H — 3He + 7z~ and j‘\H — *He + 77, respectively. The lifetimes of ?\H and
f\H measured at \/m = 7.2 GeV are T(?\H) = 219.4 + 19.8 (stat.) + 18.6 (syst.) ps
and T(f\H) =217.0+16.0 (stat.) + 16.0 (syst.) ps, respectively. The weighted averages
of lifetimes measured at y/syn = 7.2 and 3.0 GeV are r(?\H) = 221 + 15 (stat.) +
19 (syst.) ps and T(iH) = 218 + 6 (stat.) + 13 (syst.) ps, respectively, representing the
most precise values at the time they published [88]. Both f\H and f\H results are system-
atically shorter than the free A lifetime by approximately 1.8¢ and 3¢, respectively. The
global averaged lifetimes of f’\H and f\H, obtained from all available experimental data,
further support this systematic reduction relative to the free A lifetime. However, the
most recent ALICE measurement [90] supports a f\H lifetime that is closer to the free A
lifetime. This discrepancy highlights a tension between the STAR and ALICE measure-
ments. To resolve this inconsistency, further high-precision measurements from STAR
are necessary.

The j‘\He hypernucleus, reconstructed via the three-body decay channel j‘\He -
d + p + n~, was measured at \/m = 3.0, 3.2, and 3.5 GeV. The combined lifetime
measurement yields r(f\He) = 214 + 10 (stat.) + 10 (syst.) ps, which is the most preci-
sion lifetime measurement for this hypernucleus to date. Similar to f\H, the measured
lifetime of j‘\He is also shorter than the free A lifetime by approximately 3¢. This result
provides valuable constraints on theoretical models of hypernuclear decay, including the
underlying hyperon—nucleon interaction and the internal structure of the hypernucleus.
The precise lifetime measurements of f\He and j‘\H not only provide tighter constraints

on theoretical models of hypernuclei, but also highlight the potential of precision life-
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time measurements as a probe for testing isospin symmetry in mirror hypernuclei.

In this thesis, we also present a detailed analysis of f\H production at m =
3.2 GeV in AutAu collisions. The study includes differential p; spectra, integrated
yield dN/dy , and (p;) measurements for two centrality classes: central (0—10%) and
mid-central (10-40%). These measurements provide key observables for probing the
production mechanism and freeze-out behavior of hypernuclei in high density region.
The ?\H yield result at 3.2 GeV is further combined with measurements at other beam
energies to investigate the energy dependence of hypertriton production. The dN/dy
values exhibit a pronounced maximum around \/m ~ 3-4 GeV, highlighting the in-
terplay between baryon density enhancement and strangeness suppression at low ener-
gies. Thermal model calculations, which assume that hypernuclei freeze out along with
other light hadrons, significantly overestimate the measured yields at low energies. In
contrast, the data are well described by transport models with a coalescence afterburner,
where hypernuclei are formed from nearby nucleons and hyperons in phase space after
freeze-out. These observations support the scenario in which ?\H production is domi-
nated by coalescence rather than thermal production. It also suggests that the f\H yield
is not in equilibrium and fixed at chemical freeze-out simultaneously with other light
hadrons.

Additionally, the (p;) of f\H, measured at \/m = 3.2 GeV and presented to-
gether with results from other energies, is systematically lower than the predictions
from blast-wave fits to light hadron spectra. This suppression suggests that hypertriton
may do not follow same collective expansion as light hadrons, indicating a different de-
coupling time from the system. Such behavior may be explained within the coalescence
picture, given the hypertriton’s large size [191].

In summary, the lifetime measurements presented in this thesis suggest that light
hypernuclei have systematically shorter lifetimes than the free A. These precision mea-
surement of hypernuclei lifetimes provide essential constraints for theoretical models of
hypernuclear. The production measurements of iH, including its energy dependence of
dN/dy and (p;), indicate that hypertriton do not decouple from the medium at hadron
freeze-out. The experimental measurements support the coalescence as the dominate

mechanism of hypertriton formation in the high baryon density region.
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Figure 5.1 Interaction rates for current and upcoming heavy-ion experiments. Fixed-target
programs at STAR, HADES, FAIR-CBM, and HIAF cover the high baryon density region at
low energies with increasing luminosity and improved detector capabilities. This picture is
taken from Ref. [192].
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Figure 5.2 Thermal model predictions of mid-rapidity yields (d N/dy) for various hypernu-
clei as a function of collision energy [99]. Projected experimental sensitivities from STAR FXT,
CBM@FAIR, and CHNS@HIAF are indicated.
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5.2  Outlook

Hypernuclear research is entering a new era of precision, fueled by high-statistics
datasets from a series of heavy-ion collision experiments conducted at low collision
energies, as illustrated in Figure 5.1. These experiments provide access to the high
baryon density region of the QCD phase diagram, where the production of hypernuclei
is expected to be enhanced (see Figure 5.2).

There is significant potential for the discovery of previously unobserved hyper-
nuclei in heavy-ion collisions. These include medium-to-heavy hypernuclei with mass
numbers A > 5, anti-hypernuclei, as well as multi-strange systems such as = hyper-

nuclei. In particular, the search for double-A hypernuclei—such as i AH > H, > He,

> AAT AN
and f\ He—is one of the major goals for upcoming experiments. These double-A sys-
tems are essential for constraining the hyperon—hyperon(Y-Y) interaction and provide
critical input for resolving the hyperon puzzle in neutron star matter.

Such studies are part of a broader effort to extend the nuclear chart into the
strangeness sector, mapping out the properties and existence limits of strange nuclear
systems. Ongoing and future experiments at various facilities play a key role in this
endeavor. At RHIC, the STAR FXT program offers unique access to high baryon den-
sity conditions and enables systematic studies of hypernuclei at low energies. Comple-
mentarily, the collider-mode data at \/m = 200 GeV, with an enormous dataset of
approximately 20 billion events, also facilitates precise measurements of hypernuclei
in the low baryon density regime.

The Compressed Baryonic Matter (CBM) experiment at FAIR and the China Hy-
perNuclear Spectrometer (CHNS) experiment at the High Intensity heavy-ion Accel-
erator Facility (HIAF) are designed to operate at high interaction rates with advanced
detector technologies. These capabilities make them ideally suited for the study of the
search for new hypernuclei and high-precision hypernuclear spectroscopy. These pro-
grams are expected to explore previously inaccessible regions of the hypernuclear chart
and provide critical insights into Y-N and Y-Y interactions, as well as the internal
structure of hypernuclei. A dramatic expansion of the hypernuclear chart is expected.

With enhanced detector capabilities and high interaction rates at facilities such as
RHIC, HADES, FAIR, and HIAF at low collision energies, future experiments are well-
positioned to explore hypernuclear production in high baryon density environments and
to push the boundaries of our understanding of hypernuclear matter. Together, these

global experimental programs will significantly deepen our understanding of hypernu-
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clear structure, production mechanisms, and their role in dense QCD matter—bridging

nuclear physics, astrophysics, and fundamental strong-interaction theory.
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