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Abstract of the Dissertation

Measurement of non-photonic electron

azimuthal anisotropy v2 from Au+Au collisions

at
√

sNN = 200 GeV

by

Weijiang Dong

Doctor of Philosophy in Physics

University of California, Los Angeles, 2006

Professor Huan Z. Huang, Chair

The elliptic flow parameter v2 of heavy quarks addresses several important physics

issues. It can allow us to gain more insight to the hadronization mechanism of

bulk partonic matter. It can test the thermalization of the medium created by

relativistic heavy ion collisions. It can enhance our understanding of the energy

loss mechanisms in the medium created by relativistic heavy ion collisions.

Direct v2 measurement of the heavy quark hadrons through hadronic decay

channels requires large statistics and/or precise decay vertex determination which

are currently not available at STAR. The measurement of electrons from heavy

quark semi-leptonic decays allows us to gain insight into the v2 of the heavy

quarks. However, in heavy ion collisions, the produced particles are overwhelm-

ingly hadrons. Also, even in a pure inclusive electron sample, the background

photonic electrons prevail over signal non-photonic electrons in the STAR detec-

tor configuration where we have a sizable amount of detector materials. These

facts pose big challenges for measuring the non-photonic electron v2. This disser-

tation will present a method to deal with these challenges. Firstly, a high purity

xviii



inclusive electron sample is achieved by particle identification using a combination

of different detectors. Then the photonic electrons are statistically measured and

removed from the inclusive electron sample. Finally, the non-photonic electron v2

can be calculated from its event-plane-angle-adjusted φ distribution. This disser-

tation will present the preliminary result of a measurement for the non-photonic

electron v2 covering a pT range from 1.5 to 3 GeV/c by the STAR collabora-

tion. Future directions for non-photonic electron v2 measurements will also be

discussed.
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CHAPTER 1

Introduction

Quantum Chromo-Dynamics (QCD), the fundamental theory of the strong inter-

action, predicts an exotic state of matter being produced in high energy density

and high temperature environment. This exotic state of matter is called the

Quark Gluon Plasma (QGP), which could have been existed one microsecond

after the Big Bang.

QGP is another phase of nuclear matter. Unlike the cold nuclear matter,

in which quarks are confined within nucleons, in the QGP boundaries between

nucleons disappear and quarks are deconfined. In relativistic heavy ion collisions,

a huge amount of energy is deposited into a small volume to create an energy

density that is high enough to reach the critical value where the QGP can be

possibly created in a laboratory environment.

From the experimental program covering a time span of about five years at

the Relativistic Heavy Ion Collider (RHIC), physicists have observed partonic

collectivity and jet quenching through the measurements of light hadrons. These

findings indicate the creation of strong interacting deconfined quark matter in the

laboratory. The measurement of elliptic flow parameter v2 of heavy quarks will

complement these measurements and enhance our understanding of the matter

that is created by relativistic heavy ion collisions.

Relevant topics to this dissertation will be briefly introduced in this chapter.
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1.1 Quarks, Gluons and Quark-Gluon Plasma

Quarks are the fundamental building blocks of hadrons like protons and neutrons.

Table 1.1 lists the properties of the quarks [Won94]. Quarks have a flavor degree

of freedom. There are 6 flavors of quarks, namely up (u), down (d), charm

(c), strange (s), bottom (b) and top (t). Each quark has a corresponding anti-

quark, e.g. ū is the anti-quark of u quark. Quantum Chromo-Dynamics (QCD)

is the fundamental theory that describes the strong interaction between quarks.

In QCD, every quark carries a “color”. There are three different colors that a

quark can carry: red, green and blue. The strong interaction between two quarks

depends on the colors that they carry. Two quarks interact with one another

by exchange of a gluon. Gluons are bosons and they also carry colors. Just

like quarks, gluons interact with other color charged quarks or gluons with the

exchange of other gluons. Unlike quarks, gluons do not carry flavors.

Table 1.1: Properties of quarks

Flavor Charge Iz C S T B

u 2
3

1
2

0 0 0 0

d −1
3

−1
2

0 0 0 0

c 2
3

0 1 0 0 0

s −1
3

0 0 -1 0 0

t 2
3

0 0 0 1 0

b −1
3

0 0 0 0 -1

Gluons “glue” quarks together to form hadrons. There are two kinds of

hadrons: mesons and baryons. Gluons “glue” two quarks (quark-antiquark) to-

gether to form mesons. Pions are examples of mesons where a π+ is composed

of one u quark and one d̄ quark. Gluons “glue” three quarks together to form

2



baryons. Protons and neutrons are examples of baryons where a proton is com-

posed of two u quarks and one d quark and a neutron is composed of two d quarks

and one u quark. Hadrons are all color neutral particles. “qq̄” is color neutral

because it is a color-anticolor pair. “qqq” can be color neutral because it can be

the combination of red, green and blue.

Experimentally, no isolated single quark has ever been observed. This sug-

gests that the interaction between quarks and gluons must be very strong when

their distance is large. However, Deep Inelastic Scattering (DIS) experiments

found that with large momentum transfer, the quarks inside of a hadron behave

as if they are free particles. We believe that QCD correctly describes the strong

interaction among quarks and gluons because QCD has the property that the in-

teraction is weak at a short distance and strong at a large distance. QCD predicts

asymptotic freedom of quarks [GW73, Pol73]. When the distance of interaction

is small and the momentum transfer is large, a perturbative treatment can be

used. QCD with perturbative treatment is called pQCD. When the distance of

interaction is big and the momentum transfer is small, QCD can be calculated

on a lattice of space and time, thus lattice QCD. Lattice QCD calculation shows

that when the distance of interaction is on the same order of the size dimension

of a hadron, the interaction strength is linear with the interaction distance. This

characteristic of the interaction confines quarks in the hadrons [Wil74].

Lattice QCD calculations also predict that at sufficiently high temperature,

quarks can be deconfined. Figure 1.1 shows that the energy density divided by

T 4 as a function of temperature for quark system [Kar02]. When the temperature

is approaching critical temperature Tc, the energy density divided by T 4 quickly

rises and saturates, which indicates a phase transition. The value of Tc depends on

the chemical potential being used in the calculations. For zero chemical potential,

3



Tc is about 160 MeV . The level of saturation reflects the number of degrees of

freedom. The new phase of matter is the Quark Gluon Plasma (QGP). The QGP

is a locally thermally equilibrated state of matter in which quarks and gluons are

deconfined [Ada05a].

0.0

2.0

4.0

6.0

8.0

10.0

12.0

14.0

16.0

1.0 1.5 2.0 2.5 3.0 3.5 4.0

T/Tc 

ε/T4 εSB/T4

3 flavour
2+1 flavour

2 flavour

Figure 1.1: The T 4 scaled energy density as a function of temperature for quark

system from lattice QCD calculations. When the temperature T reaches the

critical temperature Tc, the scaled energy density rapidly rises, which indicates

a quick change of the number of degrees of freedom. The change in the number

of degrees of freedom means that a phase transition happens. The arrows rep-

resent the Stefan-Boltzmann values for asymptotically high temperature. The

Stefan-Boltzmann limits are for system of free quarks. The lattice QCD values

do not quickly reach at these limits presumably due to the strong interaction of

quarks at the temperature range.

Soon after the lattice QCD theory predicted the QGP, physicists realized that

QGP can be created in the laboratory by colliding heavy nuclei at relativistic
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velocities (v → c, γ À 1). The large energies deposited into a small volume will

be sufficient to reach the energy density needed to create the QGP [Bau75]. In

1974, T.D. Lee brought up a discussion about the need for a physics program

to study the QGP [Lee75]. Since then, physicists began to build facilities with

higher and higher energies to search for the QGP. These facilities include the

Bevalac at Lawrence Berkeley National Laboratory in the early 1980s [NG84], the

Alternating Gradient Synchrotron (AGS) at Brookhaven National Laboratory in

the late 1980s and the Super Proton Synchrotron (SPS) at CERN also in the late

1980s [HM96]. The Relativistic Heavy Ion Collider (RHIC) was commissioned at

Brookhaven National Laboratory in 2000. At the time (February 23, 2006) when

this dissertation was written, the Large Hadron Collider (LHC) was being built

at CERN and it was due to be switched on in 2007 [Giu03]. Figure 1.2 shows

the phase diagram of quark system together with indications of temperature and

energy density region reached at these facilities.

QGP is believed to exist approximately one microsecond after the Big Bang

and may exist in the cores of many neutron stars, where the pressure makes the

baryon density exceed the critical density of the phase transition [Gle01].
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Figure 1.2: Quark system phase diagram with the T − ρ location of each QGP

searching experiment, neutron star, cold nuclear matter and the early universe.
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1.2 Momentum Space Azimuthal Anisotropy v2

In a typical non-central relativistic heavy ion collision, because the two heavy

nuclei are Lorentz-contracted along the beam axis, they look like two circular

discs. Their overlapping zone has the shape of an almond. Thus, initially, there

is an azimuthal anisotropic source in coordinate space. A reference plane called

reaction plane is defined by the beam axis and the vector connecting the centers

of the two colliding nuclei. The length of the vector is called the impact param-

eter. Since the vector connecting the two colliding nuclei is perpendicular to the

beam axis, so the reaction plane can be characterized by the vector’s azimuthal

angle, which is called reaction plane azimuthal angle. Figure 1.3 shows a typi-

cal non-central collision of two heavy nuclei, where Z axis is the beam direction

and the X-Z plane is the reaction plane. Figure 1.4 shows the overlap of two

non-central colliding nuclei in reaction plane [Sor03]. As the system develops,

the particles coming parallel to the reaction plane experience less interactions

than the particles coming perpendicular to the reaction plane so their momen-

tum distributions are different. Thus, at the final state, there is an azimuthal

anisotropy in momentum space. Figure 1.5 illustrates the evolution of coordinate

space azimuthal anisotropy to momentum space azimuthal anisotropy soon after

a non-central collision of two heavy nuclei [KSH00].

Mathematically, the particle distribution in momentum space can be ex-

panded into a Fourier series [PV98]:

E
d3N

dp3
=

1

2π

d2N

pT dpT dy

[
1 + 2

∞∑

n=1

vn cos [n(φ−ΨRP )]

]
(1.1)

where

vn =< cos[n(φ−ΨRP )] > (1.2)
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Figure 1.3: A typical non-central collision of two heavy nuclei. Z axis is the beam

direction and the X-Z plane is the reaction plane.
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Figure 1.4: The overlap of a non-central collision of two heavy nuclei for 5fm

impact parameter. Impact parameter is defined as the distance between the

centers of the two colliding nuclei. The beam directions are in and out of the

page. The two circles represent the two colliding nuclei. The reaction plane is

the X-Y plane.
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Figure 1.5: The evolution of the coordinate space azimuthal anisotropy into a

momentum space azimuthal anisotropy. The calculation is based on the hydro-

dynamic model.
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vn is the anisotropy parameter of the nth harmonic. pT , y, and φ are respec-

tively transverse momentum, rapidity, and azimuthal angle of the particle. ΨRP

is the reaction plane azimuthal angle. The second harmonic coefficient v2 is also

called elliptic flow. It measures the elliptic component of the anisotropy. If v2 is

positive, one will expect more particles coming out parallel to the reaction plane

because small angle difference between φ and ΨRP will make cos[2(φ−ΨRP )] close

to 1, and one will expect less particles coming out perpendicular to the reaction

plane because when φ−ΨRP is close to π/2, cos[2(φ−ΨRP )] will be close to −1.

Due to the almond shape of the source, v2 is the largest and most studied

of the anisotropy parameters in relativistic heavy ion physics. Besides v2, v1

and v4 have been measured by STAR as well [Ada04a]. The higher terms of the

expansion are found to be small and more difficult to measure experimentally.

To develop a momentum space azimuthal anisotropy from a coordinate space

azimuthal anisotropy, multiple interactions are necessary. If each nucleon-nucleon

collision is totally independent, the final particle’s momentum distribution re-

sulted from the heavy ion collisions will be a simple superposition of many isotopic

momentum distributions resulted from many non-correlated nucleon-nucleon col-

lisions. The result of the superposition is an isotropic momentum distribution.

Because multiple interactions, which help to achieve the thermalization of

the system, mainly happen during the early stage of the system, and also the

azimuthal anisotropy in coordinate space is largest thus the pressure gradient is

largest at the beginning of the evolution, the v2 can reveal the information about

the thermalization of the system at the early stage [Sor97].

The recent measurement of the v2 of identified particles shows a mass ordering

phenomenon at low pT range [Ada04b]. At a given pT in this range, the v2 de-

creases with increasing particle mass. The hydrodynamic model, which assumes
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ideal fluid flow, describes the mass ordering of v2 at low pT very well [HKH01].

The left plot of Figure 1.6 shows the measured v2 of π±, K0
s , P̄ and Λ + Λ̄ to-

gether with hydrodynamic calculations. The success of hydrodynamic model in

this pT range indicates that a strong interacting thermalized quark matter has

been created.
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Figure 1.6: The left plot shows the measured v2 of π±, K0
s , P̄ and Λ+Λ̄ together

with hydrodynamic calculations [Ada05a]. At a given pT in this range, the v2

decreases with increasing particle mass. This mass ordering is well described

by hydrodynamic model. The right plot shows the hydrodynamic calculations

by assuming different EoS. The hydrodynamic Eos Q describes the data much

better than the hydrodynamic Eos H.

The result from v2 measurement can constrain the effective Equation of State

(EoS) of the nuclear matter created by RHIC [TLS01]. Recent hydrodynamic

model study indicates that the nuclear matter created at RHIC has an EoS with

a strong first order phase transition between hadron gas and an ideal parton

gas [Huo05]. The right plot of Figure 1.6 shows that the EoS Q (QGP EoS)

describes the experimental data much better than the EoS H (hadron gas EoS).

11



This seems to indicate that the phase transition has happened at RHIC collisions.

At mediate pT , the hydrodynamic model, whose assumption is no longer valid,

gives v2 much larger than experiment results. In this pT range, the quark recom-

bination model successfully describes the experimental data. At high pT , the v2

of identified particles begins to saturate, which implies jet quenching. Section 1.3

will discuss about quark recombination model and jet quenching.
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1.3 Observations

The commissioning of RHIC in year 2000 had created an opportunity to study the

nuclear matter under high temperature and high energy density conditions [JW05].

The observations of jet quenching and partonic collectivity from the first few years

of RHIC operation indicate that a dense and equilibrated system may have been

created in the most violent head-on collisions of two heavy nuclei. The initial en-

ergy density of these collisions is estimated to be about two orders of magnitude

larger than that of cold nuclear matter. That density is well above the critical

density for the phase transition that is predicted by the lattice QCD.

1.3.1 Jet Quenching

High transverse momentum particles are believed to originate from initial hard

scattering process in the early stage of heavy ion collisions [Adl02], thus these

particles are good probes to study the matter created by heavy ion collisions.

High transverse momentum partons travel through the matter and lose energy

by gluon radiation. Experimentally, two ratios are interesting to look at. One

is called nuclear modification factor RCP , which is defined by the ratio of the

particle yield scaled by Nbinary [Won94] from central and peripheral collisions:

RCP (pT ) =
[(dN/dpT )/Nbinary]

Central

[(dN/dpT )/Nbinary]Peripheral
(1.3)

The other is called nuclear modification factor RAA, which is defined as the

ratio of the particle yield scaled by Nbinary from two heavy nuclei collision to

proton-proton collision:
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Figure 1.7: Hadron Rcp measured by STAR. The left plot is for mesons and

right plot is for baryons. The Nbinary scaled mesons and baryons yields in central

collisions are largely suppressed at high pT . The shaded band around 1 is the

systematic error in the Nbinary calculation, which is based on the Monte Carlo

Glauber model.

RAA(pT ) =
d2N/dpT dη

TAAd2σpp/dpT dη
(1.4)

Where TAA =< Nbinary > /σNN
inel and σNN

inel is the inelastic cross section of

nucleon+nucleon collisions.

Both ratios take a reference system which is small and not supposed to reach

QGP critical values: one is created by peripheral collisions and the other is created

by proton-proton collisions. Figure 1.7 shows the Rcp for strangeness hadrons

measured by STAR [Sch04]. Both mesons and baryons have large suppression at

high pT . This suppression indicates that a strong interacting dense matter has

been created by RHIC.
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1.3.2 Partonic Collectivity

Another interesting observation is partonic collectivity. Figure 1.8 shows the v2

of strange hadrons together with hydro-dynamic model predictions [Ada05b]. For

pT less than 2 GeV , hydro-dynamic model calculations describe the experiment

results quite well. However, at high pT , the model prediction begins to deviate

from the data. The meson v2 and the baryon v2 both begin to saturate at different

levels. Interestingly, if scaled by the number of constituent quarks, as shown in

Figure 1.9, the meson v2 and the baryon v2 follow the same trend [Ada05b]! This

meson and baryon grouping is also observed in the RCP measurement which is

shown in Figure 1.7. The quark coalescence model, which assumes the coalescence

of constituent quarks as the major hadronization mechanism, naturally explains

this grouping observation. A solid conclusion of this is that a deconfined quark

system has been created by RHIC.
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1.4 Heavy Quark v2

As discussed in section 1.3, jet quenching and partonic collectivity through the

measurement of light hadrons are the most important findings from the first

several years of RHIC operation. The measurement of the elliptic flow parameter

v2 of the heavy quarks will complement these measurements and enhance our

understanding of the relativistic heavy ion collisions.

The heavy quark v2 addresses several important physics issues. One issue

is the hadronization of bulk partonic matter. A Constituent Quark Number

(CQN) scaling in v2 has been observed in hadrons of light quarks, which has

been interpreted as features of hadronization of bulk partonic matter through

quark coalescence or recombination. If the heavy quark v2 follows the same CQN

scaling as light quarks, it implies that these heavy quarks may have become

a part of the bulk partonic matter through dynamic evolution in the medium

and its hadronization mechanism is similar to that of light quarks. A second

issue is the thermalization of the hot matter created by the relativistic heavy ion

collisions [DES04]. If even the heavy quark flows, then the system should have

sufficient interactions among constituents to reach the thermalization. A third

issue is the energy loss of heavy quarks in the hot and dense medium created

by RHIC [DK01]. At transverse momentum above the recombination region,

the energy loss mechanism of light quarks is considered to be responsible for

the observed azimuthal angular anisotropy. The measurement of v2 for heavy

quark hadrons will complement this measurement and give new insight into the

mechanism by which partons lose energy in the medium.

Direct v2 measurement of the heavy quark hadrons through hadronic de-

cay channels requires large statistics and/or precise decay vertex determination

which are currently not available at STAR. However, the study of the decay
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products of the heavy quark hadrons may reveal information about these heavy

quark hadrons. The heavy quark hadrons have non-negligible semi-leptonic de-

cay branch ratios. For example, D+, which is composed of c quark and d̄ quark,

decays into a positive electron (positron) and something else with a branch ratio

around 17.2% [Eid04]. Simulation shows that, at high pT , the v2 of the daugh-

ter electrons from D meson decays are strongly correlated with the v2 of the D

mesons [DES04]. The top plot in Figure 1.10 shows such correlation. Thus, the

measurement of electrons from heavy quark semi-leptonic decays allows us to

gain insight into the v2 of the heavy quarks.

Electrons coming from heavy quark decays are called non-photonic electrons.

Contrary to non-photonic electrons are the photonic electrons that come from

photon conversions and scaler meson Dalitz decays. Section 3.2.4 will discuss

how to deal with photonic electrons.
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CHAPTER 2

Experiment

This chapter will discuss the experiment setup. The first section will briefly

discuss about the RHIC accelerator. The second section will discuss about the

STAR detector system. It will discuss about the major detectors been used in

this dissertation research in detail.

2.1 The Accelerator: Relativistic Heavy Ion Collider

“The Relativistic Heavy Ion Collider (RHIC) at Brookhaven National Laboratory

(BNL) is a world-class scientific research facility that began operation in 2000,

following 10 years of development and construction. Thousands of physicists from

around the world use RHIC to study what the universe may have looked like in

the first few moments after its creation.” [Sch06]

Figure 2.1 shows the whole RHIC complex [Sch06]. To study Au+Au collision,

billions of gold atoms are generated in the Pulsed Sputter Ion Source in the

Tandem Van de Graaff. One neutral gold atom is attached with one electron so

it becomes −1 charged. The static electrical field accelerates the negative gold

ions toward a gold foil, where about 33 (include the attached one) electrons of

each negative gold ion are stripped off, so the negative gold ions become positive

gold ions. At the other side of the gold foild, the static electrical field in opposite

direction further accelerates these positive gold ions and feeds them to the Booster
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through the Tandem-to-Booster beam line. At this point, they’re traveling only

at about 5% the speed of light or 1 MeV per nucleon. A spectrometer selects only

+32 charged gold ions and feed them to the Booster. The Booster synchrotron

is a small circular accelerator that accelerates particles using electromagnetic

waves at radio frequency. It accelerates these gold ions to about 37% the speed

of light or 95 MeV per nucleon. At the end of the Booster, there is another gold

foil where about all the remaining but two electrons are stripped off. Another

spectrometer selects +77 charged gold ions and feeds them into the Alternating

Gradient Synchrotron (AGS) to be accelerated further up to around 99.7% the

speed of light or 10.8 GeV per nucleon. At the end of AGS, there is one more foil

to strip the last two electrons off each gold ion and makes it +79 charged. After

this, these +79 charged gold ions will be taken down toward the AGS-To-RHIC

(ATR) transfer line. At the end of this line, there is a switching magnet sending

the ion bunches down to one of the two beam lines: one is clockwise and the

other is counter-clockwise. Bunches are directed either left to travel clockwise or

right to travel counter-clockwise. RHIC can accelerate these ions up to 100 GeV

per nucleon and collide them in any of the six intersection points on RHIC ring.

Table 2.1 lists a summary of the RHIC design parameters and specifica-

tions [Che03].
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Table 2.1: The RHIC design parameters and specifications.

Physical Parameters Value

No. of Intersection Regions 6

No. of Bunches/Ring 60

Bunch Spacing (nanosecond) 213

Collision Angle 0

Free Space at Crossing Point (m) 16

Performance Specifications Au p

No. of Particles/Bunch 1× 109 1× 1011

Top Energy (GeV/Nucleon) 100 250

Energy Spread (10−3) 0.7 0.7

Average Luminosity (cm−2sec−1) ∼ 2× 1026 ∼ 1× 1031

Luminosity Life Time (hr) 3 10

Average Beam Current (mA) 55 70
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Figure 2.1: Diagram of the RHIC complex at Brookhaven National Laboratory

in Long Island, New York.
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2.2 The Detector: Solenoid Tracker At RHIC

Figure 2.2: The STAR detector system.

The Solenoid Track At RHIC (STAR) is a detector system that consists of

several subsystems. It is located at the 6 o’clock position on the RHIC ring.

Figure 2.2 shows a perspective view of STAR [Ack03]. It has 2π coverage in

azimuthal angle. There are several subsystems in the STAR detector system.

Table 2.2 lists their functions.

In this dissertation, information from these three major detectors are used:

Time Projection Chamber (TPC), Barrel Electro-Magnetic Calorimeter (BEMC),

and Barrel Shower Maximum Detector (BSMD). The TPC is used to identify

and measure electron’s momentum. The BEMC and the BSMD are used to help

identifying electrons.
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Table 2.2: The STAR subsystems

Major Detector Subsystem Major Usage

Zero-Degree Calorimeter (ZDC) Triggering minimum bias events

Central Trigger Barrel (CTB) Triggering high multiplicity events

Time Projection Chamber (TPC) Tracking mid-rapidity charged particles

Forward Time Projection Cham-

ber (FTPC)

Tracking large-rapidity charged particles

Time Of Flight (TOF) Particle identification

Barrel Electro-Magnetic

Calorimeter (BEMC)

Measuring mid-rapidity electrons, positrons

and photons, also triggering high pT events

Endcap Electro-Magnetic

Calorimeter (EEMC)

Measuring large-rapidity electrons, positrons

and photons

2.2.1 Time Projection Chamber: TPC

The STAR TPC is a tracking detector capable of measuring and identifying

charged particles [And03]. It can cover 2π in azimuthal angle and from−1.8 to 1.8

in pseudo-rapidity. The STAR TPC has two cylindrical drift chambers separated

by a membrane at high voltage. The chambers are filled with a mixture of 90%

argon and 10% methane. There is an inner field cage in each chamber. Each

inner field cage has hundreds of consecutive rings with constant voltage difference

between two neighboring rings. This configuration offers a uniform electrical field

along the Z axis (beam direction) inside the chambers. The ionization electrons

drift towards the end-caps of the TPC under the influence of the electrical field.

There are 24 anode pad sectors to detect these drifting electrons at the end-

cap of each chamber. Outside of the drift chamber, there is a solenoidal magnet

providing strong magnetic field up to half a tesla also along the Z axis. Figure 2.3
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shows a schematic view of STAR TPC.

Figure 2.3: The STAR TPC schematic view.

The STAR TPC can track up to 4×103 charged particles from a single Au+Au

collision. Figure 2.4 shows the first Au+Au collision event recorded by the STAR

TPC. The detailed discussion on how the charged particles are reconstructed by

the TPC will be in section 3.2.1.

In this dissertation research, the TPC is used as the major detector for inclu-

sive electron identification and measurement. It is also used for photonic back-

ground electron removal. In the heavy ion collision environment, the hadron mul-

tiplicity is hundreds of times larger than that for the electron, and small misiden-

tification of hadron/electron is disastrous for electron measurements. Thus, the
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Figure 2.4: First relativistic Au+Au collision recorded by the STAR TPC.
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TPC’s limited particle identification ability is not enough to completely separate

hadrons from electrons in the environment of heavy ion collisions and auxiliary

detectors are needed for electron identification. This further particle identifica-

tion power comes from the Time of Flight (TOF) for the low momentum region,

and the Barrel Electro-Magnetic Calorimeter (BEMC) with the Barrel Shower

Maximum Detector (BSMD) for the high momentum region. This dissertation

focuses on the measurement of high pT electrons using the BEMC and the BSMD.
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2.2.2 Barrel Electro-Magnetic Calorimeter: BEMC

The STAR BEMC and its partner detector the BSMD are critical detectors for

electron identification in this dissertation research. They are used in conjunction

with the TPC and they provide additional hadron rejection power.

2.2.2.1 Electro-Magnetic Calorimeter Technology

A calorimeter is a device to measure energy. Particles deposit almost all of their

energies through the creation and absorption processes when they incident on a

block of material in a calorimeter [Fer87]. A fraction of the deposited energy can

be measured through the signal from a variety of sources: ionization, scintillation,

Cherenkov light, etc.. The total deposited energy as a function of the measured

energy can be determined.

There are two major types of calorimeters: homogeneous calorimeters, e.g.

CsI(Tl), BGO, Pb-glass, and sampling calorimeters, e.g. Pb-scintillatoror Pb-

Ar(liq). In a homogeneous calorimeter, the energy degradation and energy mea-

surement is done by the same material. Homogeneous calorimeters can have

good energy resolution but are costly. In a sampling calorimeter, the energy

degradation and energy measurement are separated in alternating layers of dif-

ferent material. Sampling calorimeters have inferior energy resolution because

they only measure a smaller fraction of the total particle energy. However, they

cost less and they are flexible in design and fabrication.

The Electro-Magnetic Calorimeter (EMC) is a device to measure the energy of

electrons, positrons and photons. These particles create electro-magnetic showers

in the calorimeter. The EMC possesses many useful features that other detectors

do not have. Here are a few major features of the EMC:
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• Its relative energy resolution improves with increasing energy: σE/E ∝
1/n ∝ 1/

√
E, where n is the number of secondary shower particles and is

proportional to the incident energy E. On the contrary, the momentum res-

olution of tracking detectors in a magnetic field deteriorates with increasing

momentum.

• It can measure neutral photons that tracking detectors cannot measure.

• Its necessary longitudinal depth to contain the shower increases logarith-

mically with particle energy. So a wide energy measurement range can be

achieved with a relatively compact size calorimeter. The size of a tracking

detector in a magnetic field increases linearly with particle momentum.

• The longitudinal and lateral development of showers in the EMC are dif-

ferent for electrons/photons, and hadrons. Thus the EMC can be used for

electron/photon 1 identification.

• It is a intrinsically fast detector so it can be used as a trigger detector.

When a high energy electron, positron or photon is incident on an absorber, it

produces a cascade of secondary electrons, positrons and photons via bremsstrahlung

and pair production. As the depth increases, the number of secondary particles

increases, but their mean energy decreases. When the energies fall below the

critical energy ε, the multiplication process stops and energy is dissipated via the

processes of ionization and excitation.

ε is defined as the energy when the ionization loss and radiation are equal.

It can be calculated approximately as 560/Z(MeV ), where Z is the number of

protons in the nucleus. The radiation length X0, is the distance in which, on

1Electrons and photons cannot be separated by the EMC alone. A tracking detector like
the TPC can be used to tell them apart.
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average, an electron loses (1 − 1/e) of its energy. It is also the length in which

a photon has a pair conversion probability of 7/9. X0 can be approximated as

180A/Z2(g ·cm2), where A is the atomic number. Two scaled variables are useful

in the following dicussion:

t =
x

X0

(2.1)

y =
E

ε
(2.2)

Then the average particle energy e(t) and the number of particles n(t) are

given by:

e(t) =
E

2t
(2.3)

n(t) = 2t (2.4)

At shower maximum:

tmax = ln y (2.5)

n(tmax) = y (2.6)

As the shower develops it broadens laterally due to multiple scattering of

electrons and low energy photons. This can be characterized by the Moliere

radius, Rm. Rm is approximately 7A/Z(g · cm−2). The final shower looks like a

narrow core surrounded by a soft halo of scattering particles. An infinite cylinder

of radius Rm contains 90% of the shower energy. Figure 2.5 shows the longitudinal

and lateral energy loss profiles in electro-magnetic calorimeters.
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Figure 2.5: The left plot shows the particle energy loss as a function of radius in

Electro-Magnetic Calorimeters. The right plot shows particle longitudinal and

lateral energy deposition as a function of depth in Electro-Magnetic Calorimeters.
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2.2.2.2 Barrel Electro-Magnetic Calorimeter at STAR

The STAR Barrel Electromagnetic Calorimeter (BEMC) is located inside the

aluminum coil of the STAR solenoid and outside of the TPC. It covers |η| < 1.0

and 2π in φ [Mat98]. The inner surface of the BEMC has a radius of about

220cm. Figure 2.6 shows the BEMC side view from -Z direction.

Figure 2.6: The BEMC side view from −Z direction. The numbers are module

numbers.

The design for the barrel electromagnetic calorimeter includes a total of 120

calorimeter modules, each covering 6◦ in ∆φ and 1 unit in ∆η [Mat98]. There are

60 modules in +Z and 60 modules in -Z. In year 2004 when the Au+Au 200 GeV

experiment was done, only 60 modules in +Z had been installed for operation.

Each module is roughly 26cm in width, 293cm in length and 23.5cm in active

depth. Each module is segmented into 40 towers, 2 in φ and 20 in η, with each
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tower covering 0.05 in ∆φ and 0.05 in ∆η. Thus the full BEMC is segmented

into a total of 4800 towers and every tower is pointing to the center point of

the interaction region. Each module has a shower max detector embedded about

5 radiation length below the inner surface of the BEMC. The BSMD will be

discussed in section 2.2.3. Figure 2.7 shows the schematic view of a BEMC

module.

Figure 2.7: The BEMC module side view. The towers are all pointing to the

center point of the interaction region.

The STAR BEMC is a sampling calorimeter made by layers of lead and plastic

scintillator [Bed03]. This design is cost-effective. Figure 2.8 shows the schematic

view of the front of one BEMC module. There are 21 active scintillating layers in
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Figure 2.8: The BEMC module cross-sectional view.
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the module. Of these 21 layers, 19 of them are 5mm in thickness and 2 of them,

associated with the pre-shower detector, are 6mm in thickness. The scintillator

layers alternate with 20 layers of 5mm thickness lead absorber plates. Photons

from the scintillator layers are collected and transported through the clear optical

fibers to the photo multiplier tubes (PMT). Figure. 2.9 shows how this is done.

Figure 2.9: The BEMC wavelength-shifting fiber. Each scintillator layer has an

optical fiber around it and all the 21 fibers are bundled to give out the total

optical output of the tower.
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2.2.3 Barrel Shower Maximum Detector: BSMD

The STAR BSMD provides finer spatial resolution and shower profile measure-

ment compared with the BEMC, which has much larger segmentation [Bed03].

Each of the 4800 towers of the BEMC spans ∆φ × ∆η = 0.05(radian) × 0.05

which corresponds to a tower size larger than 10cm× 10cm at the radius of the

inner surface of the detector at η = 0 and increasing toward η = 1. While the

BEMC towers provide precise energy measurements for isolated electromagnetic

showers, the high spatial resolution and shower profile information provided by

the BSMD is essential for π0 reconstruction, direct γ identification, and electron

identification. Figure 2.10 shows the conceptual design of the STAR BSMD. It is

located at about 5 radiation lengths depth from the inner surface of the BEMC

modules. Figure 2.5 shows that the shower usually develops to its maximum at

a depth around 5 radiation lengths.

The STAR BSMD has a double layer design. A two sided aluminum extru-

sion provides ground channels for two independent planes of gold plated tungsten

wires. Each of these wires spans ∆η = 1 on each side of the extrusion. There

are two independent PC board cathode planes with strips etched in the η and φ

directions respectively to sense the induced charge from the charge amplification

near the wires. These perpendicular strips allow reconstruction of a two dimen-

sional image of the shower. One set of strips are called the η strips. These η

strips are perpendicular to the wires and provide an image of the shower spatial

distribution in the η direction. Each of these η strips spans ∆φ ≈ 0.1(radian),

which corresponds to the module width of about 23cm. There are two groups

of η strips. One group is narrower and each narrower strip spans about 1.537cm

in Z. There are 75 of these narrower strips spanning from 0 to 0.5 in η. The

other group is wider and each wider strip spans about 1.961cm in Z. There are
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Figure 2.10: Schematic illustration of the double layer STAR BSMD. Two inde-

pendent wire layers separated by an aluminum extrusion image electromagnetic

showers in the η and φ directions on corresponding pad layers.
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also 75 of these wider strips spanning from 0.5 to 1 in η. The other set of strips

are called the φ strips. φ strips are parallel to the wires. These strips are about

1.33cm in width and 0.1 units in η. 15 of these strips form a patch/sub-division,

which spans ∆φ ≈ 0.1 and ∆η = 0.1. There are 10 patches in each module.

The BSMD is essentially a multi-wire proportional chamber, in which the strips

read out signals using gas amplification. Some important features of the double

sided BSMD design include improved reliability, improved functionality in high

occupancy environment, improved hadron rejection and γ/π0 separation and sim-

plified mechanical construction. Figure 2.11 shows the schematics of the wires

and strips in a STAR BSMD module.

Figure 2.11: Cross sectional view of the STAR BSMD showing the extruded

aluminum profile, the wires and cathode strips.

The STAR BSMD design parameters and specifications are summarized in

table 2.3.

The BSMD has been extensively evaluated in test beams at the AGS. The

position resolution in the front and back planes of the BSMD have been mea-

sured and the resolution in the front and back planes was found to be given

approximately by

σfront(mm) = 2.4mm + 5.6mm/
√

E(GeV ) (2.7)
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Table 2.3: The STAR BSMD design parameters and specifications

Parameter Value

Chamber Position inside EMC ∼ 5X0 at η = 0

Rapidity Coverage (Single Module) ∆η = 1.0

Azimuthal Coverage (Single Module) ∆φ = 0.105 (6◦)

Occupancy (p+p) ∼ 1%

Occupancy (Au+Au) 5% to ∼ 25% (depends on the threshold)

Chamber Depth (Cathode to Cathode) 20.6mm

Anode Wire Diameter 50µm

Gas Mixture 90%Ar and 10%CO2

Gas Amplification ∼ 3000

Signal Length 110ns

Strip Width (Pitch) in η for |η| < 0.5 1.46 (1.54) cm

Strip Width (Pitch) in η for |η| > 0.5 1.88 (1.96) cm

Strip Width (Pitch) in φ 1.33 (1.49) cm

Number of Strips per Module 300

Total Number of Modules 120

Total Number of Readout Channels 36000
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σback(mm) = 3.2mm + 5.8mm/
√

E(GeV ) (2.8)

By using the STAR year 2003 d+Au 200 GeV data, the position resolution

of the BSMD η is found to be less than 7.4mm on average and the position

resolution of the BSMD φ is found to be around 6.6mm on average. The results

are from the study of TPC reconstructed tracks’ projection onto each BSMD

plane. Track projection is discussed in detail in section 3.2.3.

42



CHAPTER 3

Data Analysis

This chapter is divided into two parts. The first part is about the event specific

analysis, which includes trigger selection, centrality selection, event vertex cut,

reaction/event plane azimuthal angle calculation, etc. The second part is about

track specific analysis, which includes charged track reconstruction, inclusive elec-

tron identification, background electron removal, signal electron’s correlation with

reaction plane, etc.

3.1 Event Specific Analysis

In year 2004, about 80 million Au+Au collisions were recorded by STAR. By the

time when this dissertation was written (February 23, 2006), about 29.5 events

with valid BEMC information were processed by the STAR production team.

After various event selection and cuts about 9 million minimum biased events

were used to produce the results that are shown in this dissertation. Figure 3.1

shows a detailed tally of the events been analyzed for this dissertation research.

The event selection and cuts are listed in table 3.1 and here is a brief discussion

of how each cut is determined.

In a relativistic heavy ion collision, the event centrality is determined by the

impact parameter b, which is the distance between the centers of two colliding

nuclei [Gla59]. The impact parameter b is not observable but it is correlated with
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Figure 3.1: Detailed event statistics for Au+Au 200 GeV electron v2 analysis.

Only events with valid BEMC information, minimum bias trigger and qualifying

vertex are kept.

Table 3.1: Event selection and cuts.

Parameter Value Comments

Trigger minimum bias To compare with other measurements and

theoretical predictions

Centrality 0-80% To compare with other measurements and

theoretical predictions, and to avoid ambi-

guity between different models

Vertex Z (−20cm, 20cm) To avoid photon conversion electrons
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the multiplicity of the event. The higher the multiplicity, the smaller the impact

parameter and the more central the collision. In STAR, the reference multiplicity

is used in the determination of the centrality. The reference multiplicity is defined

as the number of tracks satisfying the following requirements:

• Flag> 0 (a basic track reconstruction quality requirement)

• Distance of Closest Approach (DCA) to the primary vertex < 3cm

• Number of fit points ≥ 10

• −0.5 < η < 0.5

The reference multiplicity distribution is binned into percentiles of the total

cross section. Each percentile corresponds to each centrality bin. 0 to 5% is for

the most central collisions. The average number of binary collisions Nbin and the

average number of participants Npart for each percentile can be calculated using

Glauber model. However, two methods are used to calculate the Nbin and Npart.

One is called Optical Glauber approach and the other is called Monte Carlo

Glauber approach. The difference between these two is negligible for central

Au+Au collisions, but is significant for peripheral Au+Au collisions [Ada03a].

Thus, in this analysis, only events within the centrality interval from 0 to 80%

are selected. Table 3.2 lists the STAR centrality definition for year 2004 Au+Au

200 GeV experiment [Dun04]. Figure 3.2 and Figure 3.3 show the reference

multiplicity and centrality distributions for Au+Au 200 GeV minimum biased

events.

The cut on vertex Z was chosen to be (−20cm, 20cm). Studies found that

events with vertex Z outside this range have much larger fraction of photon

conversion electrons [STA05].
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Figure 3.2: The STAR reference multiplicity distribution for Au+Au 200 GeV

minimum biased events. The reference multiplicity is not the multiplicity of the

event. It is solely used for the determination of the centrality.
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Figure 3.3: Centrality bin distribution for Au+Au 200 GeV minimum biased

events. From bin 9 to bin 0 are 0-5%, 5-10%, 10-20%, 20-30%, 30-40%, 40-50%,

50-60%, 60-70%, 70-80%, and 80-100%. Equal width percentile has consistent

number of entries and half width percentile (0-5% or 5-10%) has half the number

of entries of the other percentiles. 80-100% is an abnormal percentile where

Optical Glauber model and Monte Carlo Glauber model do not agree with each

other.
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Table 3.2: The STAR centrality definition for year 2004 Au+Au 200 GeV exper-

iment.

Centrality Npar Nbin Reference Multiplicity

0-5% 352.4 +3.4 -4.0 1051.3 + 71.5 -71.1 [520, ∞)

5-10% 299.3 +6.6 -6.7 827.9 +63.9 -66.7 [441, 520)

10-20% 234.6 +8.3 -9.3 591.3 +51.9 -59.9 [319, 441)

20-30% 166.7 +9.0 -10.6 368.6 +41.1 -50.6 [222, 319)

30-40% 115.5 +8.7 -11.2 220.2 +30.0 -38.3 [150, 222)

40-50% 76.6 +8.5 -10.4 123.4 +22.7 -27.3 [96, 150)

50-60% 47.8 +7.6 -9.5 63.9 +14.1 -18.9 [57, 96)

60-70% 27.4 +5.5 -7.5 29.5 +8.2 -11.3 [31, 57)

70-80% 14.1 +3.6 -5.0 12.3 +4.4 -5.2 [14, 31)

From equation 1.2, the reaction plane azimuthal angle is needed for the cal-

culation of v2. While the real reaction plane azimuthal angle is unknown, a

parameter called the event plane azimuthal angle can be used in its place. The

definition of the event plane azimuthal angle is [PV98]:

ΨEP = arctan

∑
i wi sin(nφi)∑
i wi cos(nφi)

(3.1)

Each sum goes over all the particles used in the event plane azimuthal angle

determination, while φi is the azimuthal angle of the ith particle and wi is the

weight for the ith particle. So, to get the event plane azimuthal angle, one can just

collect all the tracks in the event and use equation 3.1 to calculate it. However,

there are a few problems in doing this [PV98].

First of all, if the particle of which the v2 is measured is also included in the

event plane azimuthal angle calculation, auto-correlation is introduced. Auto-
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correlation tends to bias the v2 towards bigger value. To avoid auto-correlation,

one event is divided into two sub-events by randomly dividing all the tracks.

To calculate the particle’s v2 without introducing the auto-correlation, the event

plane azimuthal angle of the sub-event that does not include that particle is used.

Secondly, tracks with bad quality should not be used. A few basic quality

cuts are needed to exclude bad tracks. Table 3.1 lists the cuts been used.

Value Cut Comments

Number of fit points ≥ 20 To ensure basic track quality

(Number of fit points)/(Number

of maximum fit points)11

> 0.52 To avoid track multiple counting

Table 3.3: Basic track quality cuts

Finally, the event plane azimuthal angle is only an approximation for the

reaction plane azimuthal angle. It is an experimentally measured parameter, so

it has limited resolution. The limited event plane azimuthal angle resolution

will smear the particle-plane correlation. So the approximation of reaction plane

azimuthal angle by event plane azimuthal angle will “dilute” the v2 signal. This

effect should be corrected.

The event plane azimuthal angle resolution can be improved by assigning

non-uniform weights to the tracks in the event. Due to the structure, the STAR

TPC has slightly different tracking efficiency for tracks of different azimuthal

angle and different topology. Figure 3.4 shows the track’s φ distribution for 4

different topologies: far east (η < 0 & Zvertex < 0), far west (η > 0 & Zvertex >

0), east (η < 0 & Zvertex > 0) and west (η > 0 & Zvertex < 0). The non-

1The number of fit points is the number of space points been used to fit a track trajectory
(a helix). The number of maximum fit points is the number of possible space points available
for a given helix topology.
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Figure 3.4: Track’s φ distributions in Au+Au 200 GeV minimum biased events.

The top left is for η < 0 & Zvertex < 0, top right is for η > 0 & Zvertex > 0,

bottom left is for η < 0 & Zvertex > 0 and bottom right is for η > 0 & Zvertex < 0.

From these plots, the structure of 24 sectors in the STAR TPC is visible. The

dips are from the gaps between two consecutive sectors.

50



uniform efficiency lowers the event plane azimuthal angle resolution. This effect

of reduced resolution can be reduced by assigning non-uniform weights to the each

track according to its φ angle and topology. The weight for each φ bin is just

proportional to the inverse of the bin content from the original φ histogram. So

to generate φ weight, one need to collect tracks satisfying cuts listed in table 3.1

and fill their φ into φ histograms showing in Figure 3.4. Because the detector

condition differs from run to run thus efficiency differs from run to run, so for each

run there is a φ weight. Also because the tracking efficiency depends on event

centrality, φ weight is further categorized by the centrality. Finally, only tracks

from minimum biased events are collected to generate the φ weight. Events with

any other trigger are biased events. For example, high pT events triggered by

BEMC can have non-uniform track distribution in φ because some of the BEMC

modules are missing from time to time. After applying the φ weight, the weighted

φ distributions are almost flat. Figure 3.5 shows the weighted φ distributions.

Figure 3.6 shows the event plane azimuthal angle distribution with this weighting

scheme. A very uniform Ψ distribution is achieved.

The weighting method can improve event plane azimuthal angle resolution

but it cannot perfect it. The smearing effect caused by the limited event plane

azimuthal angle resolution must be corrected. If the reaction plane azimuthal

angle in equation 1.2 is substituted by the event plane azimuthal angle ΨEP , the

observed v2 is measured:

vobs
2 =< cos[2(φ−ΨEP )] > (3.2)

To correct for the smearing effect, one has to divide the vobs
2 by a “less than

one” resolution correction factor [PV98]:
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Figure 3.5: Track’s weighted φ distributions in Au+Au 200 GeV minimum biased

events. Theoretically, these distributions should be perfectly flat. But they might

not due to computing uncertainties (dead jobs).
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Figure 3.6: Event plane azimuthal angle distribution for Au+Au 200 GeV min-

imum biased events. Un-uniform weights are used in the event plane azimuthal

angle calculations. With uniform weights, the distribution is not as flat as this.
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v2 = vobs
2 / < cos[2(ΨEP −ΨRP )] > (3.3)

If sub-event plane azimuthal angle is used for v2 calculation, then [PV98]:

< cos[2(Ψa
EP −ΨRP )] >=

√
< cos[2(Ψa

EP −Ψb
EP )] > (3.4)

where Ψa
EP is the event plane azimuthal angle of one sub-event and Ψb

EP

is the event plane azimuthal angle of another sub-event. Figure 3.7 shows the

correlation of Ψa
EP and Ψb

EP for minimum biased events. From it, the event plane

resolution correction factor can be calculated by equation 3.4. In the analysis,

the event plane resolution correction factor is calculated for each centrality bin

and the final 0-80% minimum biased event plane resolution correction factor is

a weighted average of these small bin event plane resolution correction factors,

where the weight is the average reference multiplicity for each bin. Figure 3.8

shows the event plane resolution correction factor for each centrality bin. For

low multiplicity events, event plane resolution is poor due to the small number

of tracks. For high multiplicity events, the event plane resolution deteriorates

because the central collision events intrinsically do not possess big azimuthal

anisotropy so there is not much correlation between Ψa
EP and Ψb

EP . Figure 3.9

shows the weighted event plane resolution correction factors for merged centrality

bins.
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Figure 3.7: Sub-event plane azimuthal angle correlation for Au+Au 200 GeV

minimum biased events. The X-axis is |Ψa
EP -Ψb

EP |. The 0-80% Au+Au 200 GeV

minimum biased event plane resolution correction factor is NOT calculated from

this histogram. It is calculated as the weighted average of the event plane reso-

lution correction factor in each centrality bin within 0-80%.
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Figure 3.8: Raw event plane resolution correction factor for Au+Au 200 GeV

minimum biased events. This raw event plane resolution correction factor is

calculated from equation 3.4 and sub-event plane azimuthal angle correlation

histogram like the one in Figure 3.7. The mid-centrality events have the best

event plane resolution.
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Figure 3.9: Weighted event plane resolution correction factor for Au+Au 200 GeV

integrated centrality intervals.
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3.2 Track Specific Analysis

3.2.1 Charged Tracks Reconstruction by TPC

When a charged particle travels through a TPC chamber, it ionizes the TPC gas

molecules along its path [Leo87]. The ionization will produce positively charged

ions and negatively charged electrons. The uniform electrical field along the Z

direction causes the negative electrons to drift towards the end-cap anode pads.

In each anode pad, there are multiple anode wires. When the drifting electrons

are very close to a anode wire, the strong electrical field around the anode wire

causes an avalanche and the movement of the avalanche ions induces current on

the cathode pad planes. The magnitude of the induced current, which can be

measured, is a function of the amount of drifting electrons. And the amount of

electrons in turn is a function of the ionization energy loss (dE/dx) of the charged

particle. Careful calibration can translate the measured current magnitude to the

ionization energy loss dE/dx.

On the other hand, the trajectory of a charged particle in the TPC is a helix

due to the magnetic field along the Z direction. The precise gas mixture and

uniform electrical field make the drift velocity of ionization electrons constant

thus the ionization position can be easily determined by the arrival time of the

signal, thus the helix can be reconstructed via the ionization positions. Then

the momentum of the charged particle can be calculated from the helix with

the magnetic field known. For a certain TPC gas mixture, dE/dx is a function

of particle’s momentum and different particles follow different function. From

Bethe-Bloch theory, dE/dx is a function of the β and the charge of a particle:

dE/dx = Z2f(β). When a plot of dE/dx versus particle’s momentum is made,

there is a different curve for each different particles. Figure 3.10 shows the ion-
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ization energy loss dE/dx as a function of momentum P of different particles

measured by the STAR TPC [And03]. Different particles form different bands.

Figure 3.10: dE/dx v.s. P measured by the STAR TPC. Different particle species

form different bands.
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3.2.2 Electro-Magnetic Particles Reconstruction by BEMC and BSMD

After passing through the TPC, electrons and photons will go into the BEMC

towers, create electro-magnetic showers and deposit all their energies in the

BEMC. The BEMC is used to measure the energies of these particles. The

BSMD, which is about 5 radiation length below the inner surface of BEMC, is

used to measure the positions and the sizes of the showers. We have developed a

software package to reconstruct electro-magnetic particles by reconstructing their

showers in the BEMC. This section will discuss how these electro-magnetic par-

ticles are reconstructed and compare UCLA developed software with that from

the STAR library.

Here are a few definitions that are used for this section:

Tower/Strip: the physical detecting channel in the BEMC/BSMD detector.

Hit : a tower or a strip that has an energy larger than a certain threshold.

Cluster : a bunch of hits that are geometrically close to each other but not

necessarily next to each other.

Cluster Finder : the process or code to group closely distributed hits to

clusters. It’s called StPreEclMaker in the STAR library.

BEMC Point : the final output of the BEMC reconstruction.

“1:n:m Situation”: when one tower cluster has n η cluster(s) underneath

and m φ cluster(s) underneath.

Point Maker : the process or code to make the BEMC points out of the

BEMC and BSMD clusters. It’s called StEpcMaker in the STAR library. In the

UCLA developed package, the cluster finder and point maker are combined into

one program called StEmcPointMaker.

Sub-division : a ∆η = 0.1 region on a module, i.e., 0 < η < 0.1, 0.1 < η <

60



0.2 etc. There are exactly 4 BEMC towers in each BEMC tower sub-division.

There are exactly 15 BSMD φ strips in each BSMD φ sub-division. There are 14

to 16 BSMD η strips in each BSMD η sub-division.

All the plots in this section are based on the analysis of the STAR’s year 2003

d+Au full field 200 GeV data.

Figure 3.11 is one example of what a typical module behaves in a d+Au

200 GeV event. From the top three 2-D histogram, it is obvious that two BEMC

points should be reconstructed in this module for this event.

3.2.2.1 BEMC Point Reconstruction Software in STAR Library

Figure 3.12 shows the flow diagram for the BEMC point reconstruction chain in

STAR library. At the beginning of the chain, raw ADC values of towers and strips

are read out. Then in StEmcAdcToEMaker, calibration constants and status

tables from the run to run database are applied to get the right energies from raw

ADC values. Then StPreEclMaker, which is the cluster finder, clusters tower and

strip hits. StPreEclMaker does clustering module by module. It does clustering

independently and unconditionally on three detectors on three planes: BEMC

towers, BSMD η strips, BSMD φ strips. It uses fixed threshold (only adjustable

in the runtime macro) for clustering: minimum seed energy and minimum add-on

energy. A tower or a strip has to have an energy above minimum seed energy to

be considered as the first tower or strip of a new cluster. A tower or strip has to

have an energy above minimum add-on energy to be considered as a part of an

existing cluster. Finally StEpcMaker matches clusters on three planes and makes

BEMC points out of the matched tower clusters BSMD η clusters and BSMD φ

clusters. It divides |η| range from 0 to 1 into 10 sub-divisions, and categorizes

tower clusters, BSMD η clusters and BSMD φ clusters according to their η values
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Figure 3.11: The behavior of a module in a typical d+Au 200 GeV event. X and

Y in the top three 2-D histograms are not to scale. The top row is a 2-D histogram

showing the energies of 40 BEMC towers in a module in one event. The second

row is a 2-D histogram showing the energies of 150 BSMD η strips in a module in

one event. The third row is a 2-D histogram showing the energies of 150 BSMD

φ strips in a module in one event. In these three 2-D histograms, X axis indicates

η, Y axis indicates φ, and Z axis indicates energy. The three 1-D histograms in

the bottom row are the 1-D energy spectra of 40 BEMC towers, 150 BSMD η

strips and 150 BSMD φ strips from left to right. The two 1-D histograms for

BSMD strip energies give us an idea of where the clustering thresholds should

be placed. The fitting quality of the 1-D histogram for tower energies is not very

good, thus the fitting parameters are not used for the determination of tower

clustering thresholds. Some of the real hits are far away from the pedestal peaks

so they may not be visible in these 1-D histograms.
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Figure 3.12: The STAR library BEMC point reconstruction chain.

(a tower cluster or a φ cluster can have η value too). Then it matches them by

the η sub-division that they fall into. After matching is finished, the StEpcMaker

will make BEMC points out of matched clusters. For “1:1:1” situation when

there is no ambiguity, it simply gives out one BEMC point, with the energy from

tower cluster, η from BSMD η cluster, and φ from BSMD φ cluster. For “1:n:m”

situation, it will give out min(n,m) BEMC points, and share the tower cluster’s

energy among these points. The ratio of the energy sharing depends solely on

the ratio of the BSMD cluster energies.

It has a few drawbacks. Firstly it has fixed clustering thresholds, but the

modules differ and the events differ. Each module uses its own electronic circuit

board and the pedestal level depends on the electrical elements used on the circuit

board. And also the pedestal level tends to shift with time. So we need vari-

able thresholds. Secondly, it does clustering independently and unconditionally.
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However, especially in low occupancy experiment, most of the tower modules

will have no hit at all. In that case, it is not necessary to cluster the BSMD

modules below. Unconditional and independent clustering is a waste of CPU

time. This amount of CPU time is trivial in the whole STAR production process.

But for a single user’s analysis, which consists only a few simple makers in the

analysis chain, this amount of CPU time is not negligible. Thirdly, for BSMD φ

clustering, it does not go across sub-divisions. It is obvious that a φ cluster has

non-negligible probability to fall across two sub-divisions. This is one origin of

reconstruction inefficiency. Figure 3.13 shows when such a case happens. Finally,

it uses fixed window for cluster-matching. It divides η range from 0 to 1 into

10 fixed sub-divisions and categorizes all clusters according to their η values. As

we know, the BEMC tower has big granularity, thus it has bad space resolution.

For the case when a shower happens at the boundaries of two sub-divisions, the

tower cluster and η cluster may fall into two different η sub-divisions and they

will not be matched. The mismatch will cause the efficiency to be compromised.

We have developed an independent BEMC reconstruction package to deal

with these drawbacks.

3.2.2.2 The UCLA BEMC Reconstruction Software

We have developed the StEmcPointMaker package which serves the same func-

tion as StPreEclMaker combined with StEpcMaker in the STAR library. We have

made several improvements. To name a few: it has a floating clustering thresh-

old for the BSMD; it does clustering conditionally to save CPU time; it does

clustering across sub-divisions on φ plane; it has a dynamic window for cluster-

matching, so there is no loss of efficiency due to mismatch; and it has detailed

quality assurance histograms for every step. Figure 3.14 is the flow chart of the
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Figure 3.13: A situation when φ cluster crosses two sub-divisions. The 2-D

histogram on the third row shows a φ cluster composed of two strips in one

sub-division and one strip in a neighboring sub-divison.
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UCLA BEMC reconstruction software.

Here are some explanation of the steps in the above figure:

Towers OK : basic check if the module has valid towers for current event.

It’s not yet implemented. It may not even be implemented in the future, given

that the detector is working satisfactorily.

η/φ Strips OK : basic check if the module has valid BSMD strips for current

event. This is quite important because the clustering thresholds are determined

by the energy spectrum of 150 BSMD strips in the module. The clustering

thresholds can be also set to be some default fixed values for every module, every

event. This can be set in the runtime macro.

Mask Towers: Please refer to the explanation of Mask η/φ Strips.

Cluster Towers : put together the towers having energy above the threshold.

Please note that there is no limit on the number of towers in a tower cluster.

Analyze & Check η(φ) Strips : get all the strips in the module and fill

their energies into a histogram to get the energy spectrum. In an event where

the BSMD module occupancy is low, most of the strips are quiet and give out

energies close to zero. A gaussian fit will produce a mean and sigma. The mean

and sigma information will be used to determine the clustering thresholds later.

Figure 3.15 shows the clustering threshold(Thresholdseed = mean + 3 ∗ sigma)

distribution for BSMD η and BSMD φ modules. The second smaller peak of the

BSMD φ module clustering threshold distribution(the right plot in Figure 3.15)

is caused by one abnormal module(module 56), which has a very small sigma in

general. This can be seen in Figure 3.16 and Figure 3.17. This scheme works but

costs a lot of CPU time. In practice, a fixed default threshold can be also used

for clustering and this step can be skipped.
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Figure 3.14: The flow chart of the UCLA BEMC reconstruction software: StEm-

cPointMaker.
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Figure 3.15: BSMD η(Left) and φ(Right) module clustering threshold distribu-

tions. The clustering thresholds are determined from the mean and sigma of the

150 detecting channels of each BSMD module. While every BSMD η module

seems to be normal, there is at least one abnormal BSMD φ module. The 150

detecting channels of the abnormal BSMD φ module has a lower average pedestal

than that of the channels in the other normal modules.

Figure 3.16: The mean and sigma of the 150 detecting channels in each BSMD φ

module. The 150 detecting channels of module 56 have a lower average pedestal

than that of the channels in the other modules. And also the sigma of the 150

detecting channels’ pedestals differs largely from module to module.
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Figure 3.17: The BSMD φ clustering threshold of each module. The clustering

thresholds are determined from the mean and sigma of the 150 detecting chan-

nels of each BSMD φ module. A fixed uniform threshold is not a good choice

for clustering BSMD strips. The abnormal BSMD φ module No.56 is clearly

identified.
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Mask η Strips : according to the tower cluster’s position and η expansion

range, only the η strips that are within that η range will be considered for later

BSMD η clustering. The other strips’ energies will temporarily be zeroed.

Mask φ Strips : η cluster’s φ range or tower cluster’s φ range will be used

to mask the φ strips. Only φ strips within that φ range will be considered for

later BSMD φ clustering. The other strip energies will be temporarily zeroed.

Cluster η(φ) Hits : use seed energy threshold as mean + 3× sigma, add-on

energy threshold as mean + 2 × sigma. In this step, the definition of a cluster

is very strict: a cluster should have NO valley in it. That means the seed strip

should have the biggest energy. For other strips, the further away from the seed

strip on each side, the smaller the strip’s energy should be.

Merge BSMD Clusters : the strip energy fluctuation or dead strips can

falsely split a single cluster into multiple clusters. Remember that in the initial

clustering, the definition of the cluster is very strict. It turned out to be too

strict. So it is necessary to merge BSMD clusters after the initial clustering is

done. When merging two clusters, three parameters are used: maximum number

of combined hits, maximum distance (in the unit of number of strips) between

the two seed strips of the two clusters, and maximum distance (also in the unit

of number of strips) between the two boundary strips of the two clusters. These

three parameters correspond to three requirement for merging. Only if all these

three requirements are satisfied, the two clusters can be recursively merged into

one. By setting the maximum distance between the two boundary strips of the

two clusters to 0 and the maximum distance between the two seed strips of two

clusters to some large number, the strict requirement (no valley) of the cluster’s

shape is relieved. By setting the maximum distance between two boundary strips

of two clusters to 1, the falsely split clusters caused by a dead strip could be
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recovered to one. During merging, a “1:2:2”(one tower cluster, two η clusters

and two φ clusters) situation can be chosen to be favored. That means after each

step of merging(suppose we have more than two clusters, then more than one step

is needed to merge them because the merging is done step by step.), the program

will see if the “1:2:2” situation is reached. If this “1:2:2” situation is chosen to

be favored, the program will jump out of the merging loop and the merging is

ended. The idea of favoring the “1:2:2” situation is to deal with high transverse

momentum π0s. The two daughter photons of a high transverse momentum π0

will have a very small opening angle and will go into a single tower cluster. But

the STAR BSMD, which has very good spacial resolution, should be able to tell

them apart. While this appears like a good idea, it is not working. Detailed

discussion on this follows.

Make BEMC Points : find the best match(es) between the η cluster(s)

and φ cluster(s) based on their energies. A CERN mathlib routine is used to

find the best match(es) that minimize the energy difference between the η and φ

clusters. Eventually min(m,n) BEMC points will be the output, where m and n

are the numbers of the η and φ clusters for the given tower cluster. To determine

the energies of the BEMC points for the situation when there are multiple η

and φ clusters, the energies of the matched η and φ clusters can be used. The

total energy of the tower cluster will be shared between the final BEMC points

according to the matched η and φ cluster energy ratio. Because of the poor

energy resolution of the BSMD, the other way to determine the tower energy

sharing is to simply divide the tower cluster energy by 2 for “1:2:2” situation.

Given the size of a single tower and the distance of it to the beam axis, the

possibility of two uncorrelated photons(or electrons) flying into a single tower

cluster is very small. So we can assume that the two BEMC points are caused by

the decay daughters of a high transverse momentum π0 and their energies should
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be very close. To compare the effects of using different merging parameters and

energy sharing choices, all reasonable combinations of the merging parameters

(in Merge BSMD Clusters) and energy sharing choices (in Make BEMC

Points) were used and the histograms of the invariant mass of two BEMC points

were plotted. From these invariant mass plots, we found that most of the time

the “1:2:2” situation is not caused by two decay daughters of a π0. Because of

the 1 GeV cut for a single photon when the invariant mass was calculated, for

the way of dividing tower cluster energy by 2, both photons will pass the cut

if the tower cluster energy is above 2 GeV . This is fairly likely to happen, so

there is a peak on the left side of the π0 peak. While if dividing the tower cluster

energy by the BSMD energy ratio, because of the big fluctuation of the BSMD

energy ratios, it’s very hard for both of the split points to survive the 1 GeV

cut. Thus the false peak is not seen. Figure 3.18 shows the comparison of these

two methods. The only difference between these two lies in that the left one uses

divide energy by 2 method, where the right one doesn’t.

For some of the key steps there are quality assurance histograms to make

sure the program behaves as it is supposed to. For example, Figure 3.19 are the

histograms showing the number of η/φ strips below a tower cluster. Figure 3.20

shows the η − φ distribution of the reconstructed BEMC points.

By varying the clustering parameters, the best combination of parameters is

found. The criteria is the π0 peak signal to combinatorial background ratio. The

best group of parameters are found to be 6 for the maximum number of combined

hits, 4 for the maximum distance between two seed strips of two clusters, and 0 for

the maximum distance between two boundary strips of two clusters. Figure 3.21

shows the invariant mass spectrum using the best combination of parameters. A

π0 peak is clearly seen in this plot.
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Figure 3.18: The comparison of using two different energy sharing choices. The

left one does not use divide energy by 2 method, the right one uses divide energy

by 2 method. During the Merge BSMD Clusters step, both of them use maximum

number of combined hits as 6, maximum distance between two seed strips of two

clusters as 4, maximum distance between two boundary strips of two clusters as

1.

We found that by using the similar clustering threshold parameters (that

means the fixed uniform clustering threshold parameters are used instead of the

calculated clustering threshold parameters), the UCLA BEMC reconstruction

software can find 23% more electrons than the STAR library software! Had the

calculated clustering threshold parameters been used, one would expect an even

bigger improvement. However, it is found that the pedestal fitting of Analyze &

Check η(φ) Strips step uses a lot of CPU time, so this step is skipped and the

uniform clustering threshold parameters are used in this dissertation analysis.

One possible future improvement is to have fixed but non-uniform clustering

threshold parameters. This will solve the problem resulted from the non-uniform

mean and sigma of the 150 detecting channels’ pedestals of the modules, but

without the huge cost of CPU time.
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Figure 3.19: Number of working η/φ strips below a tower cluster. Geometrically,

there should be 71
2

BSMD φ strips and 7 to 10 BSMD η strips below one tower.

Then below a tower cluster, the number of BSMD φ strips is the multiple of 71
2

and the number of BSMD η strips is the multiple of any number between 7 and

10. The fact that some strips are not working complicates the situation. For

example, in the left plot, some tower cluster can have number of BSMD η strips

less than 6.
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Figure 3.20: η−φ distribution of the reconstructed BEMC points. Except for one

missing module and a few missing towers, the detector and the program behave

normally. The darker vertical lines are tower centers. This happens if there is no

BSMD η and BSMD φ cluster below the tower cluster, so the BEMC point’s η

and φ are from the tower cluster. The horizontal white lines are the gaps between

BEMC modules.
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Figure 3.21: The invariant mass spectra of two BEMC reconstructed particles us-

ing different merging parameters. The π0 peak is clearly visible around 135 MeV .

If the BSMD clusters are not merged during the BEMC point reconstruction, the

cluster splitting by malfunction strips will produce a small peak on the left side

of the π0 peak. The small peak will merge into the π0 peak at higher π0 pT bin.
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3.2.3 Hadron Rejection and Electron Selection

To reject hadrons and select electrons from heavy ion collisions at STAR, all

the TPC reconstructed charged tracks within the interesting dynamic range are

projected onto the BEMC tower inner plane, the BSMD η plane and the BSMD

φ plane respectively. Tracks are projected onto the three planes of 60 modules

and there is NO simplification of 60-side polygon cylinder to a circular cylinder.

A virtual projection point will be the result of the combined information from

all the three separate projections, with η or z from the projection onto BSMD η

plane and φ from the projection onto BSMD φ plane. Any reconstructed BEMC

point having a tower (a BEMC point has a tower cluster, and a tower cluster has

towers) that geometrically contains the projection point to the tower inner plane

will be associated with the track. Multiple BEMC points can be associated with

one TPC track because two reconstructed BEMC points can share a tower hit.

Multiple TPC tracks can also go into one tower. To study the v2, the isolation cuts

(a “one TPC track to one BEMC point” association requirement) can cause bias,

so they are not used. Only the tracks with at least one BEMC point association

will be further considered as electrons. The further consideration includes:

P/E: Track’s momentum P is measured by TPC, and the associated BEMC

points’ total energy E is measured by BEMC. “Total” means if multiple

BEMC points are associated with one track, then the sum of the energies

from these BEMC points will be used as the E: the denominator. If project-

ing properly, an electron will deposit almost all of its energy in the BEMC

towers because the towers have 21 radiation lengths. So the ratio of P to

E should be around 1 for electrons. However, this is not true for hadrons.

By setting the cut on P/E to be 0.3 < P/E < 1.5, we can keep most of the

electrons going into BEMC while rejecting a lot of hadrons. Figure 3.22
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shows the P/E for electron candidates and the P/E for all the tracks with

BEMC point association.

Number of BSMD Hits: Hadrons usually do not cause electro-magnetic shower

in the BEMC towers. But they do produce BSMD hits occasionally. Then

number of hits produced by hadrons is usually small. Figure 3.23 shows the

number of BSMD hits distribution for electrons and hadrons. The difference

between them is very clear. Electron candidates must satisfy 2 <=Number

of BSMD η Hits< 15 and 2 <=Number of BSMD φ Hits< 15.

Projection Distance: In heavy ion collisions, the high occupancy in the TPC

and the BEMC causes a lot of random associations between TPC tracks

and BEMC points. Since the BSMD has high spatial resolution, we can cut

away a lot of these random associations by cutting on the distance between

the TPC track’s projection position and the reconstructed BEMC point’s

position. Figure 3.24 shows the two dimensional histogram of this distance.

Figure 3.25 shows the one dimensional projection distance histograms in z

and φ directions. Please note that the φ distance histogram has two peaks

and the z distance histogram is not centered at 0. The reason is that the

radius used in the software is slightly off from the reality. The cuts that we

use are about 3σ on each side of the peaks.

Ionization energy loss dE/dx: After all the BEMC cuts, a final dE/dx cut is

applied to the tracks. The value of the final dE/dx cut is approximately

from 0 to 3σ on electron’s dE/dx band when electron’s transverse momen-

tum is larger than 1.5GeV . Above 1.5GeV , the electron’s dE/dx no longer

rises. Figure 3.26 shows the dE/dx distributions of the tracks with pT

between 1.5GeV and 6GeV after BEMC and BSMD cuts.
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Figure 3.22: P/E for electron candidates and P/E for all tracks with BEMC

association. The electron candidates are the tracks that survive all the other

electron identification cuts: number of BSMD hits cut, projection distance cut,

and dE/dx cut. The two small peaks between 0 and 0.3 of the P/E for all

tracks are due to the energies added by photons or/and electrons going into the

same tower cluster. The electron candidates P/E peak is not at 1 due to the

energy contamination from the tracks going into the same tower cluster. Further

analysis found that the P/E peak of electron candidates gradually moves toward

1 if the type of the event goes from central to peripheral. Electron candidates

must satisfy 0.3 < P/E < 1.5.
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Figure 3.23: Number of BSMD hits for electrons and hadrons. The left plot is for

electron candidates that already pass all other electron identification cuts except

the number of BSMD hits cut. The right plot is for TPC preselected hadrons,

which have dE/dx 3σ away from the electron dE/dx band. Isolation cuts are used

to produce these histogram, though they are not used for v2 analysis. Electron

candidates must satisfy 2 <=Number of BSMD η Hits< 15 and 2 <=Number of

BSMD φ Hits< 15.
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Figure 3.24: Two dimensional projection distance distribution for all tracks with

BEMC point association. The “cross” is due to the situation that only one

BSMD cluster is correctly assigned to the reconstructed BEMC point. During

the reconstruction of BEMC points, if there is one BSMD cluster from one plane

and multiple BSMD clusters from another plane, a decision has to be made on the

match. If the match is wrong, then only one BSMD cluster is correctly assigned

to the reconstructed BEMC point. In that case, the position of one dimension is

accurate but not for the other dimension.
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Figure 3.25: One dimensional projection distance distributions in z/η and φ

directions for all tracks with BEMC point association. The lines denote where

the cuts are set. The φ distance histogram has two peaks and the z distance

histogram is not centered at 0. The reason is that the radius been used in the

software is slightly off from the reality.

Multiple Gaussian functions are used to fit the dE/dx histogram in Fig-

ure 3.26. Two of them are used to fit the hadron dE/dx peaks and one of

them is used to fit the electron dE/dx peak. From the fitting parameters and

the cut parameters, the purity of the inclusive electron in this pT bin can be

calculated. The purity is defined as the number of electrons survive the electron

identification cuts divided by the number of all the particles survive the same

cuts.

Table 3.4 lists a summary of all the electron identification cuts.

After all these BEMC and TPC electron identification cuts, we can achieve

an inclusive electron sample with a purity of nearly 100%. Figure 3.27 shows the

purity of the final inclusive electron sample as a function of transverse momentum.

The purity is calculated from the fitting parameters and cut parameters.
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Figure 3.26: dE/dx distributions of all the tracks after BEMC cuts. In each of

these plots, especially the three at the top, the ramp on the right side of the

electron dE/dx peak is due to merged tracks. When two tracks are very close

to each other, the TPC track reconstruction software tends to reconstruct them

as one track, with dE/dx equaling the sum dE/dx of them. Three Gaussian

functions are used to fit the dE/dx histograms. Two of them are used to fit the

hadron dE/dx peaks and one of them is used to fit the electron dE/dx peak. The

fitting failed badly for the last histogram due the limited statistics.
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Table 3.4: Electron identification cuts

Parameter Value Comments

P/E (0.3, 1.5) An electron’s P/E is about 1

Proj. Distance in φ (×
BSMD φ radius)(cm)

(2.113, 2.317) About (−3σ, 3σ)

Proj. Distance in z(cm) (2.929, 1.947) About (−3σ, 3σ)

No. of BSMD Hits (2, 15) An electron has big shower size

dE/dx(×KeV/cm) (3.651, 4.681) About (0, 3σ)

Pseudo-rapidity η (−0.7, 0.7) To avoid large photon conver-

sion electron background from

the SVT support

Transverse Momentum

pT

(1.5,∞) To reduce hadron contamination,

hadron dE/dx bands impinge

electron band at low pT

No. of Fit Points (20, 50) To ensure good track quality

No. of dE/dx Points (15, 100) To ensure good track quality

“No. Fit Points” divided

by “No. Max Points”

(0.52, 1.2) To avoid duplicate tracks

Chi Square (0, 3) To ensure good track quality

Global DCA (0, 1.5) To reduce photonic electron con-

tamination

84



(GeV)tP
1 2 3 4 5 6

0

0.2

0.4

0.6

0.8

1

Inclusive Electron Sample PurityInclusive Electron Sample Purity

Figure 3.27: The purity of the inclusive electron sample after the BEMC cuts as

a function of pT .
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3.2.4 Photonic Electron Background Removal

There are primarily two types of photonic electron background: one is from

photon conversion and the other is from scalar meson Dalitz decay [Eid04]:

γ −→ e+ + e− (3.5)

π0 −→ e+ + e− + γ (1.198± 0.032)% (3.6)

η −→ e+ + e− + γ (0.60± 0.08)% (3.7)

There are a few sources of conversion photons: direct photons, photons from

π0 and η decays, etc. The electrons from scalar meson Dalitz decay include elec-

trons from π0 Dalitz decays, electrons from η Dalitz decays, etc. Among them,

electrons from π0 Dalitz decays dominate and others can be ignored [SLM03] [GW94].

The argument above leads to two types of background: electrons from photon

conversion and electrons from π0 Dalitz decays.

As all the non-photonic electrons come directly from the primary vertex of the

event while the photon conversion electrons come only from the conversion points

where material exists, a reasonable cut on the track’s Distance of the Closest

Approach (DCA) to the event’s primary vertex should remove a lot of photon

conversion electrons without hurting the statistics on non-photonic electrons. The

DCA cut that is applied is DCA < 1.5cm. Figure 3.28 shows how the DCA cut

helps to remove the photon conversion electron background.

From Figure 3.28, the DCA cut seems to remove a small fraction of photon

conversion electrons. This seems to contradict the common sense. But what
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Figure 3.28: The primary vertex DCA cut’s effect on photon conversion elec-

tron background removal. The left plot shows the spectra of input photons,

the photons that convert inside r < 100cm cylinder, the electron identification

routine accepted photon conversion electrons and the invariant mass method re-

constructed photon conversion electrons. The right plot shows the ratio of these

spectra. The ratio of invariant mass method reconstructed photon conversion

electron spectrum to the electron identification routine accepted photon conver-

sion electron spectrum gives the photon conversion electron background removal

efficiency. The ratio of converted photon spectrum to the input photon spectrum

gives the probability of a photon conversion. The effect of the primary vertex

DCA cut can be seen from the ratio of electron identification routine accepted

photon conversion electron spectrum to the spectrum of the photons that convert

inside r < 100cm cylinder. This ratio is surprisingly close to 1. This seems to

mean that the primary vertex DCA cut does not help much to remove photon

conversion electrons.
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really happens is that the tracks that not coming out of the event vertex can

only be reconstructed by TPC with a much lower efficiency. So many of these

photon conversion electrons are not reconstructed by the TPC in the first place.

What have been reconstructed by the TPC may very likely to already satisfy the

small DCA requirement. So DCA cut only removes a small fraction of photon

conversion electrons been reconstructed by the TPC.

There is still a significant amount of background electrons left in the inclusive

electron sample. A portion of these residual background electrons can be further

identified by invariant mass calculations. If an electron comes from a photon

conversion or π0 Dalitz decay, then the invariant mass of it and its partner will

be very small. However there is no such correlation for non-photonic electrons.

This can be seen from Figure 3.29. When calculate the correctly identified pho-

tonic electrons via the subtraction of combinatorial histogram from the histogram

showing correlation, a cut around 100 MeV can be chosen. Then the real number

of photonic electrons in the inclusive electron sample can be estimated as the re-

sult of dividing the correctly identified photonic electron by the efficiency of this

invariant mass method. Then the number of non-photonic electron is the number

of inclusive electrons minus the number of estimated real photonic electrons.

However, as can be seen from Figure 3.29, there is a huge combinatorial

“background” (this background is from our signal electrons!) underneath the

invariant mass peak. In a typical Au+Au event, there are hundreds to thousands

of charged tracks and many of them are used in the invariant mass calculation.

So the probability that a non-photonic signal electron randomly falling into the

low invariant mass region is rather high. Since the real photonic electrons are

statistically calculated by the subtraction of the combinatorial histogram from the

histogram showing correlation, the error propagation will make the uncertainties
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Figure 3.29: The same sign pair and opposite sign pair invariant mass distribu-

tions. The same sign pair invariant mass distribution reproduce the combinato-

rial background under the opposite sign pair invariant mass peak very well. In

Au+Au collision, the combinatorial background is very large. If a 100 MeV cut is

used to tag the photonic background electrons, the “signal” to “background” ratio

is around 1. The “signal” in this context is the photonic background electrons,

while the “background” in this context is the non-photonic signal electrons.
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of the final result very large. Lowering the invariant mass cut will decrease the

combinatorial but greatly hurt the efficiency.

Further research shows that the secondary (on the right side) invariant mass

peak is caused by the limited tracking resolution. To see how this could happen,

look at Figure 3.30.

Figure 3.30: Tracking resolution effect on the invariant mass calculation. The

TPC track reconstruction software reconstruct two helices either away (top) or

towards each other (bottom). The view is from Z axis.

Figure 3.30 shows what two helices look like in φ (X − Y ) plane. For a pair

of photon conversion electrons, two helices look like two circles almost tangent

to each other in φ plane. The tangent point is where the conversion happens.
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However, the TPC’s limited tracking resolution may cause the reconstructed two

circles to be shifted either away or toward each other. The procedure of calcu-

lating the invariant mass showing in Figure 3.29 is the following:

1. Identify first electron candidate from primary track2 pool through TPC,

BEMC and BSMD.

2. Find a partner candidate from the global track3 pool, with either same or

opposite charge to the first electron candidate, in the same event. The

partner candidate only need to satisfy basic dE/dx cuts to maximize the

partner finding efficiency.

3. Find the corresponding global track of the first primary electron, and cal-

culate the DCA of these two global tracks.

4. Trace the momentum back to the point where the DCA of two tracks ex-

ists for each global track and calculate the pair invariant mass using the

momenta found.

5. Go back to 2 until there is no more partner candidates in the event.

If the two circles are shifted away from each other, which is the situation

shown in the top plot of Figure 3.30, the step 4 of the procedure above will find

2If a track has DCA to primary vertex less than 3cm, the primary vertex (with big weight)
is added to the track’s original group of hits. A primary track is the fitting result of the original
group of hits together with the added primary vertex. A global track is just the original track.
Every primary track has a corresponding global track but not the other way. The addition
of primary vertex to the track’s original group of hits can greatly improve the reconstructed
track’s quality if and only if the track really comes from the primary vertex. A track not
coming from primary vertex can be reconstructed as a primary track by chance. Then the
addition of primary vertex to that track’s original group of hits will cause bias towards the
track’s reconstruction.

3The partner candidate can happen to be reconstructed as a primary track but it should
really be a global track.
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the points where the DCA of two tracks exists to be still the tangent points.

When trace two tracks’ momenta back to these two points, their opening angle

in φ plane is zero and this will result in a small invariant mass, which is the first

peak on the left in Figure 3.29. If the two circles are shifted towards each other,

which is the situation shown in the bottom plot of Figure 3.30, the step 4 of the

procedure above will find the points where the DCA of two tracks exists to be

one of the intersections shown in Figure 3.30. When trace two tracks’ momenta

back to these two points, their opening angle in φ plane is not zero and this will

result in a bigger invariant mass, which is the second broader peak on the right

in Figure 3.29.

This resolution effect can be eliminated by ignoring the opening angle in φ

plane and only conserve the opening angle in θ (X − Z)plane [Joh02]. To do

this, both momentum vectors are rotated to the same θ plane so their opening

angle in φ plane is forced to be zero. The invariant mass resulted through this

method is called 2-D invariant mass. Figure 3.31 shows the 2-D invariant mass

distributions for photon conversions and π0 Dalitz decays. Figure 3.32 shows the

2-D invariant mass distributions for same sign and opposite sign pairs for every

event-plane-azimuthal-angle-adjusted φ bin in the real data analysis.

Table 3.5 shows a summary of the cuts been applied to remove the photonic

background.

In the analysis, the photonic background electrons are removed statistically.

The 2-D invariant mass between the selected electron with all the other opposite-

sign charged candidates is calculated. It is tagged as OppSign if the 2-D invariant

mass is below 100 MeV . In heavy ion collisions, even with the method deal-

ing with combinatorial described previously, the probability that a non-photonic

electron been “wrongly” tagged as OppSign cannot be ignored. So the num-
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Figure 3.31: 2-D invariant mass distributions of photon conversions and π0 Dalitz

decays. The opening angle in φ plane is ignored in these calculations. The left

plot is for π0 Dalitz decay electrons. The right plot is for photon conversion

electrons. These plots are based on the analysis of simulation data. A cut on

invariant mass is chosen to be 100 MeV to contain the π0 Dalitz decay peak.

Table 3.5: Cuts for invariant mass method for photonic background removal.

Variable Cut

Primary Vertex DCA (cm) (0, 3)

Opening Angle in θ (radian) (0, 0.02)

Opening Angle in φ (radian) (0, 0.1)

3-D Opening Angle (radian) (0, 0.1)

2-D Invariant Mass (MeV ) (0, 100)

Track to Track DCA (cm) (0, 1)

Partner Track’s dE/dx (σ) (−3, 3)
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Figure 3.32: 2-D invariant mass distributions of same sign and opposite sign

pairs. The opening angle in φ plane is ignored in these calculations. These plots

are based on the analysis of real data. Although the invariant mass peak is well

within 20 MeV , a cut on invariant mass is still chosen to be 100 MeV so that the

π0 Dalitz decay peak is contained, while the introduced combinatorial between

20 MeV and 100 MeV is negligible.

94



ber of OppSign electrons is always larger than the number of correctly identified

photonic electrons because of the combinatorial “background” below the photon

conversion peak in the invariant mass histogram shown in Figure 3.32. Now if we

again calculate the invariant mass between the selected electron but with all the

other same-sign charged partner candidates and tag them as SameSign if the in-

variant mass is also below 100 MeV , the number of SameSign electrons will be a

good estimation of the number of “wrongly” identified photonic electrons. Then

the number of correctly identified photonic electrons will be number of OppSign

electrons minus number of SameSign electrons. The subtraction of SameSign

electrons from OppSign electrons will not only take care of the combinatorial

background, but also cancel the bias introduced by this low invariant mass cut.

A low invariant mass cut is strongly correlated with a small opening angle cut,

but the v2 is about the opening angle. Thus the sample of electrons having low

invariant mass with non-correlated particles tend to have biased higher v2. The

subtraction of OppSign electrons from SameSign electrons will cancel this bias.

One way to get the non-photonic electron’s v2 is to get an event-plane-

angle-adjusted-φ distribution of the non-photonic electrons. The number of non-

photonic electrons is calculated by the method described above for every bin in

pT and every bin in event-plane-angle-adjusted-φ. Figure 3.33 shows how this is

achieved for pT ∼ 1.75 GeV . This process is repeated for each pT bin. The final

non-photonic electron v2 data points can be derived from the fitting parameters.

The fitting function is Y = N(1 + 2× vobs
2 × cos(2×X)).

For each bin in these histograms, the errors are calculated by the following

way. Suppose the number of inclusive electrons is directly measured as Ninc and

the corresponding error is
√

Ninc. The number of OppSign electrons is directly

measured as Nopp and the corresponding error is
√

Nopp. The number of SameSign
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Figure 3.33: The photonic background subtraction process in non-photonic elec-

tron v2 analysis for 1.5 < pT (GeV ) < 2. The cuts used for the secondary track

when calculating the invariant mass is around 3σ on each side of the electron’s

dE/dx peak. What’s more, the DCA of two tracks must be less than 1cm.

When calculating the invariant mass, the track’s global track version is used for

the identified electron. The secondary track is also initially pulled from the global

track pool. The cut on invariant mass to determine OppSign and SameSign is

set as 100 MeV . If an electron candidate falls into the low invariant mass region

multiple times, the corresponding OppSign or SameSign histogram will be filled

multiple times. The efficiency of photonic electron identification is determined

by simulation.
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electrons is directly measured as Nsame and the corresponding error is
√

Nsame.

Then number of photonic electrons is indirectly measured as Npho, and the corre-

sponding error is δNpho(assuming no correlation between OppSign electrons and

SameSign electrons), then:

Npho = Nopp −Nsame (3.8)

δNpho =
√

Nopp + Nsame (3.9)

The number of non-photonic electrons is indirectly measured and it is denoted

as Nnon. The corresponding error is denoted as δNnon. Assuming no correlation

between inclusive electrons and indirectly measured photonic electrons, then:

Nnon = Ninc − Npho

ε
(3.10)

= Ninc − Nopp −Nsame

ε
(3.11)

δNnon =

√
(δNinc)

2 +
(δNopp)

2

ε2
+

(δNsame)
2

ε2
(3.12)

=

√
Ninc +

Nopp

ε2
+

Nsame

ε2
(3.13)

The above calculation is applied to every bin in pT and every bin in event-

plane-azimuthal-angle-adjusted-φ of all the non-photonic electron event-plane-

azimuthal-angle-adjusted-φ histograms. The errors of the final non-photonic elec-

tron v2 are from the fitting results. Figure 3.34 shows the photonic background

removal process in higher pT bins.

The other way to get the non-photonic electron’s v2 is to calculate it from the

inclusive electron v2, photonic background electron v2 and their spectra ratios.

The v2 of non-photonic electron is a weighted average of the inclusive electron
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Figure 3.34: The photonic background subtraction process in non-photonic elec-

tron v2 analysis for 2 < pT (GeV ) < 2.5 and 2.5 < pT (GeV ) < 3.
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v2 and photonic electron v2, while the weight for photonic electron v2 is negative

and the sum of the weight is one. Both the photonic electron’s v2(v2
pho) and

the inclusive electron’s v2(v2
inc) are known. And the fraction of the photonic

electrons in the inclusive electron sample is also known, so the non-photonic

electron’s v2(v2
non) can be calculated as following:

v2
inc =

Npho

ε

Ninc

v2
pho +

Nnon

Ninc

v2
non (3.14)

v2
non =

Ninc

Nnon

v2
inc −

Npho

ε

Nnon

v2
pho (3.15)

Plug in Nnon = Ninc − Nopp−Nsame

ε
and Npho = Nopp −Nsame:

v2
non =

Ninc

Ninc − Nopp−Nsame

ε

v2
inc −

Nopp−Nsame

ε

Ninc − Nopp−Nsame

ε

v2
pho (3.16)

The errors can be also calculated accordingly.
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3.2.5 Photonic Electron Background Removal Efficiency

Photonic electron background removal efficiency is estimated by simulation. From

section 3.2.4, there are primarily two types of photonic electron background:

electrons from photon conversions and electrons from π0 Dalitz decays. The

efficiency of the removal of each is estimated separately from simulations. Then

the overall photonic background removal efficiency is the weighted average of

these two efficiencies.

3.2.5.1 Photon Conversion Electron Background Removal Efficiency

The photon conversion electron background removal efficiency is estimated through

simulation. Photons with an initially specified pT distribution are generated and

their interaction with the detector material is simulated so that conversion elec-

trons are produced. These simulated particles are embedded into the real event,

which means the simulated response from each detector unit is added onto the

real response from that detector unit in the same event. Then the embedded

event is analyzed using the same method and the same cuts been used in the

real data analysis 4. The electron identification routine described in section 3.2.3

accepts a fraction of the total photon conversion electrons. Then the low 2-D

invariant mass method described in section 3.2.4 reconstructs a fraction of the

accepted photon conversion electrons. The ratio of the low invariant mass method

reconstructed photon conversion electron spectrum to the accepted photon con-

version electron spectrum gives the efficiency of removing this type of electrons

as a function of pT . For the sake of statistics at high transverse momentum,

4To use as much statistics as possible, the cuts on P/E, projection distance and number of
the BSMD hits are not applied. These cuts do not affect the background removal efficiency.
Since the STAR simulation code does not simulate dE/dx, dE/dx related cuts are not applied
either. A TPC reconstructed track is deemed as originated from a simulated track if they have
10 common TPC hits
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the initially specified pT distribution does not resemble the real measured inclu-

sive photon pT spectrum. However, proper weight function w1(pT ) is found so

that the weighted photon pT spectrum resembles the real inclusive photon pT

spectrum. In the weighting function w1(pT ), pT is the transverse momentum of

the conversion photon. For a produced photon conversion electron, its parent

photon’s pT is found and the corresponding weight is also applied towards that

electron. So both the final simulated accepted and reconstructed photon conver-

sion electron pT spectra should resembles their real counterparts. In Figure 3.35,

the left shows the raw and weighted electron spectra for both the denominator

and numerator. The right of Figure 3.35 shows the efficiencies as a function of

pT .

3.2.5.2 π0 Dalitz Decay Electron Background Removal Efficiency

The π0 Dalitz decay electron background removal efficiency is also estimated

through simulation. π0s with an initially specified pT distribution are generated

and their Dalitz decay daughters are produced through simulation. These sim-

ulated particles are embedded into the real event, which means the simulated

response from each detector unit is added onto the real response from that detec-

tor unit in the same event. Then the embedded event is analyzed using the same

method and the same cuts been used in the real data analysis 5. The electron

identification routine described in section 3.2.3 accepts a fraction of the total π0

Dalitz decay electrons. Then the low 2-D invariant mass method described in

section 3.2.4 reconstructs a fraction of the accepted π0 Dalitz decay electrons.

5To use as much statistics as possible, the cuts on P/E, projection distance and the number
of BSMD hits are not applied. These cuts do not affect the background removal efficiency.
Since the STAR simulation code does not simulate dE/dx, dE/dx related cuts are not applied
either. A TPC reconstructed track is deemed as originated from a simulated track if they have
10 common TPC hits.
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Figure 3.35: Photon conversion electron background removal efficiency calcu-

lation. The left shows the un-weighted and weighted electron spectra of both

the denominator and numerator. The weight function is properly chosen so

the weighted electron spectra resemble the real electron spectra from Au+Au

200 GeV minimum biased events. The right shows the efficiency as a function of

pT in each case. At low pT , the efficiency from un-weighted calculation and the

efficiency from weighted calculation deviates from each other significantly. The

major reason for a photon conversion electron not having been reconstructed by

the invariant mass method lies on the TPC’s incapability of tracking its partner.

This happens especially when its partner’s pT is too small to be tracked. So the

efficiency of reconstructing a photon conversion electron strongly depends on its

partner electron’s pT distribution, especially at low pT . The un-weighted spectra

does not resemble its partner electron’s pT distribution so the efficiency calculated

from un-weighted spectra is not right.
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The ratio of the reconstructed π0 Dalitz decay electron spectrum to the accepted

π0 Dalitz decay electron spectrum gives the efficiency of removing this type of

electrons as a function of pT . For the sake of statistics at high transverse momen-

tum, the initially specified pT distribution does not resemble the real measured

π0 pT spectrum. However, proper weight function w2(pT ) is found so that the

weighted π0 pT spectrum resembles the real π0 pT spectrum. In the weighting

function w2(pT ), pT is the transverse momentum of the π0. For a produced π0

Dalitz decay electron, its parent π0’s pT is found and the corresponding weight

is also applied towards that electron. So both the final simulated accepted and

reconstructed π0 Dalitz decay electron pT spectra should resembles their real

counterparts. In Figure 3.36, the left shows the raw and weighted electron spec-

tra for both the denominator and numerator. The right of Figure 3.36 shows the

efficiencies as a function of pT .
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Figure 3.36: π0 Dalitz decay electron background removal efficiency calculation.

The left shows the raw and weighted electron spectra of both the denominator

and numerator. The right shows the efficiency as a function of pT . Please refer

to Figure 3.35 for more explanation.
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3.2.5.3 The Fraction of Two Types of Photonic Electron Background

The photon conversion electron pT spectrum can be derived through simula-

tion with the knowledge of inclusive photon pT spectrum and the material in

the STAR detector. The π0 Dalitz decay electron pT spectrum can be derived

through simulation with the knowledge of π0 pT spectrum. The π0 pT spec-

trum and inclusive photon pT spectrum in AuAu 200GeV collisions are already

measured [Adl05] [Adl03].

To get the photon conversion electron pT spectrum, photons with an initially

specified pT distribution are generated and their interaction with the detector

material is simulated so that conversion electrons are produced. For the sake

of statistics at high transverse momentum, the initially specified pT distribution

does not resemble the real inclusive photon pT spectrum. However, proper weight

function w1(pT ) is found so that the weighted photon pT spectrum resembles

the measured inclusive photon pT spectrum [Adl05]. In the weighting function

w1(pT ), pT is the transverse momentum of the photon. For a produced photon

conversion electron, its parent photon’s pT is found and the corresponding weight

is applied towards that electron. So the final simulated photon conversion electron

pT spectrum should also resembles its real counterpart.

To get the π0 Dalitz decay electron pT spectrum, π0s with an initially speci-

fied pT distribution are generated and their Dalitz decay daughter electrons are

produced through simulation. Again, for the sake of statistics at high transverse

momentum, the initially specified pT distribution does not resemble the real π0 pT

spectrum. However, proper weight function w2(pT ) is found so that the weighted

π0 pT spectrum resembles the measured π0 pT spectrum [Adl03]. In the weighting

function w2(pT ), pT is the transverse momentum of the π0. For a produced π0

Dalitz decay electron, its parent π0’s pT is found and the corresponding weight is
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applied towards that electron. So the final π0 Dalitz decay electron pT spectrum

should also resemble its real counterpart.

3.2.5.4 The Average of Two Types of Background Removal Efficiency

Suppose there are N1(pT ) photon conversion electrons and N2(pT ) π0 Dalitz decay

electrons. Also suppose that the efficiency to identify the photon conversion

electrons is ε1(pT ) and the efficiency to identify the π0 Dalitz decay electron is

ε2(pT ). Then the number of background electron been identified is N1(pT )ε1(pT )+

N2(pT )ε2(pT ). If the overall photonic background removal efficiency is ε(pT ), then

the following equation should be satisfied:

N1(pT )ε1(pT ) + N2(pT )ε2(pT )

ε(pT )
= N1(pT ) + N2(pT ) (3.17)

Then:

ε(pT ) =
N1(pT )ε1(pT ) + N2(pT )ε2(pT )

N1(pT ) + N2(pT )
(3.18)

=
N1(pT )

N1(pT ) + N2(pT )
ε1(pT ) +

N2(pT )

N1(pT ) + N2(pT )
ε2(pT ) (3.19)

3.2.5.5 The Simulation Quality

How accurate one can determine the efficiencies from simulation depends on how

accurate the simulation agrees with the real situation. The inefficiency to remove

the photonic background electrons is mainly due to the STAR TPC’s tracking

inefficiency, especially its inefficiency in tracking low transverse momentum par-

ticles. Because the intrinsical asymmetry distribution of a photon conversion
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Figure 3.37: The relative fraction of two types of photonic electron background.

The fraction calculation is based on published Au+Au 200 GeV minimum biased

data.
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removal efficiency and the photon conversion electron background removal effi-

ciency. The weight function is from the calculation of the relative fraction of
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the fractions.
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or scaler meson Dalitz decay is rather flat, for a given identified photonic elec-

tron of pT starting at 1.5 GeV , due to the power-law-like pT distribution of its

parent photon, the conditional probability density function of its partner track

should also be close to a power law function starting from pT = 0. So for a given

identified photonic electron of pT starting at 1.5 GeV , its partner electron tends

to have small pT . However, the STAR TPC has difficulty in tracking very low

pT particles. Thus the average efficiency of background electron removal is only

around 50%, although the STAR TPC’s tracking efficiency in middle pT range is

much higher.

To determine the background removal efficiency, it is critical to ensure that

the simulation agrees with real situation very well on photonic partner electron’s

pT spectrum. Figure 3.39 shows the comparison of the simulation data and real

data results on photonic partner electron’s pT spectra in each firstly identified

electron’s pT bin. The agreement is very good.

Another critical property in this efficiency calculation is the pair asymmetry

distribution. The pair asymmetry is defined as |(E1 −E2)/(E1 + E2)|, where E1

and E2 are the energies of each particle. Figure 3.40 shows the comparison of

simulation data and real data analysis results on photonic pair asymmetry dis-

tributions for each pair’s pT bin. For photons/pi0s at a given energy, when they

convert/decay into pairs of electrons, the intrinsical pair asymmetry distribution

is rather flat and large pair asymmetry is not favored. The large pair asymmetry

shown in these plots is due to the special sequence in the data analysis. If the

first identified electron already has a high pT , then its partner electron’s pT distri-

bution follows a steep power law function because their parent’s pT distribution

follows a steep power law function and the intrinsical pair asymmetry distribution

is rather flat. For the analysis of the simulation data, the asymmetry calculation
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Figure 3.39: The comparison of an identified photonic electron’s partner electron’s

pT distributions from real data analysis and simulation data analysis. Four plots

are for four pT bins of the first identified photonic electron. Because the pho-

tonic background removal efficiency strongly depends on the partner electron’s

pT distribution, it is critical to make sure that the simulation agrees with the

real data very well. The SameSign and OppSign technique that is described in

section 3.2.4 is used to produce the real data histograms (OppSign-SameSign)

shown in these plots. Figure 3.41 shows how this technique is also applied to pair

asymmetry distributions.
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is easy because every track in the simulation data is known exactly. But in the

analysis of the real data, the pair asymmetry calculation needs more work be-

cause no track is identified for sure. One can get the photonic pair asymmetry

distribution by subtracting the same sign pair asymmetry distribution from the

opposite sign pair asymmetry distribution. Figure 3.41 shows how this is done.
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Figure 3.40: The comparison of photon conversion asymmetries from real data

analysis and simulation data analysis. Four plots are for four pair pT bins. The

SameSign and OppSign technique that is described in section 3.2.4 is used to

produce the real data histograms (OppSign-SameSign) shown in these plots. The

large pair asymmetry is not intrinsical to photonic pairs, but due to the special

sequence in the data analysis.
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Figure 3.41: The calculation of photonic pair asymmetry distributions in the

real data analysis. The photonic pair asymmetry distributions are produced by

subtracting the same sign pair asymmetry distributions from the opposite sign

pair asymmetry distributions.
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CHAPTER 4

Results and Discussion

4.1 Results
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Figure 4.1: Non-photonic electron v2 preliminary result.

Figure 4.1 shows the non-photonic electron v2 as a function of transverse mo-

mentum for 0-80% Au+Au 200 GeV minimum biased events with only statistical

error bars plotted. The uncertainties are so big that one cannot draw any physics
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conclusion on non-photonic electron elliptic flow. The two methods described in

section 3.2.4 agree with each very well.

4.2 Discussion

From equation 3.16, the error in non-photonic electron v2 comes from the error in

the value of the photonic electron v2 and from the error in the value of the inclusive

electron v2. In the STAR detector system, there is a lot of material surrounding

the collision zone, for example, the material in the Silicon Vertex Tracker (SVT).

The relativistic heavy ion collisions create large number of π0’s, thus large number

of decay photons. The material increased the probability that these photons

convert into background electron pairs. The photonic electrons coming from

these photon conversions in many cases contaminated the non-photonic electron

sample. Figure 4.2 shows the ratios between non-photonic, photonic and inclusive

electrons. The number of photonic electrons is at least 4 times1 as many as non-

photonic electrons! Therefore the errors on the value of the inclusive electron

v2 and the photonic electron v2 are magnified by large inclusive to non-photonic

ratios and photonic to non-photonic ratios! Although the 2-D invariant mass

method discussed in section 3.2.4 significantly narrowed the uncertainties on the

photonic electron v2 measurement, the final errors of non-photonic electron v2

are still too large to make the measurement conclusive. Except for taking much

more data, the only way to deal with this is to remove unnecessary material in

the detector system. Removal of Silicon Vertex Tracker (SVT), which has never

yielded physics results, will be very helpful and is highly recommended.

The photon can convert into an electron-positron pair wherever material ex-

1The estimation of the ratio of number of photonic electrons to the number of non-photonic
electrons is very difficult.
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Figure 4.2: Photonic, non-photonic and inclusive electron ratios. The uncertain-

ties from efficiency calculations are not included.
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ists. In the STAR detector system, there are beam pipe, Silicon Strip Detector

(SSD), SVT, Inner Field Cage (IFC), and the air molecules. Table 4.1 lists the

radiation length in each of them.

Table 4.1: The radiation length of material in STAR detector

Detector/Material Radiation Length

Beam Pipe 0.3%

SVT 4.5%

SSD 0.5%

IFC 0.6%

Air 0.15%

If the SVT is removed, the probability of photon conversion will drop by a

factor of 42. This will significantly improve the signal to background ratio. For

example, if the signal to background ratio is 1:4 and if there are 85% background

electrons come from photon conversions, then the number of photon conversion

background electrons will be reduced by a factor of 4 if the SVT is removed, while

the number of signal electrons and the number of π0 Dalitz decay electrons will

not change. This will lead to signal to background ratio as 1:1.453.

To see how the errors will be reduced if the SVT is removed, one can use 50%4

of the original number of events to produce the inclusive electron event-plane-

azimuthal-angle-adjusted-φ distribution, and use 36%5 of the original number

of events to produce the “opposite sign” and “same sign” electron event-plane-

azimuthal-angle-adjusted-φ distributions and use the method from chapter 3 to

get the estimation of the errors. By doing so, the signal to background ratio would

2(0.3 + 4.5 + 0.5 + 0.6 + 0.15)/(0.3 + 0.5 + 0.6 + 0.15) ≈ 4
31 : (4× 0.85/4 + 4× 0.15)=1:1.45
4(1 + 1.45)/(1 + 4) ≈ 50%
51.45/4 ≈ 36%
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be modified to approximately 1:1.45 for the same number of events. Figure 4.3

shows the non-photonic electron v2 error bars for 9 million minimum biased events

if the STAR SVT is removed.
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Figure 4.3: The expected non-photonic electron v2 error bars for 9 million min-

imum biased events if the STAR SVT is removed. Only the error bars of each

data points are relevant. Shown in the same plot is the non-photonic electron v2

results from section 4.1
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4.3 Non-photonic electron spectra measurement

The measurement of the non-photonic electron spectra is important to understand

the heavy quark energy loss at high pT
6. As discussed in section 1.3, the large

observed suppression of light hadron yield at high pT in Au+Au central collisions

compared to peripheral collisions can be explained by large parton energy loss

through gluon radiation in the dense medium created by central collisions. If

the gluon radiation is the dominant energy loss mechanism of partons, then the

magnitude of the energy loss is sensitive to the color charge density of the medium.

While the results discussed in section 1.3 are all based on the measurement of

light hadrons, the measurement of heavy hadron originated non-photonic electron

spectra at high pT will provide new insight on the energy loss mechanism.

The non-photonic electron spectra can be measured by using methods similar

to those discussed in chapter 3. First, an inclusive sample can be obtained by ap-

plying all the TPC, BEMC and BSMD cuts. Unlike in v2 analysis, this inclusive

sample does not need to be pure in this step. Moderate hadron contamination

can be corrected for and the correction factor can be calculated from the dE/dx

cuts and multiple gaussian fitting parameters of the one dimensional dE/dx dis-

tributions. Thus the number of real inclusive electrons can be calculated by

correcting the hadron contamination. Secondly, the number of reconstructed

photonic electrons can be calculated by subtracting the same sign pair invari-

ant mass distribution from the opposite sign pair invariant mass distribution.

Then the number of real photonic electrons in the inclusive electron sample is

the number of reconstructed photonic electrons corrected by the efficiency of this

invariant mass method. Finally, the number of non-photonic electrons can be

calculated by subtracting the number of real photonic electrons from the number

6Research in collaboration with Alexander Suaide et al.
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of inclusive electrons. Figure 4.4 shows the non-photonic electron spectra for

d+Au, p+p, and Au+Au 200 GeV experiments. The good agreement between

the pQCD calculations [CNV05] [Ada05c] and the results indicate that the elec-

trons from B mesons start to surpass the electrons from D mesions at pT between

4 and 5 GeV .

Figure 4.4: The non-photonic electron spectra for d+Au, p+p, and Au+Au

200 GeV experiments. The dotted line is for B meson originated electron spec-

tra from pQCD calculation. The dashed line is for D meson originated electron

spectra from pQCD calculation [CNV05] [Ada05c]. The solid lines is the sum of

them. It seems that the electrons from B meson starts to dominate around pT

between 4 and 5 GeV .

From these spectra, we can calculate the non-photonic electron nuclear mod-

ification factor RAA for d+Au and Au+Au, which are shown in Figure 4.5.

The non-photonic electron RAA for d+Au is around 1 for the measured pT

range. This indicates that the non-photonic electron production, and thus the
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heavy quark production scales with number of binary collisions. This is consistent

with the belief that the heavy quarks mainly originate from hard processes which

occur at an early stage in the evolution of the system.

The large suppression of non-photonic electron yield from Au+Au central

collisions is surprising. It is widely believed that due to their larger mass, heavy

quarks lose less energies than light quarks through the radiation of gluons in the

medium (dead cone effect) [DK01]. However, the suppression magnitude of heavy

quark originated non-photonic electrons is close to the suppression magnitude for

light hadrons [Ada03b]! The disagreement between the measured suppression and

suppression predicted by several models indicates that there are additional energy

loss mechanisms not taken into consideration by these models.
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Figure 4.5: The non-photonic electron nuclear modification factor RAA for d+Au

and Au+Au 200 GeV experiments. The grey box around 0.2 is the average

RAA of measured light hadrons [Ada03b]. The dashed and dash-dotted are

model predictions that took gluon radiation as the only energy loss mecha-

nism [DGV06] [ACD05]. The dotted line is a model prediction that took elastic

scattering as the only energy loss mechanism [HGR05]. The solid line is a cal-

culation that takes both gluon radiation and elastic scattering as the energy loss

mechanisms [WHD05]. All these predictions included electrons from both D and

B meson decays. The authors of [WHD05] also made similar prediction with

electrons from D meson decays only. It is shown as the dash-dotted line below

the solid line in the legend.
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APPENDIX A

Kinematics

A.1 Transverse momentum

A particle’s transverse momentum is defined as:

pT =
√

p2
x + p2

y (A.1)

Transverse momentum is useful because it is Lorentz invariant.

A.2 Rapidity and Pseudo-rapidity

A particle’s rapidity is defined as

y =
1

2
ln

(
E + pz

E − pz

)
(A.2)

where E=
√

p2 + m2 is particle’s energy. Like transverse momentum, rapidity

is also Lorentz invariant. In experiment, the particle’s identification is unknown

so its mass is unknown either. Another variable called pseudo-rapidity can be

quite useful. A particle’s pseudo-rapidity is defined as:

η =
1

2
ln

(
p + pz

p− pz

)
(A.3)
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In high energy experiment, it is common to have p À m, so pseudo-rapidity

η is a good approximation for the rapidity y. The pseudo-rapidity can be also

written as

η = −ln [tan (θ/2) ]. (A.4)

where θ is the angle between the particle momentum p and the beam axis. θ can

be easily measured with today’s detector technology.
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