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The production of J/ψ and other quarkonia is of particular interest in relativistic

heavy ion collisions, as their yields are supposed to be suppressed in the presence of

the hypothesised hot, dense quark gluon plasma. However, there are other in-medium

effects which will also affect the production of J/ψ (e.g., nuclear absorption, shadow-

ing). To understand the suppression and enhancement of heavy quarkonia in A+A

collisions, we must first understand how yields are modified by a nuclear medium

where no hot matter is present. Light systems such as p+A and d+A are particularly

interesting as there are only cold nuclear matter effects present.

We present the analysis of J/ψ production in d + Au at
√
s

NN
= 200 GeV (run

taken in 2008) with the STAR detector. The J/Ψ yield has been studied via the

di-electron decay channel, J/Ψ → e+e−, by selecting electrons with |ηe| < 1 and

pT
e > 1 GeV/c. The analysis covers the J/Ψ kinematic region of |yJ/Ψ| < 1 and

pT
J/Ψ < 5 GeV/c. For 0%–20% central collisions, we find an average number of binary

collisions in d + Au collisions is 〈Ncoll〉 = 14.6± 1.7. The yield from central collisions

has been compared to the yield in p+p collisions, and the nuclear modification factor

has been determined as R
J/Ψ
d+Au = 1.03 ± 0.28 ± 0.36, which is consistent with unity,

indicating that the J/Ψ yield in d + Au collisions scales with the number of binary

collisions in this particular centrality bin.
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Chapter 1

Introduction

The aim of heavy ion experiments is to understand the basic constituents of matter

that make up our observable universe. Due to the nature of interactions between

partons, we require extremely high energies and densities to compress the nuclear

matter and free the nuclear constituents.

1.1 QCD

The theory governing strong interactions, Quantum Chromodynamics (QCD) [1], is

a non-Abelian gauge theory which is described by the Standard Model [2]. The Stan-

dard Model predicts 3 elementary particle types: leptons, quarks and gauge bosons.

The gauge bosons mediate the interactions between elementary particles and couple to

the intrinsic charge of each interaction. There are four fundamental interactions: grav-

itational, weak, electromagnetic and strong interactions, listed in increasing strength

of the interaction, and only the latter three are described by the Standard Model.

Currently, there is no quantum theory for the gravitational interaction, nor has the

force mediator of the interaction been discovered.

The lepton family consists of six fermions (spin-half particles) which are divided
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into three groups separated by mass. The 1st group is the electron, e−, and the elec-

tron neutrino, νe, the second is the muon, µ−, and the muon neutrino, νµ, and the

third is the tauon, τ−, and the tauon neutrino, ντ , and for each lepton there exists

an anti-lepton. The leptons interact through the weak interaction via the massive

Z0 and W+/− bosons, and through the electromagnetic interaction via the massless

photon, γ. These two theories have been combined into the electroweak theory.

Constituent to all nuclear matter are quarks, which are also broken up into 6

different flavours: up, u, down, d, charm, c, strange, s, top, t, and bottom, b. These

particles are fermions, but do not have integer charge like the leptons. The positively

charged quarks, u, c, and t, have charge +2
3
q, while the d, s, and b quarks have charge

−1
3
q. These 6 quarks are also split into 3 groups of increasing mass, the first group

are the lightest quarks, u and d, the second group are the c and s quarks, and the

third group being the heaviest quarks, t and b, and for each quark there exists an

anti-quark with opposite sign charge. Information about the members of the lepton,

quark and boson families are summarized in Fig. 1.1. The main difference between

leptons and quarks is that quarks carry another type of charge called colour charge.

As a result, quarks can participate in the strong interaction, which is mediated by

the gluon gauge boson, g. Another difference between the strong interaction and the

electroweak interaction is that gluons possess colour-charge, and so they can interact

with themselves. It is the strong interaction, which is the dominant force on a nuclear

scale, which binds the quarks into their observable, colour-neutral states, known as

hadrons, and the most abundant in nature being neutrons and protons.

1.1.1 The Strong Interaction and Asymptotic Freedom

The strong interaction describes the interaction of quarks and gluons on the scale of

≈ 1 GeV. The potential describing the strong force between quarks is

V (r) = −4αs

3r
+ kr, (1.1)
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Figure 1.1: Elementary Particles in the Standard Model of Particle Physics.

where αs is the coupling constant, r is the distance between the quarks, and k is the

string constant, k ≈ 850 MeV fm−1 [3]. At small distances, the Coulomb part of

the potential dominates, while at large distances, the linear term is dominant. As a

result, the binding force between quarks becomes stronger at larger distances. Once

the field strength increases above a certain threshold, quark–anti-quark pairs are cre-

ated. These bind with the quarks being separated, and as a result, free quarks are

not observed in isolation.

The QCD coupling constant, αs, has a momentum transfer dependence, which is
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given, to lowest order, as

αs(Q) =
1

β0 ln(Q2/Λ2
QCD)

, (1.2)

where the QCD scale ΛQCD ≈ 200MeV [4], Q is the momentum transfer, and β0 is

a positive-definite coefficient. Because of this dependence on Q2, αs is referred to as

the running coupling constant. For hard interactions, where momentum transfer is

large (Q2 >> ΛQCD), αs → ∞. For such processes, where r is small, the potential

in Eq. (1.1) will tend to zero. In this limit, the force between quarks becomes less

and less significant and quarks and gluons behave as though they were free, known as

Asymptotic Freedom [5]. This allows perturbative methods of QCD (pQCD) [6] to

be used in calculating QCD observables. Outside of the perturbative regime, lattice

QCD (lQCD) is used to calculate properties of the hadronic matter. This method

uses finite space-time lattice points on a grid to numerically compute thermodynamic

properties [7, 8].

A consequence of asymptotic freedom is the ability of quarks and gluons to move

over distances larger the size of a nucleon (≈ 1 fm), known as deconfinement. In this

deconfined state, quarks and gluons are no longer bound inside the nucleus, and are

able to propagate freely. It is believed that deconfinement can be achieved at high en-

ergy densities [9], where the strong force between bound quarks and gluons is screened

due to the presence of other quarks and gluons, known as Debye screening [10]. De-

confinement occurs when the screened radius of the bound quarks and gluons, rD,

becomes smaller than the nucleon radius. A predicted result of deconfinement is the

transition from hadronic matter to a phase of free quarks and gluons, known as Quark

Gluon Plasma (QGP) [11, 12, 13, 14]. This hypothesized form of matter was pos-

tulated to make up the early universe microseconds after the big bang [15]. Details

regarding the QCD phase diagram and QGP are discussed below.
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1.1.2 QCD Phase Diagram

The QCD phase diagram contains information about the states of nuclear matter and

phase transitions between these states. The QCD phase diagram is presented in T−µB

space, where T is the temperature and µB is the chemical potential of the system,

analogous to the pressure. Calculations from lQCD [16, 17] predict that for µB = 0,

a smooth cross-over from a hadron gas to a QGP with partonic degrees of freedom

occurs at a critical temperature of Tc ≈ 170MeV [18]. A critical point [19] is expected

in the QCD phase diagram at non-zero µB [20, 21], where the QGP phase transition

is 2nd order [22]. The location of the critical point, determined from extrapolating

lQCD calculations to non-zero µB, is predicted at 150 < µB < 600 MeV [20, 22]. For

larger values of µB, the transition from nuclear matter to QGP is expected to be 1st

order, extending to some finite µB at T = 0 [22]. This is illustrated in Fig. 1.2. At

collision energies of
√
s

NN
= 200 GeV, the Relativistic Heavy Ion Collider (RHIC)

probes the region on the QCD phase diagram with large T and near-zero µB [23, 24].

Figure 1.2: The QCD Phase Diagram [25].
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1.2 Quark Gluon Plasma Signatures

In order to verify the existence and understand the properties of the QGP, experimen-

tally observable signatures need to be identified. As the high energy density system

needed to create QGP expands and cools, the force between quarks and gluons be-

comes more significant. As a result, quarks and gluons begin to form hadrons through

inelastic (low momentum transfer) collisions. This process, known as hadronization,

occurs before particles can be experimentally detected in heavy ion collisions. In

order to understand the QGP, we must infer its characteristics based on the analysis

of hadrons created in the QGP.

The aim of heavy ion collisions is to provide conditions in which the formation of

a QGP is possible. It is necessary to understand the evolution of the dense collision

system so that final state observables can be used to understand the early stages of

the collision. Figure 1.3 depicts the space-time evolution of a heavy ion collision:

(a) The initial hard, partonic interactions in which products from high momentum

transfer processes are formed, such as charm quarks and high pT jets.

(b) The interaction of particles created in the hot collision system. This is when

QGP formation may take place, after which temperatures begin to decrease as the

system expands and thermalises. Charmonium formation from produced cc̄ pairs also

occurs in this stage.

(c) The hadronization of particles as the temperature drops below Tc. First, chem-

ical freeze-out is reached at temperatures around 170 MeV [26], after which the ratio

of particle species remains constant. Kinetic freeze-out is reached for temperatures

around 120 MeV [27], after which inelastic collisions cease.

Since hadronization sets in before particles can be detected, the search for QGP re-

lies on indirect methods of experimentally exploring the early collision system. These
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Figure 1.3: The space-time evolution of a relativistic heavy ion collision. The phases
are (a) initial collision, (b) thermalized QGP, and (c) hadronization. The beam axis
is denoted by z. Figure taken from [39].

techniques rely on identifying signatures of the QGP which we can measure after

hadronization through various experimental observables in heavy ion collisions. Such

observables are introduced in Section 1.3.

There are various predicted signatures of QGP which provide information about

different aspects of the deconfined matter. We discuss several examples below.

The threshold for producing ss̄ pairs is significantly lower in a hadron gas scenario

than in the presence of a QGP. Since strange quarks are produced mainly by gluon

fusion, and gluons are abundant in the plasma, the enhancement of strangeness pro-

duction provides a signature of QGP formation [28, 29].

Jet quenching is also used as a signature of the formation of QGP. This refers

to the phenomena of high momentum partons undergoing energy loss in the dense
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medium [30]. Similar to electromagnetic energy loss of charged particles in matter,

partons radiate energy as they propogate through the QGP matter. It is expected

that the energy loss of partons in the QGP is larger than that in hadronic matter [31],

resulting in a high pT suppression. This suppression has been observed at RHIC for

high pT particles (pT > 4 GeV/c) [32, 33].

Hard probes created in the initial stage of the collision provide information about

the early times of the collision system. Heavy quarks are of particular interest as

the screening of their potential at high temperatures makes them susceptible to the

presence of a hot medium. Charmonium suppression is used as a signature for the exis-

tence of QGP, where cc̄ pairs are separated due to Debye screening in the medium [10].

The excited states of cc̄ (ψ′, χc) have larger radii and lower binding energy [34], and

so dissociate at a lower temperature than J/Ψ, providing an effective thermometer of

the collision system. This is also true for bottomonium, however higher energies and

densities are required to melt the bb̄ states. The di-lepton decay channel of J/Ψ is

used to understand J/Ψ production, since leptons are unaffected by the medium. The

branching ratio for J/Ψ → e+e−(µ+µ−) decay channel is 5.94% (5.93%) [34]. While

roughly 60% of J/Ψs are directly produced as a 1S charmonium state, the remaining

40% of come from feed down of the excited charmonium states, 30% from χc and 10%

from ψ′ [35].

This analysis will focus on J/Ψ suppression as a signature for the existence of the

QGP. Details on this are presented in Chapter 2.

1.3 Heavy Ion Collisions

As heavy ions collide together, the partons in the overlapping region of the colliding

nuclei undergo inelastic collisions, transferring kinetic energy into matter and trans-

verse energy. The amount of transverse energy created in the collision is estimated
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by the Bjorken energy density, ǫBj [36]:

ǫBj =
1

πR2

1

τ0

dET

dy
, (1.3)

where R is the radius of the overlapping nuclei region, τ0 is the thermalisation time

(typically a value of τ0 ∼ 1 fm/c is used), ET is the transverse energy (experimentally

measured using calorimetry, jet quenching, etc.), and y is the rapidity. For head-

on Au+Au collisions at
√
s

NN
= 200 GeV, the Bjorken energy density is estimated

to be ǫBj ≈ 4 − 5 GeV/fm3 [37], and this value is very sensitive to the parameters

chosen for the collision geometry in Eq. (1.3). The rapid expansion of the collision

system creates a hot volume often referred to as the fireball, in which QGP may be

formed if temperatures are sufficient [36, 38]. The further expansion and cooling of

the system leads to hadronization and finally kinetic freeze-out, after which particles

no longer interact. Observables in heavy ion collision experiments, such as particle

multiplicities and momentum spectra, provide information of the system after kinetic

freeze-out. These final-state distributions are related to the early collision system,

and are used to understand the evolution of the system.

In this section, experimental observables of heavy ion collisions are presented.

The relevant kinematic variables necessary for understanding the properties of the

fireball will be introduced. Finally, we will show how these properties can be used to

determine the effects of the dense system on particle production.

1.3.1 Particle Multiplicity

The number of particles produced in heavy ion collisions increases with the amount

overlap of nuclear matter in the collision, known as centrality. This is defined by the

impact parameter b, which describes the distance between the nuclei centres perpen-

dicular to the beam, shown in Fig. 1.4. In red are the nucleons which participate in

the collision, Npart, and in blue are the spectator nucleons which do not participate

in the interaction. A central collision has a small impact parameter, whereas a large

impact parameter indicates a peripheral collisions. As Npart increases, the number
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of elementary nucleon-nucleon collisions, Ncoll, increases as Npart
4/3[40]. Both the

increase in soft processes with Npart and of hard processes with Ncoll contribute to

particle production [41, 42].

Figure 1.4: A schematic diagram of colliding nuclei, indicating the impact parameter
b, and the overlap region of the nuclei in red. Diagram taken from [47].

Since the impact parameter and the number of participant nucleons cannot be

measured directly, the observed particle multiplicity is used as an indirect measure

of centrality. Glauber calculations [40, 43] are used to map the observed charged

particle multiplicity to the collision geometry of the nuclei. This is done by modelling

the nucleon-nucleon collisions between the participant nucleons with a given nuclei

collision geometry. The distribution of nucleons within a nuclei is described by a

Woods-Saxon distribution [44], where nuclei are assumed to be spherical, and protons

and neutrons are assumed to have identical distributions. The Woods-Saxon density

decreases exponentially in the radial direction, without a discrete edge/boundary to
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the density profile. It is important to note that there are different implementations

of Glauber calculations, with two general classes: optical and Monte Carlo. While

the optical Glauber calculations [45] aim to derive analytic formulae to relate particle

multiplicity with collision geometry, the Monte Carlo method [46] simulates collisions

of nuclei with a given transverse separation b, a random value obtained from a uni-

form distribution. Nucleons are randomly distributed within the nuclei according to

the Woods-Saxon distribution. The Monte Carlo Glauber method is implemented in

this analysis, and nucleons are considered to interact based on their separation and

the inelastic nucleon-nucleon cross section, σinel = 42 mb.

The centrality classes are determined by dividing the multiplicity distribution

into bins of 0% - 20% central, 20% - 40% central, etc., where for example the most

central bin, 0% - 20%, contains the 20% of events with small b and the highest track

multiplicities on average. For a given centrality, the Glauber calculations are used to

determine the corresponding collision parameters: Npart, Ncoll, and b.

1.3.2 Kinematic Observables

The momentum distributions are separated into components longitudinal and trans-

verse to the beam axis. For a particle with 3–momentum vector p, the longitudinal

momentum, pz, and boost-invariant transverse momentum, pT , are defined as

pz = |p| cos θ, (1.4)

pT = |p| sin θ, (1.5)

where θ is the angle between p and the beam axis (dip angle). The transverse mass,

mT , of a particle with mass m is calculated from its transverse momentum, where

mT =
√

pT
2 +m2, (1.6)

and its energy is given by

E =

√

|p|2 +m2 (1.7)

=
√

p2
z +m2

T . (1.8)
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This allows us to define the rapidity, y, of a particle as a measure of its longitudinal

momentum and energy:

E = mT cosh y, (1.9)

pz = mT sinh y, (1.10)

from which we obtain

y =
1

2
ln

(

E + pz

E − pz

)

. (1.11)

The convenience of using the rapidity is that it is Lorentz additive under a Lorentz

boost. This allows a direct comparison of both pT and y distributions between ex-

periments with different collision energies.

When the mass of a particle is not known, the pseudorapidity η is used as a similar

measure to the rapidity, where

η =
1

2
ln

( |p| + pz

|p| − pz

)

(1.12)

= − ln

[

tan

(

θ

2

)]

. (1.13)

In the high momentum limit where E ≈ p, the rapidity and pseudorapidity converge.

These kinematic observables provide a direct measure of the temperature, pressure

and energy density of the matter formed in heavy ion collisions.

Momentum spectra are used to obtain the invariant yield (cross-section),

Yield =
d3N

dΩ
, (1.14)

where N is the number of identified particles. The yield is normalized to the volume

of phase-space in which particles where identified, dΩ. The boost invariant volume

element in momentum-space co-ordinates is

dΩ =
d3p

dE
(1.15)

=
dpxdpydpz

dE
. (1.16)
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To make use of the variables pT and y, we use the coordinate transformation

(px, py, pz) → (pT , φ, y) (1.17)

defined by

px = pT cosφ, (1.18)

py = pT sinφ, (1.19)

pz = mT sinh y. (1.20)

The coefficients of the coordinate transformation from xi to x′i are obtained from the

determinant of the Jacobian matrix J , defined as

Jij =
∂xi

∂x′j
. (1.21)

For the coordinate transformation defined above, the resulting Jacobian is

J =

∣

∣

∣

∣

∣

∣

∣

∣









cosφ sinφ pT sinh y
mT

−pT sinφ pT cosφ 0

0 0 mT cosh y









∣

∣

∣

∣

∣

∣

∣

∣

(1.22)

= pTmT cos2 φ cosh y + pTmT sin2 φ cosh y (1.23)

= pTmT cosh y. (1.24)

It follows that

d3p

E
= J dpTdφdy

E
(1.25)

=
pTmT cosh y

E
dpTdφdy (1.26)

= pTdpTdφdy. (1.27)

Integrating over the azimuthal co-ordinate gives us the two-dimensional corrected

yield

Yield =
1

2πpT

d2N

dpT dy
. (1.28)
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If we reconstruct NUncorr particles in a total of NTotal collisions, the corrected yield is

given as

NCorrected =
NUncorr

ε
, (1.29)

where the efficiency correction ε is made up of various components:

ε = εacc × εrec × εeID, (1.30)

where εacc accounts for the detector accpetance, εrec takes the detector tracking ef-

ficiency into account, and εeID describes the particle identification efficiency. This is

described in more detail in Section 6.4. The invariant yield is obtained by normalizing

the corrected yield to the phase-space of the experiment

1

2πpT

d2N

dpT dy
=

1

2πpT

1

∆pT ∆y

NCorrected

NTotal

, (1.31)

where the factors 2π, ∆y, ∆pT and NTotal describe the experimental coverage and

number of collisions. The pT -integrated invariant yield dN/dy is obtained from

Eq. (1.31), where

dN

dy
=

1

∆y

NCorrected

NTotal

. (1.32)

To constrain nuclear effects on J/Ψ particle production in heavy ion collisions,

the invariant yield is compared to the yield obtained from p+p collisions. If there is

no enhancement or suppression in heavy ion collisions due to the presence of nuclear

matter, the yield should scale with the number of binary collisions. The nuclear

modification factor RAA is defined by

RAA =
dN/dy

∣

∣

A+A

Ncoll · dN/dy
∣

∣

p+p
, (1.33)

where RAA = 1 if there is no suppression or enhancement of the yield.

The following chapter will concentrate on the use of J/Ψ as a probe of the matter

created in heavy ion collisions. This is followed by a motivation for investigating J/Ψ

14



in d + Au collisions, after which the experimental layout of the Relativistic Heavy

Ion Collider is presented. Chapter 6 explains the analysis methods used in this

thesis. Particle spectra and yields are shown in Chapter 7, after which conclusions

are presented.
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Chapter 2

J/Ψ as a Probe

Heavy ion collisions at relativistic energies may allow us to improve our understanding

of QCD matter. Hard probes (e.g., J/Ψ) are created in the early stages of the colli-

sion, and are exposed to the evolution of the collision system. As a result, they can

be used to provide information about the medium created in the high energy collision.

A brief motivation behind using charmonium as a probe of the QGP is given in

Section 1.2. While colour screening is expected to suppress J/Ψ yields, experimental

results have indicated that this is not the only mechanism affecting J/Ψ formation in

heavy ion collisions.

In order to understand the medium formed in heavy ion collisions, it is essential

to separate the different factors affecting J/Ψ yields. This chapter will describe the

effects on J/Ψ production from the high energy density system created in heavy ion

collisions.

2.1 Deconfinement, Recombination

In a state of partonic deconfinement, the mean free path of quarks and gluons is

larger than the size of a nucleon. This is expected to occur due to the screening of

the strong potential between quarks in the hot and dense matter created in heavy ion

16



collisions, as described in Section 1.1.1.

Originally, the suppression of J/Ψ as a signature of QGP formation was suggested

by T. Matsui and H. Satz in the 1980’s. They describe the effect of a hot, dense

medium on J/Ψ formation [10], and calculate that above T/Tc = 1.2, colour screen-

ing in the QGP prevents charmonium formation. This led to the conclusion that an

observation of J/Ψ suppression in heavy ion collisions would provide an unambiguous

signature of QGP formation.

While J/Ψ suppression has been observed in heavy ion collisions (presented in

Section 2.2), results from various experiments indicate that colour screening is not

the only effect of the medium on J/Ψ production. This is discussed below, where

results on J/Ψ suppression in heavy ion collisions from the CERN Super Proton

Synchrotron (SPS) and RHIC are presented.

2.2 SPS Results

At the CERN-SPS, the NA38 [48], NA50 [49], and NA60 [50], experiments have car-

ried out studies on J/Ψ production in various collision systems. To understand how

the hot medium effects J/Ψ production, yields from p+A [51] collisions have been

used as a baseline for J/Ψ production in the presence of cold nuclear effects (discussed

in Chapter 3). Using this baseline, the suppression of J/Ψ production due to the hot

medium has been calculated at NA50 for data from Pb+Pb collision at a beam energy

of 158 GeV/nucleon on a fixed Pb target, and NA60 for data from In+In collisions

at the same energy. The beam energy of 158 GeV/nucleon corresponds to a centre-

of-mass collision energy of
√
s

NN
= 17.3 GeV. The ratio of the measured yield to the

expected yield based on p+A collisions is shown in Fig. 2.1 for In+In (circles), and

Pb+Pb (triangles). A suppression of J/Ψ production is clearly observed, increasing

towards more central events.
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Figure 2.1: The suppression patterns measured in In-In collisions (NA60, circles)
and Pb-Pb collisions (NA50, triangles) at

√
s

NN
= 17.3 GeV at SPS, normalized to

expected yields from p+A collisions. The 6% normalization uncertainty is indicated
by the box on the left. Figure take from [50].

While many have interpreted this as hard evidence for QGP formation, the ob-

served suppression at SPS has also be explained in terms of final state interactions of

cc̄ pairs, as described by the Comovers Interaction Model (CIM) [52].

2.3 RHIC Results

The RHIC experiment has collided together various beam species, focusing predom-

inantly on p+p, d + Au, Au+Au, and Cu+Cu collisions, at
√
s

NN
= 200 GeV. Due

to the increase in centre-of-mass collision energy at RHIC compared to SPS (≈ 10

times higher), larger suppression of J/Ψ production at RHIC was expected.

The nuclear modification factor, defined in Eq. (1.33), has been calculated from

Au+Au and p+p collisions at
√
s

NN
= 200 GeV at PHENIX, shown in Fig. 2.2
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(squares). Also shown are nuclear modification factors from S+U collisions at 200

GeV (NA38, circles), In+In collisions at 158 GeV (NA60, downward triangles), and

Pb+Pb collisions at 158 GeV (NA50, upward triangles). Both experiments observe

a suppression, with RAA < 1 and decreasing as Ncoll increases. The data from

SPS collisions at energies of
√
s

NN
= 17.3 GeV, and RHIC collisions at energies of

√
s

NN
= 200 GeV, have similar amounts of suppression at midrapidity, which cannot

be explained based solely on suppression due to colour screening in the hot medium.

Figure 2.2: The nuclear modification factor for J/Ψ production in S+U collisions
at 200 GeV (NA38, circles), In+In collisions at 158 GeV (NA60, downward trian-
gles), Pb+Pb collisions at 158 GeV (NA50, upward triangles), and Au+Au collisions
at

√
s

NN
= 200 GeV (PHENIX, squares). Yields are normalised to yields in p+p

collisions.
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The J/Ψ suppression for forward rapidity and midrapidity in Au+Au collisions at

PHENIX are shown in the top panel of Fig. 2.3, full and open circles, respectively.

A stronger suppression, indicated by a smaller RAA, is observed at forward rapidity,

which is illustrated in the bottom panel of Fig. 2.3, where the ratio of RAA for for-

ward rapidity to RAA for midrapidity is less than unity. This is also in contrast to

expectations based on colour screening alone.
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Figure 2.3: The nuclear modification factor for J/Ψ production at RHIC. More sup-
pression is observed at forward rapidity. Figure taken from [58].

Due to the significantly higher density of cc̄ pairs produced at RHIC energies

compared to SPS, regeneration models [53, 54, 55] were proposed to account for

the comparable amounts of suppression observed at these different collision energies.
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Such models describe an enhancement of J/Ψ production at higher energies and tem-

peratures due to the coalescence of charm quarks into bounds states of J/Ψ in the

later stages of the collision system (recombination), which suggest similar amounts

of suppression at SPS and RHIC energies. Recombination also explains the larger

suppression observed at forward rapidity, as the charm quark density is much smaller

than at midrapidity.

This thesis will focus on constraining cold nuclear matter effects on J/Ψ produc-

tion in d + Au collisions. Further detail on cold nuclear effects is given in Chapter 3.
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Chapter 3

Cold Nuclear Effects

While much of the focus of heavy ion collisions has been on probing the Quark Gluon

Plasma, it is essential that QCD matter be studied under different temperatures

and energy densities in order to fully understand the nuclear properties. Accelerator

experiments have collided a wide range of nuclei at various collision energies in an

attempt to disentangle the nuclear effects due to the presence of a QGP from effects

due to nuclear matter which is not excited. Such effects are described below.

The formation of QGP is expected to occur in high energy heavy ion collisions

(Au+Au, Pb+Pb, etc.). As presented in Chapter 2, significant suppression has been

observed at the CERN-SPS by the NA50 [49, 59] in Pb+Pb collisions, and NA60 [50]

in In+In collisions, both at collision energies of
√
s

NN
= 17.3 GeV, and at RHIC by

the PHENIX experiment in Au+Au [58] and Cu+Cu [60] at
√
s

NN
= 200 GeV.

The comparable amounts of suppression at midrapidity between SPS and RHIC

came as a surprise, as the factor of 200/17.3 ≈ 12 increase in collision energy at

RHIC compared to SPS is expected to increase the effect of suppression due to colour

screening. A larger suppression observed at forward rapidity in Au+Au collisions at
√
s

NN
= 200 GeV at PHENIX also suggest effects beyond colour screening.

There are many nuclear effects which may contribute to a modification of J/Ψ
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production in A+A collisions relative to scaled p+p collisions, other than J/Ψ sup-

pression due to the presence of a QGP. Since QGP formation requires high energy

densities, it is known as a hot nuclear matter effect. There are also modifications

to J/Ψ production in heavy ion collisions due to the presence of non-excited nuclear

matter. Such modifications are known as cold nuclear matter effects [57, 61, 62].

Lighter systems, such as p+A and d+A collisions, do not reach the energy densities

required for QGP formation, and provide a means to quantify the cold nuclear matter

effects. A quantitative understanding of the cold nuclear matter effects is essential

when investigating hot nuclear matter effects and trying to understand the QGP.

The presence of cold nuclear matter can modify J/Ψ production at different stages

of the collision system. Initial-state effects occur before the formation of cc̄ pairs, while

final-state effects are those which affect the already created cc̄ pairs. At midrapidity,

the dominant contributions are the modification of the nuclear Parton Distribution

Function (nPDF) in the initial state, and the nuclear absorption of cc̄ pairs in the

final state. A brief description of these effects is given below.

3.1 Modification of the nuclear Parton Distribu-

tion Function

There is a modification of J/Ψ production in collision systems involving heavy nuclei

(e.g. Au, Cu, Pb). The nucleons inside a bound nuclei do not behave as free nucleons,

and as a result, p+A, d+A, and A+A collisions cannot be treated as a superposition

of nucleon-nucleon collisions.

The distribution of quarks and gluons within a nucleon are described by the Parton

Distribution Functions (PDFs). These PDFs are modified in a nucleus as compared

to that in a proton due to the presence of other nucleons. The modification of the
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nuclear Parton Distribution Function, known as shadowing, is defined by the ratio

Ri(x,Q
2, A) = fA

i (x,Q2)/A · fp
i (x,Q2), (3.1)

where the Bjorken variable, x, is the fraction of the nucleon momentum carried by

parton i, Q2 is the square of the momentum transfer, A is the nucleus size, and fA
i

and fp
i are the parton distributions in a nucleus and proton, respectively. If the ratio

Ri(x,Q
2, A) is unity, there is no modification of the nPDF, and collisions of nuclei

can be treated as a superposition of nucleon-nucleon collisions.

The modification of parton densities is measured by probing quark distributions

in deep inelastic scatterings of e+A and e+p collisions [64, 66], which have been used

to constrain the free PDFs. Drell-Yan measurements, which involve the annihilation

of quark anti-quark pairs, also provide information on the anti-quark densities. Since

gluons do not carry electromagnetic charge, there is no no way to directly measure

the gluon distributions, resulting in a large uncertainty in the gluon densities. Since

J/Ψs are produced primarily via gluon fusion, their production is sensitive to the

modification of the gluon nPDF.

The ratio given in Eq. (3.1) for gluons, with Q2 = m2
J/Ψ, is shown in Fig. 3.1 versus

Bjorken x [65]. For low x (x < 0.02), the gluon density inside the nucleus is lower

than the scaled gluon density in a free proton, and the ratio of nuclear parton density

to the nucleon parton density, RAu
g , is less than unity. The decrease in the number of

gluons results in a decrease in J/Ψ formation, causing a shadowing effect. This is in

contrast to the intermediate range 0.02 < x < 0.1, in which an increased gluon PDF

in the nucleus will enhance J/Ψ production. This known as an anti-shadowing effect.

As the collision energies increase, it is possible to probe smaller values of x when

producing J/Ψs. The shaded boxes in Fig. 3.1 indicate the Bjorken x probed in dif-

ferent experiments, from top to bottom: NMC, SPS, FNAL, HERA-B, and RHIC.

While anti-shadowing is expected at SPS energies, a suppression of J/Ψ production

due to shadowing is expected at RHIC. The strength of the shadowing at RHIC is not
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Figure 3.1: The modification to the gluon parton distribution function in a gold
nucleus relative to that in a proton, versus Bjorken x using various parametrization.
The bands indicate the range of x probed in NMC, SPS, FNAL, HERA-B and RHIC
experiments (top to bottom). Figure taken from [65].

well constrained, indicated by the ≈ 20% variation between different models shown

in Fig. 3.1. A precise measurement of the charm cross section at RHIC will improve

the constraints on the modification to the gluon PDF.

3.2 Nuclear Absorption

The cc̄ pairs created in heavy ion experiments are produced in the initial hard scat-

tering of the partons from the beam and target (fixed target experiment) or from the

colliding beams (collider experiment). The charm quarks produced in this early stage

of the collision are subject to subsequent collisions within the nucleus. The nuclear
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absorption of J/Ψ occurs when these interactions break up the cc̄ pair,

J/Ψ +N → open charm. (3.2)

The magnitude of this effect depends on the nuclear absorption cross section for char-

monium, σJ/ΨN .

It is still unclear how the nuclear absorption should depend on collision energy,

i.e., whether σJ/ΨN increases due to the more energetic collisions of the cc̄ pairs with

other partons at higher energies, or if the increased flattening of the nuclei at higher

energies means that there are less collisions between the cc̄ pairs and other partons,

decreasing the nuclear absorption [65]. Values of the J/Ψ − N cross section have

been extracted from various data sets using the EPS08 [67] parametrization, shown

in Fig. 3.2. The absorption cross section ranges from σJ/ΨN ≈ 2 − 10 mb, and there

are very few measurements at low x.

Since theory does not provide strong constraints on cold nuclear matter effects

in J/Ψ production, quantifying these effects relies on experiment. The RHIC exper-

iment provides large collision energies which enable measurements at low x, where

these effects are not well understood. Collisions of d + Au provide an environment

where cold nuclear matter effects can be quantified. In this analysis, the production

of J/Ψ in d + Au collisions has been studied to understand the cold nuclear effects

on J/Ψ production. These results have been compared to data from p+p collisions

(see Chapter 7) to determine the modification of J/Ψ production due to cold nuclear

effects.
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Chapter 4

Experimental Setup

The Relativistic Heavy Ion Collider (RHIC), located at BNL in Upton, New York,

USA, has housed four experiments since its construction in 2000, namely the Solenoidal

Tracker at RHIC (STAR), the Pioneering High Energy Nuclear Experiment (PHENIX),

the Broad Range Hadron Magnetic Spectrometers Experiment (BRAHMS), and PHO-

BOS. Currently, only STAR and PHENIX are in operation. This analysis presents

data taken by the STAR detector.

4.1 The RHIC Accelerator Complex

The Relativistic Heavy Ion Collider is a circular particle accelerator with a circum-

ference of 3.8 km. The STAR experiment, which is located at the 6 o’clock position

in the ring, and PHENIX, located at the 8 o’clock position, are the larger of the

four experiments. RHIC is the first collider in the world capable of accelerating ions

to relativistic speeds, opening a new energy regime compared to the previous fixed

target experiments, such as SPS and AGS.

A diagram of the RHIC complex is shown in Fig. 4.1. It consists of various facili-

ties that are used to accelerate charged nuclei. Gold (Au) and copper (Cu) atoms are

partially stripped of their electrons entering and exiting the Tandem Van de Graaff

Accelerator, where they are accelerated to 1 MeV/c. They are then sent through the
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Tandem-to-Booster Line to the Booster Synchrotron, accelerated and further stripped

of electrons, before being injected into the Alternating Gradient Synchrotron (AGS).

Protons are injected directly into AGS from the 200-MeV Linac. The heavy ions are

stripped of their remaining electrons, and the protons or ions are bunched together

and accelerated to the RHIC injection energy of 10.8 GeV/A and transferred to RHIC

via the AGS-to-RHIC Beam Transfer Line.

Figure 4.1: The RHIC facility
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The RHIC facility contains two intersecting storage rings, in which the counter-

rotating beams are steered and accelerated by superconducting magnets. There are

six possible collision points on the hexagonal ring. The ions are accelerated at collision

energies up to
√
s

NN
= 200 GeV, and protons up to

√
s

NN
= 500 GeV.

4.2 STAR Experiment

A layout of the STAR detector is shown in Fig. 4.2. The large solenoidal magnet

has an outer radius of 7.32 m and a length of 6.85 m. The magnet creates a near-

uniform magnetic field in the longitudinal plane (parallel to the beam), which curves

the trajectories of charged particles. The maximum field strength that the STAR

magnet can achieve is 0.5 T. It is operated at full field, full reverse field, and half field

strength. The STAR coordinate system is Cartesian, with the origin at the centre of

the TPC, the z direction pointing to the West along the beam, y pointing upwards,

right-handed.

The sub-system central to the tracking and particle identification in STAR is

the Time Projection Chamber (TPC). This large acceptance detector is surrounded

by the Barrel Electromagnetic Calorimeter (BEMC). The Time of Flight (ToF) de-

tector, located between the TPC and BEMC, was only partially installed in 2008.

When completed in 2010, the ToF will greatly improve particle identification capabil-

ity of STAR, in conjunction with the TPC. The Forward Time Projection Chambers

(FTPC) are located to the East and to the West of the TPC, and provide tracking

and identification abilities similar to the TPC in the forward and backward rapidity

regions. The Vertex Position Detector (VPD) and Zero Degree Calorimeter (ZDC),

shown in Fig. 4.3 and discussed in the next chapter, are used for triggering and are

located along the beam line outside of the magnetic field. The Beam Beam Counters

(BBCs) are also located on either side of the interaction region, and are used in this

analysis in conjunction with the ZDC to monitor beam rates. The BBC is made up

of hexagonal scintillator tiles: 2 outer rings of larger tiles, and 2 inner rings of smaller

tiles, as shown in Fig. 4.4.
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This analysis primarily uses the TPC and BEMC detectors, which are discussed

below. Details of the other STAR sub-systems can be found in [74].

Figure 4.2: The STAR detector

4.2.1 Time Projection Chamber

The TPC, shown in Fig. 4.5, is a 4.2 m long cylindrical gas chamber, which spans the

full azimuthal angle, 0 ≤ φ ≤ 2π, and has pseudorapidity coverage of −1.8 ≤ η ≤ 1.8.

The TPC is located inside the STAR magnet, and has an inner radius of 50 cm and

an outer radius of 200 cm.

The TPC volume is filled with P10 gas, which is a mixture of 90% Argon and

10% Methane, kept at atmospheric pressure. The central membrane, which separates

the East and West halves of the TPC, is held at a voltage of −28 kV. The endcaps
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Figure 4.3: A cross-view of STAR detector with the VPD and ZDC detectors shown
on both sides of the TPC.

Figure 4.4: A front view of the BBC at STAR.

of the TPC are instrumented with multi-wire proportional chambers (MWPC), each

consisting of 12 readout sectors. The endcaps are grounded, and a uniform electric
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Figure 4.5: The Time Projection Chamber.

field of EZ ≈ 135 V/cm is maintained between the chambers and the membrane.

Copper strip resistors, which are located on the surface of the field cage of the TPC,

form a uniform field across the gas volume. As charged particles traverse the TPC,

they ionise atoms in the gas. The ionisation electrons drift at a constant speed of

5.45 cm/µs to the endcaps, with a maximum drift time of 40 µs. By measuring the

total charge of these electrons in the endcaps, the energy loss per unit length, dE/dx,

can also be determined, as described in the next section.

Each endcap sector contains 45 pad rows, divided into inner and outer sub-sectors.

The inner sectors have a higher pad density to accommodate the higher track den-

sities, and pad dimensions are chosen to optimise the x and y position resolution

of drift electrons. The z position is determined from the arrival time of the signal
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relative to the collision time, taken as t = 0. The tracking resolution of the TPC at

the vertex is 100 − 150 µm. The recorded spatial distributions of charge are used to

reconstruct particle trajectories, as described in the next section.

The uniform magnetic field applied across the TPC causes charged particles to

bend in the plane transverse to the beam line. By measuring the curvature and tra-

jectory of the tracks, the charge and momentum of particles can be determined. This

information, combined with the expected dE/dx values (see Fig. 4.8) for particular

particle species allows for accurate particle identification.

4.2.2 Barrel Electromagnetic Calorimeter

The Barrel Electromagnetic calorimeter covers full azimuth of 0 ≤ φ ≤ 2π and, pseu-

dorapidity of −1 ≤ η ≤ 1. This fast detector (read-out time ≈ 10 ns) contains 4800

individual calorimeter towers, with dimensions ∆η = 0.05 and ∆φ = 0.05 rad. At

midrapidity, this is equivalent to a tower size of 10 cm × 10 cm. Figure 4.6 shows an

event display, where the illuminated regions indicate energy deposited in the BEMC

towers by passing particles.

Each tower has a sandwich geometry, consisting of 20 and 21 alternating layers

of 5 mm thick lead absorber and scintillator plates, respectively, which achieve an

energy resolution of ≈ 14%/
√
E. The light created by particles striking the scintillat-

ing plates is transported by wavelet shifting (WLS) optical fibers to photomultipliers

outside of the STAR magnetic field.

The Barrel Shower Maximum Detector (BSMD) is located at a depth of approxi-

mately 5 radiation lengths in the calorimeter modules, as shown in Fig. 4.7. Particles

that collide with the lead absorber plates radiate energy. The shower shape created

from this radiation is well understood and is very different for hadrons and elec-

trons/photons. Hadrons either pass through the lead as a minimum ionizing particle
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Figure 4.6: STAR event display, showing the BEMC tower energy depositions.

(MIP) or create an irregular shower shape after a hadronic interaction with the ma-

terial. On the contrary, electrons have a well constrained conical shower shape. This

distinction provides an additional tool for electron-hadron discrimination.

In this analysis, only the BTOW in the BEMC was used to provide information

on the energy of particles reconstructed by the TPC.

4.2.3 Event Reconstruction

Ionisation Energy Loss

The energy lost by particles traversing the gas volume is directly related to the num-

ber of drift electrons they free. Each pad in the endcaps reconstructs the energy

deposited into it as a dE/dx hit, and there can be up to 45 dE/dx hits for each

track. The energy deposition dE/dx has a Landau distribution, with long tails at

higher values. To reduce fluctuations, a truncated mean is calculated from the lower
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Figure 4.7: A side view of a module in the BEMC.

70% of dE/dx measures, and the upper 30% of values are discarded.

Figure 4.8 shows the energy loss of electrons, kaons, protons, pions, and deuterons

in the momentum range 0.1 < p < 6 GeV/c (particles below 0.1 GeV/c do not reach

the TPC, and the statistics is insufficient above 6 GeV/c). The electron energy loss

is mostly constant with momentum, while the hadrons have an initial fall-off and

a relativistic rise at higher energies. The Bethe-Bloch parametrization of particle
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Figure 4.8: dE/dx versus momentum of particles created in d+ Au collisions passing
through the TPC.

dE/dx, shown in solid bands in Fig. 4.8, represents the mean energy loss for various

particles.

Track Reconstruction

When a particle traverses the TPC volume, it deposits energy in the form of ioniza-

tion electrons. The charge deposited in the gas is known as a hit, and each track

can have up to 45 hits. In order to determine the spatial coordinates and ionization

energy of the reconstructed hits, the cluster finder algorithm looks for hit clusters

in 2 dimension (time and padrow), and then single and multiple hits are searched

for in each cluster. The ability to resolve nearby clusters is crucial for the dE/dx

reconstruction and for resolving close tracks. More detail on this can be found in [39].
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The track reconstruction process uses the reconstructed spatial hits to map a

3-dimensional trajectory of the charged particles. Before hits are used, their recon-

structed positions need to be corrected for several distortion effects [76]: (1) space

charge, where ions, accumulated in the gas, distort the E and B fields, (2) field align-

ment, where the slight misalignment of the E and B fields creates a cross component

E × B , and (3) grid leak, where electrons leak back into the gas from the endcaps,

distorting the E field. These effects are understood and corrected for during data

production.

Once hits are corrected, the tracking algorithm uses hits in the outer sectors of

the endcaps as track seeds. From these seeds, extrapolations are done to associate

other hits with the track, taking into account multiple scattering and Coulomb effects.

These hits are grouped to form track segments, which are extrapolated and joined

to form complete tracks. After this, outlying hits are removed from the fits and the

fitting process is repeated. The direction of track curvature determines the charge of

the particle, and the magnitude of curvature determines the transverse momentum

of the particle:

pT = 0.3 q B R GeV/c, (4.1)

where q is the charge in the units of +e, B is the magnetic field strength in Tesla,

and R is the radius of curvature in metres. The 3–D particle momentum is calculated

from the pT , azimuthal, and dip angles of the trajectory.

Vertex Finding

Tracks reconstructed by the track finding algorithm, known as global tracks, are used

to determine the position of the collision vertex. Global tracks are projected onto

the beam axis, and a vertex is found at a position that at least five tracks point to,

within a ±2.5 cm window along z. This point is determined by the Minuit fitting

algorithm, which locates the (x, y, z) position, from which the distance of closest ap-

proach (DCA) to all the tracks is within 5 cm. Due to the high collision rates at

RHIC in 2008, there can be as many as 20 reconstructed vertices per event. This
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effect, known as pile-up, is discussed in Chapter 5.

Tracks within 3 cm of the vertex position, known as primary tracks, are considered

to belong to the collision. Their helices are refitted with the constraint that they pass

through the vertex.

Information from other detectors is combined with the reconstructed event, and

these events, which contain all track geometry and kinematics, are used in analysis.
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Chapter 5

Trigger, DAQ and Data Quality

With the increased precision in beam focusing and steering, the instantaneous lumi-

nosity delivered by RHIC has increased dramatically since the first collisions in 2000

(Fig. 5.1 shows projected luminosities beyond 2009). Since the TPC read-out time

is longer than the time between bunch crossings, care has to be taken to trigger on

the collision of interest and to identify and remove tracks from other collisions. Dis-

tortions due to the space charge that accumulates in the large volume of the TPC,

magnetic field imperfections, and sector mis-alignments have a large impact on track-

ing quality and resolution. Some of these effects have increased substantially with

the higher luminosities. Extensive calibrations and analysis was done to understand

and correct for these effects, both online and offline [77].

A major difference in the STAR detector configuration between Run 8 (taken in

2008) and previous runs was the removal of tracking devices that surrounded the

beam pipe, which has reduced the background by a factor of 10.

5.1 Triggering

Since the bunch crossing rates are much higher than the maximal TPC readout rates,

it is not possible to read out all STAR detectors every event. Multiple trigger criteria
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Figure 5.1: Recorded and projected instantaneous luminosities delivered to STAR.
Figure taken from [78].

were developed to identify collisions of interest for specific physics measurements. We

present data acquired using a minimum bias (MB) trigger on events recorded with

the TPC.

The MB trigger has a low threshold on accepted collisions that occur within the

TPC. The detectors used in the minimum bias trigger in Run 8 d + Au collisions are

the Vertex Position Detector (VPD) and the East Zero Degree Calorimeter (ZDC-E).

The VPD, shown in Fig. 4.3, is located on both sides of the interaction region close

to the beam line. It determines the vertex position by measuring the time difference

between the signals detected at its East and West positions. In this analysis, the

VPD was not used to determine the vertex position because of it’s low efficiency in

low multiplicity collisions or in the presence of event pile-up. For the MB trigger,

the VPDs require the online vertex position to fall within ±30 cm of the nominal

interaction point (0, 0, 0). The two Zero Degree Calorimeters, also shown in Fig. 4.3,
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are located at both sides of the interaction region at θ = 0◦ and cover an angle of 2.5

mrad around the beam axis. When the deuteron and gold ions collide after the d+Au

collision, fragments of the gold nucleus continue along the beam direction. Charged

particles bend away from the ZDCs by the RHIC magnetic dipoles, while neutrons

from the broken up Au nucleus are detected by the ZDC-E. The minimum-bias trigger

requires that the ZDC-E detects at least one neutron in an event.

5.2 Data Acquisition and Production

During the run, all detectors send the raw information from triggered events over

optical fibers to the Data Acquisition System (DAQ).

To understand the amount of background in the subsystems, pedestal runs of the

detectors are taken in the absence of beam. Lasers are also used in the TPC to cal-

culate the drift velocity in the gas and to determine spatial distortions [80], since the

laser beams are unaffected by the magnetic field.

The RHIC experiments use the RHIC Computing Facility (RCF) at BNL to store

data taken during the run. The Lawrence Berkeley National Laboratory (LBNL)

computing facility also uses the Parallel Distributed Systems Facility (PDSF) linux

farm at the National Energy Research Scientific Computing Center (NERSC) for

additional STAR data storage. After the run is finished, final calibration constants are

applied and corrections are made for distortions due to experimental imperfections.

The data is then streamed into Micro Digital Storage Tapes (µDSTs), which contain

all necessary information for physics analyses.

5.3 Data Quality

Although much work is done both online and offline to ensure the data quality, the

final dataset available to the user must still undergo scrutiny to achieve a high level

of precision and quality in the analysis. A general quality analysis of reconstructed
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vertices and tracks is presented in Chapter 6. Below we discuss several quality issues

specific to the d + Au collisions in 2008.

5.3.1 Corrupt Scaler Rates

The scaler rates refer to the beam rates recorded by the ZDCs and BBCs. Some of

these are used to understand and correct for the distortion effects in the TPC due to

space charge, as the magnitude of this effect depends on the collision rates recorded

by the scalers. During Run 8, there were moments when the rates from the BBC and

the ZDC were temporarily stuck at values of precisely 2 or 3 times higher than the

correct values. Such hardware failure, while only happening approximately once in

1000 events, can have a significant impact on physics analysis. Because the distortion

correction affects tracking in the TPC, incorrectly applying this correction can shift

all reconstructed tracks systematically in one direction. For high momentum tracks, a

small shift in the position of one hit can significantly affect the reconstructed momen-

tum of the particle. Although statistically negligible for many studies, this cannot be

ignored for physics involving rare probes, and so a method to exclude these corrupt

events was developed.

Identifying and removing events with stuck scaler rates during data production is

simple and has been implemented for subsequent runs. However, since this problem

was discovered post-production for the d+Au run, a solution needed to be developed

and implemented on an analysis level. Large fluctuations of the delivered beam rates

and the decrease of instantaneous luminosity over time within a beam fill made the

events with stuck scaler rates hard to identify directly. To correct for the in-fill de-

crease of beam rates, scaler data were normalized using ratios of the rates observed in

different scaler boards. From these ratios, a large part of the in-fill systematics was

removed and clear instances of the scaler rates stuck at integer multiple values were

identified and removed, decreasing statistics by only ≈ 1%. An illustration of this is

shown in Fig. 5.2, where the ratio of the ZDC coincidence rate and BBC coincidence
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rate is plotted versus the beam fill number. While most events have a ratio of approx-

imately 0.3, instances where this value is a factor of 2 higher or lower are observed

(see the band around 0.15 and 0.6 where the mean values have halved and doubled,

respectively). The value of ∼ 0.3 is then used as a baseline for the ratio of these

scaler boards. Since the space charge corrections do not rely on the BBC coincidence

rate, only events where this ratio is above 0.42 (corresponding to stuck values of the

ZDC coincidence rate) are rejected. The cut-off value of 0.42 was chosen to exclude

any entries that have ZDC scaler entries which are double the values in the central

band, while not removing any values which belong to the central band around 0.3.

This approach is repeated for all scalers which affect the space charge correction.

Figure 5.2: Scaler rates used in the space charge calibration. Outliers are instances
of the scaler hardware failures (above dotted line), and are removed from analysis.
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For some scaler channels, where this approach did not completely remove fill-to-

fill fluctuations (and no clear structure where the doubling of scaler rates could be

identified), a slightly more complicated approach was taken. By using a Principle

Component Analysis (PCA) [79], a decomposition of those rates into combinations

of others was possible. By approximating a scaler rate seen in one channel based on

combinations of other channels, the effect of stuck scaler rates was removed. The

actual scaler rate was divided by the approximation, yielding a ratio approximately

equal to unity. Outliers represented corrupt events and were removed as described a

bove.

5.3.2 Pile-up

Due to high bunch crossing rates, it is easy to mistake vertices from past or future

collisions with those from the triggered collision. The incorrect association of tracks

to the triggered collision vertex, known as pile-up, has become a significant effect

with collision rates in 2008 reaching as high as 300 kHz. Since many aspects of the

analysis depend strongly on having the correct vertex position, it is vital that pile-up

is understood, identified and removed.

The vertex finding algorithm implemented for Run 8 d+Au collisions (MinuitVF),

found 10 vertices per minimum bias event in average. A statistical approach was

taken in deciding which vertex within the event is the most probable, and tracks

were associated with the vertex using a likelihood method, as explained in Chapter 4.

Much work has been done to identify and remove pile-up in d + Au collisions [78], as

presented in Chapter 6.
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Chapter 6

Analysis

Minimum bias data from d+Au collisions at
√
s

NN
= 200 GeV taken with the STAR

detector at RHIC in 2008 were used in this analysis. A total of 40 × 106 minimum

bias events were recorded at rates as high as 300 kHz.

In this chapter, first the vertex quality is discussed, and then the quality of the

tracks associated with each event vertex is assessed. After that, an explaination of how

J/Ψs were reconstructed and how background was removed is given. This selection

process was optimised to reduce background while preserving statistics. Finally, the

study of efficiency of the J/Ψ reconstruction process is presented.

6.1 Event Selection

6.1.1 Event Quality

The deuteron and gold nuclei collisions at
√
s

NN
= 200 GeV result in a high energy

system, in which the J/Ψ production cross section is large enough that large num-

bers of them are recorded by STAR in several months of running. These particles

all originate from a common position where the collision took place, known as the

vertex position. The beams are well focused in the transverse plane, but the collision

diamond is extended in the z direction.
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The number of reconstructed vertices per minimum bias d+Au collision is shown

in Fig. 6.1, and the average number of vertices per event increases with increasing

luminosity, as shown in Fig. 6.2. For each event, the vertices are ranked to determine

the one that most probably triggered the detector readout. Only the vertex with the

highest rank in each event, known as the primary vertex, was used in this analysis.

Additionally, only the primary tracks associated to the primary vertex are used in

this analysis. The vertex reconstruction and track association procedure is explained

in detail in Chapter 4.

Figure 6.1: The number of reconstructed vertices in minimum-bias events in d + Au
collisions at STAR.

In this analysis, the minimum bias trigger had to be satisfied by the particles
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Figure 6.2: The average number of reconstructed vertices versus luminosity in
minimum-bias events in d + Au collisions at STAR.

produced at chosen vertex. The vertex position along the beam axis, VZ , is defined

with the origin at the centre of the TPC. The minimum bias trigger places an online

requirement on the time difference between the two VPD signals that corresponds

to the window of |VZ | ≤ 30 cm. However, this detector was not used offline to re-

construct the final vertex position of the collision. Because of this, the offline vertex

position can shift outside of ±30 cm window. There is, however, a strong correlation

between the vertex position determined from the VPD, and the reconstructed vertex

position determined by MinuitVF. A distribution of the primary vertex position from

Run 8 minimum bias events is shown in Fig. 6.3. The beams were focused to collide

at the centre of the STAR detector, with the distribution peaking around VZ ≈ 0 and

following a Gaussian shape within |VZ | ≤ 30, indicated by the Gaussian fit shown in
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Fig. 6.3.

Figure 6.3: The Vertex Z distribution for minimum-bias events in d + Au collisions
at STAR.

Minimum bias collisions were also required to have at least one neutron from the

Au nucleus registered in the ZDC-E. For Run 8, simulations show that this is equiv-

alent to requiring ZDC-E ADC value to be above 5 counts. A distribution of the

ZDC-E signal for minimum bias events is shown in Fig. 6.4.

It was important to exclude vertices that satisfied the minimum bias trigger but

were poorly reconstructed. The vertices were required to be reconstructed close to

the centre of the TPC, because tracks with large |VZ | or large |η| have a shorter length

in the TPC and hence a lower reconstruction quality. These short tracks have fewer
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Figure 6.4: The East ZDC ADC distribution for minimum-bias collisions.

hit points in the TPC and have a lower reconstruction efficiency. A pseudorapidity

distribution of tracks originated at various vertex positions is shown in Fig. 6.5,

where the fall-off of statistics outside of |η| > 1 is due to the decrease of the TPC

acceptance. A loss of particles is also observed close to η = 0 for tracks with large

|VZ |. The acceptance losses are also seen in the distribution of average multiplicity

as a function of VZ , as shown in Fig. 6.6. For vertices close to VZ ≈ 0, the mean

multiplicity increases with increasing VZ due to the asymmetry of the colliding d+Au

system — more particles are produced in the direction of the Au nucleus, at η < 0,

than in the direction of the deuteron. As a result, there are more short tracks, which

pass through only a fraction of the TPC volume, with large −|VZ | than with large

+|VZ |. For large enough |VZ |, the reconstruction efficiency drops off dramatically.

To avoid these effects, a vertex position was required to fall within |VZ | < 40 cm,
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reducing the number of analysed minimum bias events to 34 × 106.

Figure 6.5: The pseudorapidity distribution for tracks with various vertex position.
The TPC acceptance accounts for losses outside of |η| > 1. Within |η| < 1, losses in
acceptance are seen around η ≈ 0 for |VZ | > 40 cm.

6.1.2 Vertex Pile-Up Removal

Since the effect of pile-up increases at higher luminosities, it is important to ensure

that the charged particle multiplicity be stable with respect to the beam coincidence

rate. The BEMC, which has much faster readout rates than the TPC, was used to

remove pile-up vertices.

For each vertex reconstructed in the TPC in an event, the associated primary
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Figure 6.6: The mean multiplicity of events versus vertex position. Outside of |VZ | =
40, the TPC reconstruction efficiency drops off significantly.

tracks1 were projected to the BEMC. The number of tracks matched to the BEMC,

NBEMC, is the number of these tracks that project to a tower in the BEMC that was

fired in the event. The mean number of such matches per event is stable across the

range of coincidence rate, as shown in Fig. 6.7. In the absence of the track-tower

matches, NBEMC = 0 (left panel of Fig. 6.8), there is no correlation between the

reconstructed vertex position and VPD vertex position, meaning that these vertices

are highly contaminated with pile-up. Requiring at least one match, NBEMC > 0

(right panel of Fig. 6.8), reduces the statistics by 4% but reveals a strong correlation

between the distribution of the VPD time difference and the reconstructed vertex

1Tracks with DCA < 3cm to the vertex and |η| < 0.5.
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position 2. A stronger requirement of NBEMC > 1 (right panel of Fig. 6.9) reduces

statistics by an additional 3% without improving pile-up removal.

The cuts placed event-wise on the primary vertex are summarized in Table 6.1,

and a distribution of the charged track multiplicity of the events passing the event

selection criteria are shown in Fig. 6.10.

Figure 6.7: The mean number of tracks matched to the BEMC versus beam lumi-
nosity. In black, no requirement is placed on NBEMC. In red, we require NBEMC ≥ 1,
which has a higher mean value due to the improved rejection of pile-up vertices. This
does not improve when requiring NBEMC ≥ 2, shown in blue.

With these cuts in place, the majority of pile-up events and events with low

reconstruction quality were removed. A similar exercises was performed to remove

2The VPD position is determined from the time difference in the signal received from the East
(VZ < 0) detector to the West (VZ > 0) detector. Because of this, a negative correlation is observed.
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Figure 6.8: The time difference in the VPD is plotted against the reconstructed
primary vertex position along the beam axis. On the left, vertices with no tracks
matched to the BEMC are shown. On the right, vertices are required to have at least
one track match to the BEMC. Clearly vertices with NBEMC = 0 (left) are largely
uncorrelated with the collision triggering the event.

Figure 6.9: The time difference in the VPD is plotted against the reconstructed
primary vertex position along the beam axis. On the left, vertices are required to
have at least two tracks matched to the BEMC. On the right, vertices with one track
matched to the BEMC are shown. Vertices with NBEMC = 1 are correlated with the
VPD, and requiring NBEMC > 1 is not necessary.

poorly reconstructed tracks from the analysis.
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Figure 6.10: A charged track multiplicity distribution for selected events in run8
d + Au.

Table 6.1: Event Quality Cuts

|VZ | < 40 cm
NBEMC > 0

6.2 Track Selection

Because J/Ψ is a heavy particle, with a short lifetime of τ = 7.2 × 10−21 s and a

decay length of cτ = 2.2 × 10−12 m, which is much smaller than the TPC tracking

resolution at the vertex, J/Ψs are assumed to decay at the vertex position. Therefore,

only tracks that project back to the primary vertex, known as primary tracks, were

used in this analysis. This section presents cuts that remove poorly reconstructed
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tracks.

The helix fitted to the reconstructed points in the TPC was used to obtain track

information (e.g. momentum, rapidity, etc.). For primary tracks, this helix was forced

to run through the vertex position and refitted, as described in Chapter 4.

6.2.1 Track Quality

Figure 6.11: Left: The number of fit points used in track reconstruction for tracks
passing event cuts and |η| < 1. Right: The number of fit points for tracks with of
|VZ | > 40 and |η| > 1.

As was explained in section 6.1.1, due to edge effects of the TPC and a large accep-

tance window in VZ , there are substantial losses in the track reconstruction efficiency

at |η| > 1. To obtain a stable performance of the TPC, the tracks were required to

have a pseudorapidity |η| < 1 (see the right panel of Fig. 6.5).

The track reconstruction quality depends on the number of hits points in the

TPC, nHits, that were used to reconstruct the particle trajectory. The maximum

possible number of hits in the TPC sectors is 45, and a distribution of the number of

hit points for tracks with with |η| < 1 within |VZ | < 40cm is shown on the left panel

of Fig. 6.11. The right panel of Fig. 6.11 shows the number of hit points for tracks
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Figure 6.12: The mean DCA to the vertex position of tracks with different num-
bers of fit points in the TPC. Tracks with a low number of fit points have a poor
reconstruction quality, and hence a wider DCA distribution.

with |VZ | > 40cm and |η| > 1, and it is seen that these tracks have fewer hits in the

TPC. Figure 6.12 shows the lower quality of tracks with small nHits, seen as a wider

distribution of DCA to the vertex position.

The TPC tracking efficiency drops across the sector boundaries, and particles

that cross the sector boundaries may be reconstructed as two separate tracks, known

as split tracks. This can cause double counting and distort dE/dx measurements.

These short tracks, which intrinsically have a low nHits, have a large uncertainty in

the fitting and extrapolation to the vertex. Since the maximum possible number of

hits depends on the geometry of the TPC relative to the trajectory of the particle,

57



the ratio of actual hit points used to the maximum possible number of hits for each

track was required to be greater than 0.52. This removed short and split tracks. in

addition, a number of hit points was required to be greater than 20, which removed

tracks that passed through dead regions of the TPC.

Each reconstructed track was assigned a flag of the form flag = ±zxyy, where

x, y, and z are single digits. A negative value indicated a bad Minuit fit, and these

tracks were excluded from the analysis. The value of x refers to the detector used to

reconstruct the track, and requiring |η| < 1 ensured that the detector was the TPC.

The digits yy provided information on the track fitting, and z was zero for all tracks

except Post-Crossing Tracks (PCTs), which had a value of z = 1. PCTs are discussed

in the section below.

With a magnetic field strength of B = 0.5 T, only particles with pT > 100 MeV

can reach the TPC. A pT distribution for tracks that passed the selection criteria

is shown in Fig. 6.13. For low-pT tracks, a bump in the pseudorapidity distribution

at η ≈ 0 was observed, as seen in Fig. 6.14, where the pseudorapidity distribution

for multiple pT bins is shown. The bump close to η = 0 for low-pT tracks is not

currently understood, but did not affect this analysis because tracks were required to

have pT > 150 MeV/c.

6.2.2 Track Pile-Up Removal

Pile-up vertices have been removed by requiring at least one track from the recon-

structed primary vertex is matched to the BEMC, as described in the previous section.

There were, however, a significant number of tracks from pile-up vertices (pile-up

tracks) that were incorrectly assigned to the primary vertex. The average time be-

tween minimum bias collisions decreases at higher luminosities, worsening the ability

of the TPC to distinguish between tracks from nearby pile-up vertices and tracks from

the triggered collision. This is illustrated in Fig. 6.15, which shows the multiplicity of

recorded events versus beam luminosity. The mean multiplicity of tracks that pass the
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Figure 6.13: The pT distribution of tracks that pass the event selection criteria within
|η| < 1.

vertex and track cuts in Table 6.1 (blue) steadily increases with increasing luminos-

ity, indicating a significant pile-up contribution to the reconstructed primary vertices.

One class of pile-up tracks, known as Post-Crossing Tracks (PCTs), were easy to

identify and remove. These tracks crossed the central membrane of the TPC after the

event was triggered, and so clearly belong to another vertex. While there is no ability

to store information on Pre-Crossing Tracks due to the architecture of the vertex re-

construction algorithm (these are removed in production), Post-Crossing Tracks have

been included in the vertex reconstruction and tracks association procedure. In order

to identify and remove these tracks, they have been flagged during production with

flag > 1000. These tracks accounted for ≈ 2% of all tracks, and have been removed.
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Figure 6.14: The pseudorapidity distribution versus pT of tracks. There is a bump
around η ≈ 0 which is removed with a cut of pT > 150 MeV/c.

The resulting multiplicity versus luminosity is also shown in Fig. 6.15 (green). The

slope has decreased but is still not constant with luminosity, indicating that not all

of the pile-up has been removed.

Primary tracks were reconstructed with the constraint that they pass through the

reconstructed vertex position. Since pile-up tracks do not belong to the reconstructed

vertex, the χ2 of the fit to their hit points was larger than that of tracks belonging

to the collision. The maximum allowed χ2 of tracks has been varied to achieve a

stable mean multiplicity. Figure 6.15 shows the mean multiplicity versus luminosity

for tracks with χ2 < 6 (red). This cut alone results in a constant multiplicity per

event across a wide range of luminosities, while decreasing the multiplicity by ≈ 27%.
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Figure 6.15: The mean multiplicity of events versus beam luminosity. In blue, pile-up
causes an increase of the mean multiplicity as luminosity increases. In green, Post-
Crossing tracks are removed, decreasing the pile-up effect. By requiring that the
tracks have a χ2 < 6, the pile-up effect is eliminated, shown in red.

The combination of all these cuts effectively removes pile-up and ensures a high track

quality.

All track cuts presented above are listed below in Table 6.2.

6.2.3 Centrality Determination

The centrality of a collision is defined as the degree of overlap of the colliding nu-

clei, as discussed in Chapter 1. To avoid correlations in the measured multiplicity

distribution, which may bias the centrality selection, the centrality classes for events

61



Table 6.2: Track Quality Cuts

|η| < 1
nHits > 20

nHits/nPoss > 0.52
DCA < 3 cm
pT > 0.15 GeV/c
flag > 0
flag < 1000
χ2 < 6

were defined in the multiplicity observed in the East Forward TPC (FTPC-E), which

covered a pseudorapidity range of −3.8 < η < −2.8 and full azimuth. Only the East

FTPC was used due to the asymmetry of the collision system.

A multiplicity distribution simulated using the d + Au collision geometry and

Glauber calculations, shown in Fig. 6.16 (red), was fitted to the measured FTPC-E

multiplicity distribution (black). While the two distributions agreed for multiplicities

larger than 15, there were large discrepancies for lower multiplicity events due to the

inefficiency of the VPD in peripheral collisions. The vertical lines in Fig. 6.16 indicate

the cuts for 0%–20% and 20%–40% central collisions, and the corresponding mean

values of Npart were obtained for each centrality class using the Glauber calculations.

Since the simulation and data only agreed for 0%–20% central collisions, only results

from the most central collisions are presented in this analysis. A total of 11 × 106 of

0%–20% central events have been recorded by STAR and used in this analysis.

For 0%–20% central d + Au collisions, the mean number of participants was

〈Npart〉 = 15.2±1.9 and the mean number of binary collisions was 〈Ncoll〉 = 14.6±1.7,

where the uncertainty is dominated by systematics due to assumptions of the colli-

sion geometry and Glauber calculations. This corresponds to a multiplicity in the

FTPC-E above ≈ 11. Due to instabilities in the FTPC-E multiplicity, the minimal

multiplicity used to select central events was varied between 10 and 12 across the
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Figure 6.16: Black: The multiplicity distribution in the East FTPC. Red: The sim-
ulated multiplicity distribution using Monte Carlo Glauber calculations.

time period of the run.

6.3 Electron Identification

After a high level of event and track quality have been achieved, cuts were placed

on kinematic variables of tracks, in order to identify electrons with the highest pu-

rity (low background) and lowest rejection rate possible. Careful optimisation of the

electron identification (eID) cuts was necessary to satisfy these two opposing require-

ments.

The detectors used for electron identification were the TPC and the BEMC. From

the reconstructed particle kinematics in the TPC, the track dE/dx and momentum
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were used to identify electrons with a high efficiency. The energy deposited in the

BEMC further improved the ability to discriminate between electrons and hadrons.

6.3.1 J/Ψ Reconstruction and Background Estimation

This section presents the method for identifying electrons, combining electron pairs

into possible J/Ψ candidates, estimating the amount of background, and quantifying

the quality of the J/Ψ signal. The invariant yield and the nuclear modification factor

are also introduced.

The amount of energy lost by particles while traversing the P10 gas in the TPC

volume is calculated using the Bethe-Bloch equation, as illustrated in Fig. 4.8. It is

useful to transform the measured dE/dx of particles into a likelihood probability that

tracks were produced by electrons, by weighting them with the energy loss predicted

by the Bethe-Bloch equation. This likelihood, nσe, is calculated as

nσe = log

(

dE/dx|measured

dE/dx|Bethe−Bloch

)

/σ, (6.1)

where σ is the error associated with the dE/dx measurement. With exact calibra-

tion, electrons have a Gaussian distribution in nσe space with zero mean and a unit

standard deviation. Electron identification in the TPC relies on accepting tracks that

have a dE/dx value close to that predicted for electrons, while being distinct from

the expected proton, pion, and kaon dE/dx values. A distribution of nσe for several

momentum bins is shown in Fig. 6.17, and a multiple Gaussian fit to the data was

performed to determine the hadronic contributions. A fit of the deuteron contribu-

tion, which can be seen in the lower momentum bins for nσe > 3, was not performed

as this would introduce further uncertainty in the fitting process.

The set of TPC cuts, shown in Table 6.3, was used for initial electron identifica-

tion. The cut of pT > 1 GeV/c was motivated by the large hadron contamination due

to the dE/dx band crossing for pions, kaons, and protons with electrons, see Fig. 4.8.

Requiring |nσe| < 3.0 rejected less than 0.1% of electrons, while requiring |nσ| > 2.5
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Figure 6.17: nσe for particles passing vertex and track cuts, projected into several
momentum bins. The shaded region indicates tracks accepted as electrons.

for p, K, and π, rejected ≈ 96% of possible hadron contamination. These cuts were

modified to optimise the electron acceptance vs hadron rejection.

Table 6.3: TPC Electron Identification Cuts

pT > 1.0 GeV/c
|nσe| < 3.0
|nσp| ≥ 2.5
|nσπ| ≥ 2.5
|nσK | ≥ 2.5
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Figure 6.18: The invariant mass spectrum for e+e− pairs. The peak around m = 0 is
due to photonic conversions.

After electrons have been identified, J/Ψ candidates were formed as all possible

electron pairs in an event. For a J/Ψ with energy E and momentum ~p, decaying into

daughter electrons with energies E1 and E2 and momenta ~p1 and ~p2, the energy and

momentum conservation laws give

~p = ~p1 + ~p2, (6.2)

E = E1 + E2, (6.3)

where the energy of a particle with momentum ~p and mass m is given as

E =

√

|~p|2 +m2. (6.4)

Since the electrons were required to have pT > 1 GeV/c, they were highly relativistic

(m/|~p| < 0.5× 10−3). In this kinematic regime, electrons can be considered massless.
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Using the approximation E ≈ p, the conservation laws can be used to obtain an

expression for the invariant mass of the parent J/Ψ,

m = 2 |~p1| |~p2| (1 − cos θ) , (6.5)

where θ is the opening angle between the daughter electrons. Since it is not pos-

sible to know a priori which e+e− pairs came from a J/Ψ decay, all possible e+e−

pairs event-wise were considered. There is a large number of pairs with low masses

in the dielectron mass spectrum due to photon conversions, as shown in Fig. 6.18.

To remove this contribution, the reconstructed e+e− mass was required to be above

200 MeV. Figure 6.19 shows the invariant mass spectrum for opposite-sign electron

pairs (black) that passed the cuts listed in Tables 6.1, 6.2, and 6.3, and the peak

around the true mass of the J/Ψ is visible even before background subtraction.

Taking all possible combinations of electrons and positrons as J/Ψ candidates in-

troduced a combinatorial background in the invariant mass distribution. This back-

ground was estimated and removed using a like-sign background subtraction tech-

nique. Using this method, the number of background J/Ψ candidates was estimated

by looking at the invariant mass distributions of all possible e+e+ and e−e− pairs.

The the signal, S, and background, B, were calculated as

B = N++ +N−−, (6.6)

S = N+− −B, (6.7)

where N+−, N++, and N−− are the numbers of e+e−, e+e+, and e−e− pairs, respec-

tively. The background was calculated as an arithmetic mean of the numbers of

like-sign pairs, which is equivalent to using the geometric mean, but reduces fluctu-

ations in the background caused by low statistics. The background calculated from

electrons identified using the cuts listed in Table 6.3 is shown in Fig. 6.19 (red). The

background subtracted e+e− invariant mass spectrum is shown in Fig. 6.20, and a

J/Ψ signal is evident at m ≈ 3 GeV/c2. There are large fluctuations in the low mass

region left after the background subtraction. A Gaussian is fitted to the signal, and
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Figure 6.19: The invariant mass spectrum for e+e− pairs (black), and like-sign back-
ground (red).

while the J/Ψ peak is not expected to have a Gaussian shape (bremsstrahlung causes

a tail in the peak towards lower masses), this provides an approximate mean and

width of the J/Ψ peak. The fitted mean, m = 3.085 ± 0.012 GeV/c2, was found to

be consistent with the PDG value mJ/Ψ = 3.096 GeV/c2 [34]. The J/Ψ yield was

calculated by summing the background subtracted distribution within 3 standard de-

viations from the mean, 2.9 ≤ m ≤ 3.3 GeV/c2.

The quality of the J/Ψ signal depends on the number of counts and the amount

of background in the mass window of the J/Ψ, and can be characterised by the signal

to background ratio, S/B, and the significance, Sig, of the J/Ψ signal,

Sig = S/δS, (6.8)
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Figure 6.20: The invariant mass spectrum for e+e− pairs after like-sign background
subtraction.

where the variance in the signal δS is calculated using a Taylor expansion

|δS (Ni)|2 =
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Ni (6.11)

= N+− +N++ +N−− (6.12)

= S + 2B. (6.13)

The signal and background were counted in the mass range 2.8 ≤ m ≤ 3.2 GeV/c2.

The electron identification cuts rely on maximizing these quantities.
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After the background was subtracted from the e+e− invariant mass spectrum, the

uncorrected raw yield, NUncorr
J/Ψ was calculated by counting the number of reconstructed

e+e− pairs in the J/Ψ mass region. From this, the yield was corrected and the

invariant yield was determined using Eq. (1.31). The J/Ψ mass spectrum and yield

are presented in Chapter 7.

6.3.2 Electron Identification Cuts

As mentioned previously, the loss in statistics when removing pile-up vertices with

the cut NBEMC > 0 was ≈ 4%, which is not significant. Similarly, removing PCTs

with the cut flag < 1000 reduced statistics by only 2%. However, removing pile-up

tracks with the cut χ2 < 6 decreased statistics by ≈ 27%. While the cut on χ2 did

yield a stable multiplicity with respect to luminosity, it was a brute-force approach

to remove pile-up and may have unnecessarily limited statistics for studies involving

rare particles. This cut decreased the number of reconstructed J/Ψs by a factor of

2, which is significant given the limited statistics available. Because of the small J/Ψ

production cross section, it is unlikely that electrons associated to the decay of a J/Ψ

will be affected by pile-up. Also, due to the fast readout rates of the BEMC, this

detector was not affected by pile-up. Because of this, requiring that all electrons are

matched to a fired tower in the BEMC should have already removed any pile-up from

this analysis.

Electrons have been identified using the quality cuts in Table 6.2 (without pile-up

removal cuts) and the eID cuts on pT and dE/dx listed in Table 6.3. The average

number of electrons is stable with respect to luminosity, see left panel of Fig. 6.21.

The electrons have also been required to be matched to a fired tower in the BEMC,

and the average multiplicity for these electrons, shown in the right panel of Fig. 6.21,

is also stable with respect to luminosity. This indicates that electrons used in this

analysis are absent of pile-up effects.
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Figure 6.21: The average multiplicity for electrons. Electrons identified with the TPC
(left), and matched to the BEMC (right) versus luminosity.

Due to the small cross section for the J/Ψ production, it was necessary to preserve

as much statistics as possible. Therefore, the cuts on pile-up have been removed, as

they unnecessarily reduced the statistics in this analysis without improving data qual-

ity. The final event and track quality cuts used in the rest of the analysis are listed

in Table 6.4.

Table 6.4: Final Event and Track Quality Cuts

|VZ | < 40 cm
|η| < 1

nHits > 20
nHits/nPoss > 0.52

DCA < 3 cm
pT > 0.15 GeV/c
flag > 0

The cut on pT , along with cuts on the dE/dx and energy of particles, was modified

to improve the purity of the identified electrons. This is described below.
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TPC

Lighter hadrons, such as deuterons, protons, kaons, and pions, are created in higher

abundance than electrons, as seen in Fig. 4.8. For pT < 1 GeV/c, the expected dE/dx

bands of pions, kaons, and protons overlap with that of electrons. This causes a large

amount of contamination in the electron spectra in this region, even with very strin-

gent electron identification requirements. Since the efficient removal of background

was crucial to achieve a high level of certainty in our results, the minimum pT re-

quired for electron candidates, pT
min, has been studied to optimize the significance

and signal to background ratio for e+e− pairs in the J/Ψ mass region.

Figure 6.22: The number of event-wise same- and oppositely-charged electron pairs
with 2.9 < m < 3.2 GeV/c2 versus the minimal pT of each particle.
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Figure 6.23: The significance (in blue) and the signal to backgroud ratio (in red)
of the J/Ψ signal versus the minimum pT of the electron daughters. The signal to
background ratio slowly increases with pT

Min while the significance peaks around 1
GeV/c.

To optimise the value of pT
min, the set of TPC dE/dx electron identification cuts

defined previously was used, with a range of values for pT
min > 0.8 GeV/c. The

numbers of like- and unlike-sign electron pairs per event with 2.9 < m < 3.2 GeV/c2

versus the minimal pT of both electron daughters are shown in Fig. 6.22. While the

number of pairs decreases with increasing values of pT
min (as expected due to the

loss of statistics), the fall-off rate is much higher above pT
min > 1.1 GeV/c. The

significance and the signal to background ratio of the J/Ψ signal versus the minimal

pT of the electron daughters are shown in Fig. 6.23, blue and red, respectively. The
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Figure 6.24: The significance (in blue) and the signal to backgroud ratio (in red) of
the J/Ψ signal versus the veto cut on |nσp| of the electron daughters. The signal to
background ratio slowly increases with larger values of |nσp|, while the significance
peaks around |nσp| = 2.2.

signal to background ratio gradually increases with increasing pT
min, while the signif-

icance peaks at pT
min ≈ 1 GeV/c. The increasing signal to background ratio reflects

the improved rejection of background with higher values of pT
min. However, given

the drop in the significance at higher pT
min due to the loss of statistics, a value of

pT
min = 1 GeV/c was chosen.

The dominant sources of contamination for pT > 1 GeV/c were pions and pro-

tons, as can be seen in Fig. 4.8, and cuts on nσp and nσπ were used to exclude these

hadronic contributions. The cuts |nσπ| > 2.5, |nσe| < 3, and pT > 1 GeV/c were
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Figure 6.25: The significance (in blue) and the signal to backgroud ratio (in red) of
the J/Ψ signal versus the veto cut on |nσπ| of the electron daughters. The signal to
background ratio slowly increases with larger values of |nσπ|, while the significance
peaks around |nσπ| = 2.5.

placed, and Sig and S/B were calculated while varying the cut on nσp, shown in

Fig. 6.24. While the removal of background improved with increasing values of nσp,

the significance peaked at |nσp| ≈ 2.2.

Using the value |nσp| > 2.2, the same exercise was performed with nσπ, and the

results are shown in Fig. 6.25. A similar trend was observed, and the significance

peaked at |nσπ| ≈ 2.5. With the requirement on the pT of the tracks, and with the

cuts on nσp and nσπ, the kaon contamination was also removed.
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Figure 6.26: The significance (in blue) and the signal to backgroud ratio (in red) of the
J/Ψ signal versus the acceptance cut on |nσe| of the electron daughters. The signal
to background ratio slowly decreases with larger values of |nσe|, while the significance
peaks around |nσe| = 2.1.

The cut on nσe has been optimised with the fixed veto cuts on protons and pi-

ons as mentioned above, and the results are shown in Fig. 6.26. While a wider cut

increased statistics, it also introduced more background. The significance peaked at

|nσe| ≈ 2.1, and this value was used as an electron acceptance cut.

This entire process was repeated to make sure that we have a global optimisa-

tion without biasing the electron-pair population towards a phase-space which has

un-physical enhancement in the J/Ψ signal. The TPC electron identification cuts

developed in this section are summarized in Table 6.5, and a dE/dx distribution of
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Figure 6.27: The dE/dx versus momentum of tracks passing the electron selection
criteria.

tracks accepted as electrons is shown in Fig. 6.27.

Table 6.5: TPC Electron Identification Cuts

pT > 1.0 GeV/c
|nσe| < 2.1
|nσp| ≥ 2.2
|nσπ| ≥ 2.5
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BEMC

The trajectories of particles identified as electrons by the TPC were projected to the

inner radius of the BEMC, located at a radius of 225.4 cm. From their position on

the BEMC surface, the tower that the track could have fired was determined. Cali-

brations of the BEMC were applied during reconstruction, and pedestal values were

subtracted from the tower energies to account for noise detected by the electronics.

An energy distribution of electrons is shown on the left panel of Fig. 6.28, and the

peak around zero corresponds to the noise in the electronics. This is shown in more

detail on the right panel of Fig. 6.28, where a Gaussian is fitted to the noise peak.

Electron candidates were required to deposit energies above 100 MeV within a tower,

to remove noise contributions. The tower occupancy for electrons with E > 100 MeV

is shown in η–φ coordinates in Fig. 6.29, and it is seen that the population is higher

in the gold direction, at η < 1.

Figure 6.28: Energy distribution of electrons projected to the BEMC (left). The noise
peak (right) was removed with a cut of E > 100 MeV.

Electrons colliding with the material in the BEMC have ≈ 95% of their showers

contained within a cone with a radius of 3.2 cm (Moliere radius). At midrapidity, the

tower size in the BEMC is 10 cm × 10 cm, therefore, only ≈ 15% of electrons deposit
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Figure 6.29: A distribution of matched towers for electrons with E > 100 MeV.

their full energy in a single tower. Electrons that hit close to the tower edge deposit

energy in more than one tower, therefore, it was necessary to cluster towers together

to reconstruct the full electron energy.

The clustering was implemented as follows. The tracks were projected to the

BEMC and matched to a tower. The matched tower and the 8 surrounding towers

were considered to be cluster candidates if they have an energy above 100 MeV each.

The mean number of such towers for each electron is shown in Fig. 6.30, and the

entries at zero correspond to tracks that did not match towers with energy above 100

MeV (≈ 20% of electrons). Of the remaining electrons, which had a reconstructed

energy above 100 MeV, about 52% deposited their entire energy in a single tower,

30% had 2 towers with energy above the threshold, and 13% deposited energy into

79



Figure 6.30: The number of towers with energy E > 100 MeV in the 3 × 3 tower
array centred about electrons matched to the BEMC.

3 towers. It was very rare that electrons deposit energy into more than 2 towers,

and the number of towers to use in energy clustering has been studied. This study

required electrons with a high purity, which were selected using the stringent cuts

pT > 1.0 GeV/c, (6.14)

|nσe| < 2.0, (6.15)

|nσp| ≥ 3.0, (6.16)

|nσπ| ≥ 3.0. (6.17)

The following energy distribution of tracks passing the above cuts were studied:

(1) the single tower energy of the tower that the track projected to, (2) the sum of the

highest three towers in the 3×3 tower cluster, and (3) the sum of all 9 towers in the
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Figure 6.31: The energy distribution of electrons using single tower (black), 3 tower
cluster (red) and 9 tower cluster (blue) energies.

3×3 tower cluster. The difference between the single tower and cluster tower energy

spectra, shown in Fig. 6.31, was significant. However, there was minimal increase

in energy when comparing the 3- and 9-tower cluster energies, therefore, the 3-tower

electron cluster energy was was used in the further analysis. The single tower versus

3-tower cluster energy is shown in Fig. 6.32, where the entries along the diagonal

correspond to the electrons which deposited their energy in one tower only. Of the

electrons that deposited energy in more than one tower, the ratio of the single tower

to 3-tower cluster energy, eratio, has been calculated, see Fig. 6.33. Figure 6.34 shows

the distance between electrons and the centre of the tower they were matched to, for

various values of eratio. The distribution falls off at the distance D = 0.035 in η–φ

coordinates, corresponding to the half-diagonal length of a tower. Tracks with a value
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Figure 6.32: The energy distribution of electrons using single tower versus 3 tower
cluster energy.

of eratio = 1 (red) have a mean position at D ≈ 0.016, close to the centre of the tower.

Selecting the electrons that hit closer to the edge of a tower moves the mean of the

distribution closer to D = 0.025 (the half width of a tower), and increases eratio. This

shows the success of energy clustering for electrons that did not hit near the centre

of a tower.

Since the mass of electrons is significantly smaller than the minimum momentum

of electron candidates, the energy deposited in the BEMC should be equal to the mo-

mentum reconstructed by the TPC. Since the measured E and 1/p distributions are

both Gaussian (where the distribution widths represent the detector resolution), the
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Figure 6.33: The ratio of single tower to 3 tower cluster energy, eRatio, for electrons
with eRatio < 1.

ratio of E/p was used as an additional selection method for electron-hadron discrimi-

nation, allowing for a statistical approach in applying efficiency and error calculations.

Figure 6.35 (left) shows the E/p ratio for particles identified as electrons by the TPC,

that have also deposited an energy above 100 MeV in the BEMC. The hadronic con-

tribution, where tracks were required to have dE/dx < 2.5 keV/cm, much less than

that of electrons, is also shown. The two distributions have been scaled to match in

the range 0.25 < E/p < 0.4, and the hadron-subtracted E/p distribution is shown

on the right panel of Fig. 6.35. A Gaussian has been fitted to the distribution, and

although there is a slight shift away from unity of the electron peak in the E/p spec-

trum due to calibration effects and possible normalization uncertainty, there is a clear

Gaussian nature to the distribution. The tail towards higher values of E/p is due to
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Figure 6.34: The distances between track and tower centre for various ratios of single
tower to 3 tower cluster energy.

electrons undergoing bremsstrahlung in the material of the detector.

To remove the low-E/p hadronic contribution to the electrons identified in the

TPC, electrons were initially required to have an energy to momentum ratio of E/p >

0.6. The optimisetion of the J/Ψ significance, described in the previous section, was

repeated, now including the cut on E/p. The final cuts used for electron identification

with the TPC and BEMC are listed in Table 6.6, and utilising the BEMC information

allowed to improve the significance of the signal while loosening the dE/dx cuts.

Results are presented in Chapter 7.
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Figure 6.35: Left: E/p for electrons satisfying TPC requirements (black). In red,
hadrons are selected by requiring dE/dx < 2.5 keV/cm. Right: E/p for electrons
after hadron subtraction. A Gaussian has been fitted to the peak.

Table 6.6: TPC and BEMC electron identification cuts.

TPC

pT > 1.0 GeV/c
|nσe| < 2.1
|nσp| ≥ 2.2
|nσπ| ≥ 2.5

BEMC

E ≥ 0.1 GeV
E/p ≥ 0.5

6.4 Efficiency and Acceptance Corrections

Due to the finite precision and acceptance of the STAR detector, not all the J/Ψs

created in a collision were correctly reconstructed. The loss of J/Ψs is caused by

several different sources:

(1) Acceptance losses. The TPC is not able to reconstruct a J/Ψ if, for example,

one of the daughter electrons has a pseudorapidity |η| > 1. The fraction of the total
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phase space that the TPC and BEMC cover was corrected for with an acceptance

correction factor εacc.

(2) J/Ψ reconstruction efficiency. The TPC has finite track reconstruction ef-

ficiency, and some tracks within the acceptance of the detector may not get recon-

structed. For example, two tracks very close together can be mistaken for one. These

merged tracks can significantly distort the reconstructed dE/dx of the detected parti-

cle(s), reducing the effectiveness of the STAR particle identification methods. There

may also be losses when tracks cross the TPC sector boundaries and the track seg-

ments are not properly joined (split tracks). The reconstruction efficiency, εrec, was

calculated from the fraction of J/Ψs created in the d + Au collisions, whose electron

daughters were both reconstructed in the TPC and pass the quality cuts mentioned

before, i.e., as the number of reconstructed J/Ψs divided by the total number of cre-

ated J/Ψs.

(3) Electron identification efficiency. The TPC cuts developed to identify elec-

trons rejected those with dE/dx values close to that of hadrons. There are also

electrons identified by the TPC that did not have reconstructed BEMC hits. The

efficiency of the electron selection criteria, εeID, was determined by calculating the

expected electron yield and comparing it to the identified electron yield. Since elec-

tron pairs were used to reconstruct J/Ψs, the corresponding correction factor was

included in quadrature in the final J/Ψ efficiency correction factor.

Individual corrections from (1) and (2) were calculated as a convoluted correc-

tion factor εrec × εacc as follows. Since it is unknown how many J/Ψs were produced

in the collision, efficiency corrections relied on simulating the detector response to

events. This was done using a Monte Carlo-based simulation, which generated J/Ψs,

propagated them through the GEANT model of STAR, and embedded them into real

events. The simulated J/Ψs and their electron daughters were identified by specific

GEANT IDs. Once the embedded events were passed through the track reconstruc-

tion procedure, the reconstructed electrons from simulated J/Ψ decays that passed
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the cuts listed in Table 6.4 (excluding cuts on dE/dx and E/p) were identified and

used to reconstruct the original parent J/Ψ. The number of reconstructed J/Ψs

passing the quality cuts was compared to the total number of embedded J/Ψs as a

function of transverse momentum and rapidity, and the correction factor εrec × εacc

was obtained. The TPC efficiency was ≈ 20%, and depended on both J/Ψ transverse

momentum and rapidity, as shown on the left and right panels of Fig. 6.36, respec-

tively. Comparing the simulated momentum to the reconstructed momentum also

provided information on the resolution of the TPC. This is shown in Fig. 6.37, where

the difference between the simulated and reconstructed electron momenta is divided

by the simulated momentum.

Figure 6.36: Efficiency correction factor εRec×a, left: as a function of pT
J/Ψ integrated

over rapidity yJ/Ψ; right: s a function of yJ/Ψ integrated over pT
J/Ψ.

Electron identification efficiency correction was determined by comparing the to-

tal number of electrons produced in the collisions that passed the quality cuts in

Table 6.4 to the number of identified electrons passing the same quality cuts and, in

addition, electron identification cuts listed in Table 6.6. The total number of elec-

trons reconstructed in the TPC was calculated by performing a multiple Gaussian fit

to nσe distributions in different momentum bins, see the left panel of Fig. 6.38. The
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Figure 6.37: The momentum resolution of the TPC for electrons passing the TPC
quality cuts.

Figure 6.38: Left: An example of a nσe distribution for all particles passing TPC
quality cuts (black). Multiple Gaussians are fitted to determine particle yields. The
shaded region are accepted electrons; light red: TPC only, dark red: TPC+BEMC.
Right: The efficiency of the electron identification cuts for all momenta, using the
TPC only (blue), and using TPC and BEMC eID (red).

integral of the Gaussian fitted to the electron peak (red curve) was compared to the

number of electrons passing the electron identification cuts, to determine the electron

identification efficiency εeID; light red indicates electrons passing TPC eID cuts only,
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dark red indicates electrons passing TPC+BEMC eID cuts.

The efficiency of the TPC and BEMC eID cuts has been calculated as a function

of the daughter electron momentum (right panel of Fig. 6.38). While this efficiency

is significantly lower than the efficiency obtained using only TPC eID (≈ 80%), the

high level of purity (≈ 95%) of the electrons is reflected in the increased signal to

background ratio of the J/Ψ signal, show in Fig. 7.2.

The total J/Ψ efficiency and acceptance correction factor is a product of all of the

individual efficiency correction factors,

εJ/Ψ = εrec(pT
J/Ψ, yJ/Ψ) × εacc × εeID(p1) × εeID(p2), (6.18)

and is presented in Chapter 7. This factor was applied to the uncorrected J/Ψ yield

to obtain a corrected yield [Eq. (1.31)].
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Chapter 7

Results

In this chapter we present the results obtained on J/Ψ production in d + Au col-

lisions at
√
s

NN
= 200 GeV in the STAR detector using the procedure described in

Chapter 6. The phase-space in this analysis covers the full azimuthal angle with

−1 ≤ yJ/Ψ ≤ 1 and pT
J/Ψ ≤ 5 GeV/c, where electron daughters are required to

have |ηe| < 1 and |pte > 1 GeV/c. A total of 34 × 106 minimum-bias events within

|VZ | < 40 cm have been used to determine the J/Ψ yield.

First we will discuss the dielectron mass spectrum and obtain an uncorrected J/Ψ

signal. After applying efficiency corrections, the corrected yield for 0%–20% central

collisions will be presented and compared to J/Ψ yields in p+p collisions to determine

the nuclear modification factor in d + Au collisions.

7.1 e+e− Invariant Mass Spectrum

The electron identification cuts determined in Chapter 6 are listed in Table 6.6. The

dielectron invariant mass spectrum was obtained calculating the invariant mass of

electron pairs, and is shown in Fig. 7.1, left: with the TPC electron cuts only; right:

with the TPC and BEMC cuts. Shown in black are the opposite-sign pairs, and in

red is the like-sign background described in Section 6.3.1. The two are compared to
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illustrate the improved reduction in background when using the BEMC in electron

identification. A clear peak around the J/Ψ mass can be seen in both mass spectra,

and the errors are statistical only.

Figure 7.1: The dielectron invariant mass spectrum obtained using TPC cuts only
(left), and using TPC and BEMC cuts (right) for electron identification. Opposite-
and like-sign pair distributions are shown in black and red, respectively.

7.2 Uncorrected J/Ψ Signal

The background has been subtracted from the invariant mass spectrum (shown in

Fig. 7.1), and the uncorrected J/Ψ signal after background subtraction is shown in

Fig. 7.2, left: using TPC electron identification cuts only; right: using TPC and

BEMC electron identification cuts. While there is a larger yield when only using the

TPC, the signal obtained using TPC and BEMC cuts is more clear and well defined

due to the reduced background.

The uncorrected yield, NJ/Ψ, signal to background ratio, S/B, and significance,

Sig, for the invariant mass spectra are summarized in Table 7.1, where the number

of J/Ψ’s has been counted in the mass window 2.9 ≤ m ≤ 3.3 GeV/c2.
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Table 7.1: J/Ψ signal information for 0%–100% central collisions.

TPC Only
NJ/Ψ = 156 ± 25
S/B = 1.7
Sig = 6.3

TPC and BEMC
NJ/Ψ = 81 ± 12
S/B = 3.9
Sig = 6.9

Figure 7.2: The uncorrected J/Ψ mass spectrum obtained using using TPC cuts
only (left), and using TPC and BEMC cuts (right) for electron identification, after
background subtraction.

There is a low-mass tail observed in the J/Ψ peak in Fig. 7.2 which is mostly

excluded with the J/Ψ mass window of 2.9 ≤ m ≤ 3.3GeV/c2. We expect some

electrons to undergo bremsstrahlung when passing through the detector material,

and the subsequent loss of energy results in a lower reconstructed invariant mass.

However, due to low statistics it is hard to distinguish between fluctuations and

actual bremsstrahlung. To predict the J/Ψ lineshape, J/Ψs were simulated using

PYTHIA [81], and embedded into actual events to determine the detector effects on

the reconstructed mass of the J/Ψ. The line shape from embedding has been fitted
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to the data, as shown in Fig. 7.3. To understand the J/Ψ lineshape, the J/Ψ signal

obtained using both the TPC and BEMC has been used, because the reduced back-

ground improves the uncertainty in the signal shape. The data and simulation agree

above 3 GeV/c2, but there is a slight discrepancy for lower masses.

Figure 7.3: The uncorrected J/Ψ mass spectrum after backgroud subtraction (black),
and the line shape from simulations (red).

To model the line shape, we fit a Crystal Ball function [82] to the mass distribution,

shown in Fig. 7.4. The Crystal Ball function is defined by a Gaussian with a power-law

tail,

f(x;α;n; x̄;σ) = N ·
{

exp
(

−(x−x̄)2

2σ2

)

forx−x̄
σ
> −α,

A ·
(

B − x−x̄
σ

)

−n
forx−x̄

σ
≤ −α,

(7.1)
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Figure 7.4: The uncorrected J/Ψ mass spectrum after backgroud subtraction (black),
and a Crystal Ball function fitted to the data (red).

where

A =

(

n

|α|

)n

· exp

(

−|α|2
2

)

, (7.2)

B =
n

|α| − |α| , (7.3)

and where N , x̄ and σ, are the height, mean and width of the underlying Gaus-

sian, and α and n describe the low-end tail. The fitted mean of x̄ = 3.096 ±
0.009 GeV/c2 is consistent with the PDG [34] value for the J/Ψ mass, mJ/Ψ =

3.096916 ± 0.000011 GeV/c2, and there is a significant contribution from the low-

mass tail. The J/Ψ yield predicted by the Crystal Ball function is ≈ 30% larger than

the yield obtained from the embedding lineshape shown in Fig. 7.3.

94



The J/Ψ yield is calculated from the integral of the embedding lineshape fitted

to the data. The difference between the yield from the embedding lineshape and the

Crystal Ball function are included in the systematic errors, presented in Section 7.5.

A clear J/Ψ signal is observed using the TPC and BEMC, even before background

subtraction. The large significance and signal to background ratio reflect the high

level of hadron discrimination obtained with the cuts developed in this analysis. This

analysis focuses on 0%–20% central d + Au collisions.

0%–20% Central Collisions

Central collisions have been selected by requiring a minimum multiplicity in the East

FTPC multiplicity of ≈ 11, as indicated by the dotted 0%–20% line in Fig. 6.16. The

reconstructed dielectron invariant mass spectrum for 20% most central d + Au colli-

sions is shown in Fig. 7.5. There is a clear peak observed around the J/Ψ mass, while

statistics have decreased by a factor or ≈ 2 compared to 0%–100% central collisions.

Figure 7.5: In black: The dielectron invariant mass spectrum for 0%–20% central
collisions. In red, the like-sign background.
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The background, shown in red in Fig. 7.5, has been subtracted from the invariant

mass spectrum to obtain a J/Ψ signal, shown in Fig. 7.6. The uncorrected yield, sig-

nificance, and signal to background ratio, obtained by counting the number of J/Ψs

in the mass window 2.8 < m < 3.2 GeV/c2, are listed in Table 7.2.

Figure 7.6: The uncorrected J/Ψ mass spectrum for 0%–20% central collisions after
background subtraction.

Table 7.2: J/Ψ signal information for 0%–20% central collisions.

TPC Only
NJ/Ψ = 65 ± 15
S/B = 1.7
Sig = 4.4

TPC and BEMC
NJ/Ψ = 31 ± 7
S/B = 4.2
Sig = 4.7

The yields are obtained from fitting the embedding lineshape to the data, and

both signals exhibit a large significance and signal-to-background ratio.
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While statistics were limited, a clear J/Ψ signal in the dielectron invariant mass

spectrum was observed for 0%–20% central collisions. The uncorrected J/Ψ pT spec-

trum after background subtraction for 0%–20% central collisions is shown in Fig. 7.7,

with TPC cuts only (left), and with TPC and BEMC cuts (right). The high level

of hadron discrimination in the J/Ψ signal is reflected in the large significance and

signal to background ratio. Next, a corrected J/Ψ yield was obtained by correcting

the J/Ψ pT spectrum for tracking and particle identification efficiencies.

Figure 7.7: The uncorrected J/Ψ pT spectrum for 0%–20% central collisions (after
background subtraction), left: TPC eID cuts only; right: TPC and BEMC cuts.

7.3 Corrected J/Ψ Yield

The TPC J/Ψ reconstruction efficiency and acceptance, shown in Fig. 6.36, has been

combined with the electron identification efficiency (Fig. 6.38, right), using Eq. (6.18).

The total J/Ψ efficiency and acceptance correction is shown in Fig. 7.8, for TPC elec-

tron identification cuts only (blue), and for TPC and BEMC eID cuts (red). The

efficiency versus J/Ψ pT ranges from 3% to 8% when using TPC and BEMC cuts,

and increases to 13%–27% when only using TPC cuts. This change in efficiency is

due to the difference in electron identification efficiency shown in Fig. 6.38 (right).
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Figure 7.8: The total J/Ψ efficiency correction, blue: TPC electron identification cuts
only; red: TPC and BEMC eID.

The J/Ψ pT spectrum, shown in Fig. 7.7, has been corrected using the efficiency

corrections, shown in Fig. 7.8, in momentum bins of 1 GeV/c width, due to limited

statistics. The corrected J/Ψ pT spectrum for 0%–20% central collisions is shown in

Fig. 7.9, for TPC electron identification cuts only (blue), and TPC and BEMC eID

cuts (red). Shown in black is the published PHENIX J/Ψ invariant yield for 0%–

100% central collisions for J/Ψs with rapidity |yJ/Ψ| < 0.35 [57] (only a pT -integrated

yield is available for 0%–20% central, this is discussed in the Section 7.4), where the

dotted line is a power-law function fitted to the PHENIX data,

f(pT ) = A ·
(

1 +
(pT

B

)2
)

−6

, (7.4)
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Figure 7.9: The corrected 0%–20% central J/Ψ pT spectrum, blue: TPC electron
identification cuts only; red: TPC and BEMC eID. Black: PHENIX J/Ψ invariant
yield results for 0% - 100% central d + Au collisions. The dotted line is a power-law
fit to the PHENIX data. Only statistical errors are shown.

where A = 5.65 × 10−7 (GeV/c)−2 and B = 4.30 GeV/c. Although the yield per

event in 0%–20% central collisions was expected to be approximately twice as large

than that in 0% - 100% central collisions, due to the larger J/Ψ production cross

section at higher energies, the invariant yields obtained using STAR data are larger

than the expected values based on PHENIX results. There is a large discrepancy

between yields obtained using TPC eID cuts only, and those using TPC and BEMC

eID cuts, and this is most prominent for 1 < pT
J/Ψ < 2 GeV/c. This is reflected

in the pT -integrated invariant yield, calculated from Eq. (1.32), listed in Table 7.3

(only statistical errors are shown), and these two values do not agree. The reason for
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this uncertainty can be explained as follows. There is a strong correlation between

the electron daughter momentum and parent J/Ψ pT . We notice that due to the

steep fall-off of the electron identification efficiencies at low electron momentum (see

Fig. 6.38, right), small changes in these values have a large impact on the corrected

yield for pT
J/Ψ ≈ 1 − 1.5 GeV/c. To constrain the uncertainty in applying efficiency

corrections for low momentum electrons, a cut of pe > 1.5 GeV/c was placed on the

daughter electrons.

Table 7.3: Integrated J/Ψ yield for 0%–20% central collisions (statistical errors only).

TPC Only

B · dN/dy = 2.0 ± 0.4 × 10−5

TPC and BEMC

B · dN/dy = 4.2 ± 0.8 × 10−5

The J/Ψ efficiency has been re-calculated with the requirement that electrons

have a momentum greater than 1.5 GeV/c, as shown in Fig. 7.10 with TPC eID cuts

only (blue), and TPC add BEMC eID cuts (red). Increasing the cut on the daughter

electron momentum decreases the J/Ψ reconstruction efficiency at low pT . Using this

efficiency, the yield for J/Ψs with daughter momentum pe > 1.5 GeV/c has been

corrected, as shown in Fig. 7.11, and once again the 0%–20% central STAR measure-

ments are compared to 0%–100% central PHENIX measurements. As a result, the

STAR yields should be roughly twice the PHENIX yields. The pT -integrated invari-

ant yields when requiring pe > 1.5 GeV/c are shown in Table 7.4 (only statistical

errors are shown).

While there is little variation in the yield obtained using the TPC only, the in-

variant yield obtained using the TPC and BEMC has decreased substantially. These

two values are in agreement within errors. The increased sensitivity of the yield

obtained using both TPC and BEMC eID cuts arises from the electron identifica-

tion efficiency calculation. The uncertainty in the fitting, combined with the reduced
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Figure 7.10: The total J/Ψ efficiency correction with daughter electron pe > 1.5
GeV/c, blue: TPC electron identification cuts only; red: TPC and BEMC eID.

Table 7.4: Integrated J/Ψ yield for 0%–20% central collisions, with pe > 1.5 GeV/c
(statistical errors only).

TPC Only
B · dN/dy = 2.0 ± 0.6 × 10−5

TPC and BEMC
B · dN/dy = 3.2 ± 0.8 × 10−5

statistics obtained when requiring electrons matched to the energy deposited in the

BEMC, introduces a large systematic uncertainty in the invariant yield, as was il-

lustrated previously. Extensive variation on the TPC requirements have verified the

stability of the invariant yield obtained using only TPC eID cuts. Until there is a
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Figure 7.11: The corrected 0%–20% central J/Ψ pT spectrum with daughter electron
pe > 1.5 GeV/c, blue: TPC electron identification cuts only; red: TPC and BEMC
eID. Black: PHENIX J/Ψ invariant yield results for 0% - 100% central d + Au
collisions. The dotted line is a power-law fit to the PHENIX data. Only statistical
errors are shown.

better handle on the efficiency calculation when requiring BEMC information, results

obtained using only the TPC will be presented. Since the results obtained using only

the TPC remain unchanged when requiring pe > 1.5 GeV/c, this cut was removed to

increase statistics.

The J/Ψ pT spectrum obtained using only the TPC, for 0%–20% central collisions,

is shown in Fig. 7.12. The yield in each pT bin has been obtained by fitting the

lineshape from embedding to the data. A power-law function has been fitted to the

data, and the centroids of each pT bin have been calculated from a weighted mean.
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The data and the power law function are in good agreement. The invariant yield of

B · dN/dY = 2.0 ± 0.4 × 10−5 was obtained in 0%–20% central d + Au collisions. In

order to determine the in-medium effects of the collision system on J/Ψ production,

the invariant yield is compared to J/Ψ yields in p+p collisions in the following section.

Figure 7.12: The corrected 0%–20% central J/Ψ pT spectrum obtained using the TPC
only. Only statistical errors are shown.

7.4 R
J/Ψ
d+Au

The invariant yield obtained with only the TPC electron identification cuts, shown in

Fig. 7.12, has been divided by the J/Ψ yield in p+p collisions recorded at STAR [83],

and scaled by the number of binary collisions, to determine the nuclear modification

factor. For 0%–20% central d+Au collisions, the average number of binary collisions
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obtained from the Glauber calculations is 〈Ncoll〉 = 14.6. The nuclear modification

factor R
J/Ψ
dA

for −1 < yJ/Ψ < 1 is shown in Fig. 7.13 (red), together with the published

PHENIX data for −0.35 < yJ/Ψ < 0.35 [57] (blue). The red box on the right indi-

cates the normalization uncertainty, and the light red shaded box on the STAR data

point indicates the systematic uncertainty in the measurement. This is discussed in

Section 7.5.

Figure 7.13: The nuclear modification factor R
J/Ψ
d+Au for STAR (red) and PHENIX

(blue) versus the number of binary collisions Ncoll.

The R
J/Ψ
d+Au value calculated from STAR data is

R
J/Ψ
dA

= 1.03 ± 0.28(stat.) ± 0.36(syst.) (7.5)

While the uncertainties on the nuclear modification factor are significant, this value is
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consistent with the PHENIX data. It is important to note that the PHENIX data has

a rapidity coverage of |yJ/Ψ| < 0.5, while STAR covers |yJ/Ψ| < 1.0. This corresponds

to a larger Bjorken x range covered by STAR, and hence a different modification of

the nPDFs. As a result, these two measures may not have the same sensitivity to

shadowing effects.

The reported value for R
J/Ψ
dA

is consistent with unity, indicating no significant

suppression or enhancement of J/Ψ production due to cold nuclear matter effects.

The current work being done on calculating the trigger efficiency will also make data

available for other centrality classes.

7.5 Systematic Uncertainties

The dominant systematic uncertainties in this analysis are listed below:

(1) Tracking efficiency. The uncertainty in the tracking efficiency was determined

from the accuracy of the TPC response simulation and the of the TPC hits reconstruc-

tion, described in detail in [39]. The number of reconstructed hits was varied by ±1,

and this variation changed the tracking efficiency by ±5%. Since the J/Ψs were recon-

structed via their daughter electrons, the tracking efficiency must be applied quadrat-

ically. By assuming a full correlation between the daughter tracking efficiencies, the

uncertainty in the J/Ψ tracking efficiency was calculated as σtracking = 2×5% = 10%.

Since the J/Ψ p+p cross section was obtained using almost identical tracking in

the TPC, the uncertainty due to the tracking efficiencies mostly cancelled when calcu-

lating the nuclear modification factor R
J/Ψ
d+Au. Slight changes in the tracking algorithm

and software libraries mean that the uncertainties may not have cancelled completely,

but they were negligible compared to other statistical and systematic uncertainties.

(2) Electron identification efficiency. The electron identification efficiency, shown

in Fig. 6.38, relied on the accuracy of the multiple Gaussian fit to the dE/dx nσe
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distribution. Uncertainty was introduced to the fitting because of the overlap of the

hadronic and electron dE/dx. Since the final results have used only the TPC for elec-

tron identification, the uncertainty in the efficiency correction has been determined

for TPC eID cuts only. This has been done by varying the parameters of the Gaus-

sians fitted to the electron nσe distribution by ≈ 5%. The single track reconstruction

efficiency, which was obtained by comparing the number of reconstructed electrons

to the integral of the Gaussian, showed an overall change of ±6% when the fitting

parameters were varied. This resulted in an overall uncertainty in the J/Ψ yield of

σeID = 9%.

(3) Background subtraction. The background has been calculated from the arith-

metic mean of the like-sign pairs, B = (N++ + N−−), as explained in Section 6.3.1.

The uncertainty in the background calculation has been determined by observing

the change in the yield obtained using different background subtraction methods,

(a) the like-sign background calculated from the geometric mean of the like-sign pairs,

B = 2×√
N++ ×N−−, and (b) the background determined from a 3rd order polyno-

mial fit to the data outside of the J/Ψ mass window. An uncertainty in the yield of

σBG = 7% was obtained.

(4) Yield calculation. The comparison of the embedding lineshape and the line-

shape from the Crystal Ball function showed a discrepancy in the uncorrected yield.

While the embedding lineshape showed almost no low-mass tail in the J/Ψ peak, the

Crystal Ball function indicated a significant low-mass contribution to the yield. The

difference between the yields obtained from both lineshapes is taken as an uncertainty.

This has led to a systematic uncertainty in the J/Ψ yield of σyield = 33%.

The uncertainties listed above are uncorrelated, and the total systematic uncer-

tainty is

σJ/Ψ =
√

σ2
eID + σ2

BG + σ2
yield (7.6)

= 35%. (7.7)
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The resulting absolute systematic uncertainty is given as σJ/Ψ ·RJ/Ψ
d+Au = 0.36.

(5) Normalization uncertainty. The nuclear modification factor was calculated

by normalizing the invariant yield in d + Au collisions to the yield in p+p collisions

scaled by the mean number of binary collisions in 0%–20% central d + Au collisions.

The number of binary collisions is 〈Ncoll〉 = 14.6 ± 1.7, and the J/Ψ cross section in

p+p collisions was reported as [83]

B
dσ

dy
= 57 ± 10 (stat) ± 9 (syst) nb (7.8)

To obtain an invariant yield, this number was divided by the inelastic J/Ψ cross sec-

tion σinel = 42 ± 3 mb. The statistical uncertainty in the J/Ψ p+p cross section of

10/57 = 18% contributed to the statistical uncertainty in R
J/Ψ
dA

(reflected in Fig. 7.13).

The systematic uncertainty in the cross section of 9/57 = 16%, as well as the un-

certainty in the inelastic cross section of 3/42 = 7%, and the uncertainty in 〈Ncoll〉
of 1.7/14.6 = 12%, were summed quadratically to obtain the overall normalization

uncertainty on R
J/Ψ
dA

, which is σnorm = 21%.

Th normalization uncertainty is considered separately to the systematic uncer-

tainty, σJ/Ψ. While σJ/Ψ is indicated as the shaded box around the STAR data point,

σnorm is indicated by the red bar on the right vertical axis in Fig. 7.13.

Within these uncertainties, the STAR measure for the nuclear modification fac-

tor cannot precisely constrain the cold nuclear matter effects on J/Ψ production.

However, the data indicates that there is no significant suppression or enhancement.

Future analysis of mid-central and peripheral d + Au events will improve our under-

standing of cold nuclear matter effects on J/Ψ production.
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Chapter 8

Conclusion

The production of J/Ψ has been studied via the dielectron decay channel in d + Au

collisions at
√
s

NN
= 200 GeV in the STAR detector at RHIC. This analysis has mea-

sured the J/Ψ yield in the kinematic region |yJ/Ψ| < 1 and pT
J/Ψ < 5 GeV/c, with

daughter electrons required to have |ηe| < 1 and pT
e > 1 GeV/c. The yields obtained

from 0%–20% central collisions have been compared to the J/Ψ yield obtained from

p+p collisions at STAR, and the nuclear modification factor of J/Ψ in d + Au colli-

sions has been obtained in this centrality range. This is the first J/Ψ measurement in

d+Au collisions obtained using the STAR detector, and we find that the nuclear mod-

ification factor for 0%–20% central collisions is R
J/Ψ
dA

= 1.03±0.28(stat.)±0.36(syst.).

The nuclear modification factor of J/Ψ in d+Au collisions was found to be consis-

tent with unity. This indicates that there is no significant suppression or enhancement

of the J/Ψ yield due to the presence of nuclear matter as compared to p+p collisions.

Within errors, the results are consistent with PHENIX data.

It is important to note that this is a work in progress. The ongoing analysis of the

centrality dependence of J/Ψ production in d + Au collisions will provide a measure

of the nuclear modification factor for different values of Ncoll, which will improve the

understanding of cold nuclear matter effects in heavy ion collisions.
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