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Abstract of the Dissertation

Measurement of Transverse Single Spin Asymmetries for
π0 and Jets at Large xF in

√
s = 500 GeV Polarized

Proton Collisions at STAR

by
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Doctor of Philosophy in Physics

University of California, Los Angeles, 2015

Professor Huan Z. Huang, Chair

Asymmetries in the production of final state particles from collider or fixed-target experi-

ments with polarized beams or target could provide valuable information on the spin struc-

ture of the nucleon. Transverse and longitudinal spin asymmetry measurements are com-

plementary approaches for probing the nucleon spin structure functions and understanding

the QCD dynamics for such phenomena, due to the non-commutative nature of boosts and

rotations in relativistic regime.

The research presented in this thesis focuses on characterizing the Transverse Single

Spin Asymmetries (TSSA) of inclusive π0 and jet productions in polarized proton collisions

at large Feynman-x (xF ) region. Theoretically these observables are explained by means

of collinear twist-3 multi-parton correlations. In this picture the asymmetries originate

from initial-state twist-3 parton distributions in the polarized proton and/or through the

coupling between proton’s initial-state transversity distribution and the final-state twist-3

fragmentation functions. The measurement of SSA for forward inclusive π0 produced in pp

collisions up to high transverse momentum helps examine the validity and interplay of these

initial- and final-state models. These models can be further explored by investigating the

dependence of the TSSA on event topologies. This thesis presents the STAR measurement

of TSSA for forward inclusive π0 at 2.8 < η < 4.0 in
√
s = 500 GeV pp collisions taken in

ii



2011 with integrated luminosity of 22 pb−1 as well as the dependence of π0 TSSA on event

topologies. In addition we show results of the analyses of Sivers and Collins asymmetries

for forward jet-like events. The physics implications of these measurements will also be

discussed.
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CHAPTER 1

Introduction

1.1 Overview

Science is based on the fact that the Nature is governed by fundamental principles, that con-

cise theories can be built upon these principles and can be falsified by observation. Scientists

rely on carefully designed experiments to observe, understand and describe the world so that

knowledges can be passed on to the next generation. This thesis work is about the exper-

iment to further our understanding of the fundamental building blocks of matter –quarks

and gluons, and how they come together to form one of the simplest composite systems –the

proton.

The knowledge we have accumulated so far on the basic constituents of matter and the

interactions between them can be summarized by the Standard Model, which states that

quarks and leptons are the fundamental ingredients of matter and their interactions are me-

diated by gauge bosons. There exists four types of fundamental interactions, categorized by

their respective force carriers and strength: gravity, electromagnetic force, weak interactions

and strong interactions. To date with the exception of gravity all the other three interactions

can be described by quantum field theory built upon different representations, e.g. electro-

magnetic interaction is initially described by Quantum Electrodynamics (QED) with U(1)

group and later it was discovered that a unified theory of electromagnetism and the weak

interaction can be formulated at a higher energy scale with a different representation SU(2),

called electroweak theory. On the other hand strong interaction is described by Quantum

Chromodynamics (QCD) with SU(3) group. The strong interaction is responsible for binding

quarks together via the exchange of gluons and making the dominant contribution to the

1



mass of baryonic matter.

Figure 1.1: The Standard Model

1.2 Quantum Chromodynamics and its experimental implication

Quantum Chromodynamics (QCD) is the theory of strong interaction. Similar to QED,

quarks carry ’color’ charges in QCD theory and the interactions between quarks are me-

diated by a gauge boson called gluon. However contrary to the properties of photon, the

force carrier in QED, gluons take on different color charges as well and can interact among

themselves. This gives rise to the rich phenomena in strong interactions. Free quarks or

gluons carrying apparent color charges have never been observed because of the confinement

nature of strong interactions. As opposed to QED interactions the coupling between a pair

of colored objects in QCD becomes stronger as their distance increases, and at some point

it becomes energetically favorable to create another pair of colored objects out of the vac-

uum so that when combined with each one of the original pair they form colorless particles.

On the other hand it was discovered that the QCD theory has another property called the

asymptotic freedom which states that as the colored objects come closer their interaction

2



strength decreases [1]. In particle physics short distance is equivalent to high momentum

transfer in the process of probing the fine structures at such distance scale. The strength

of the strong interaction has been calculated theoretically and measured through different

experimental observables, as shown in Figure 1.2.

Figure 1.2: The running coupling constant of strong interaction calculated theoretically and

measured by different experiments as a function of the energy scale [2]

The asymptotic freedom property of QCD offers a theoretical advantage that the calcu-

lations at short distance scale can be done perturbatively, order by order in terms of the

coupling constant αs(Q). For example to date the scattering cross-sections between par-

tons (quarks and gluons) can be calculated at next-to-next-to-leading order (NNLO) for

some processes [3]. However short distance partonic interactions only accounts for one piece

of information needed to describe the entire scattering process. There are additional non-

perturbative stages related to how partons are distributed in the original hadrons and how

the outgoing colored partons becomes the final state colorless particles we observe. To ad-

dress the non-perturbative part of the scattering process powerful factorization theorems

have been developed, which systematically separates the short distance analytical calcula-

tions from long distance non-perturbative functions. The strength of QCD factorization
3



lies in the universality of these non-perturbative functions: the ones related to initial state

distributions of partons inside a hadron are called the Parton Distribution Functions (PDF)

while the other describing how partons become final state particles are parameterized as the

Fragmentation Functions (FF). Once universality is proven for the non-pertubative functions

pertaining to a specific process then one can use various experimental data to constrain and

parameterize such functions. A global analysis of PDFs and FFs will enable theorists to make

predictions on various other observables with different kinematics. One common example

is unpolarized production cross-section of jets and hadrons in collider experiments. In this

case the differential cross-section can be written as

Eh
dσ3

d3ph
=
∑
abc

∫
dxadxb

dz

z
fa/A(xa)fb/B(xb)H(a+ b→ c+X)Dh/c(z) (1.1)

in which fa/A(xa) and fb/B(xb) are the aforementioned PDFs, representing the probability

of finding a parton which carries momentum fraction xa (xb) of the parent nucleon A (B).

H is the hard-scattering part given by perturbative-QCD (pQCD) calculations, in this case

it denotes the particular process of parton a scatters off parton b and one of the outgoing

partons is c. The species of the other outgoing parton is not specified and is integrated

over (denoted by X) because we are interested in the inclusive production of c. Dh/c(z)

represents the probability of observing a hadron h as a result of the fragmentation process

of parton c, and the fraction of the momentum of parton c taken by h is z. In the case of jet

cross-section measurement the Fragmentation Function Dh/c(z) does not appear because the

purpose of jet reconstruction is to directly measure the kinematics of the outgoing parton

c. Fig 1.3 shows two examples of jet cross-section measurements at different center-of-mass

energies and the comparison with next-to-leading order pQCD calculations. The consistency

between experimental measurements and theory predictions over 10 orders of magnitudes of

the data marks the great success of QCD framework for high-pT hard processes.

Since universality can be proven for a variety of unpolarized PDFs and FFs, one can

utilize special probes to study the structures of composite hadrons such as the proton. One

of the probes ideal for this purpose is deep inelastic scattering (DIS) of leptons (electrons or

4



muons) off protons and will be discussed in the next section.

 [GeV/c]JET
Tp

0 100 200 300 400 500 600 700

 [
n

b
/(

G
eV

/c
)]

JE
T

T
 d

p
JE

T
 / 

d
y

σ2
d

-1410

-1110

-810

-510

-210

10

410

710

1010
  D=0.7TK

 )-1CDF data ( L = 1.0 fb
Systematic uncertainties
NLO: JETRAD CTEQ6.1M
corrected to hadron level

0µ / 2 = JET
T = max pFµ = Rµ

PDF uncertainties

)-6 10×|<2.1 (JET1.6<|y

)-3 10×|<1.6 (JET1.1<|y

|<1.1
JET

0.7<|y

)3 10×|<0.7 (
JET

0.1<|y

)6 10×|<0.1 (JET|y

1

10

210

3
10

410

5
10

6
10

710

8
10

0.2

0.6

1.0

1.4

1.8

 1
/2
π
 d
σ

/(
d
η

d
p

T
) 

[p
b

/G
e

V
]

d
a

ta
 /

 t
h

e
o

ry

   [GeV/c]p
T

10 20 30 40 500

2

(a)

(b)

Combined MB

Combined HT

NLO QCD (Vogelsang)

Systematic Uncertainty
Theory Scale Uncertainty

p+p g jet + X

                 GeV

midpoint-cone

r     =0.4

0.2<η<0.8

=200s

cone

STAR 

Figure 1.3: Jet cross-sections at different energy scales, Left:
√
s = 1.96TeV [4], Right:

√
s = 200GeV [5]

1.3 The Structure of Proton

Since its discovery in 1917 by E. Rutherford, proton was thought be an elementary particle

without any internal structures and acts as the building block of all elements. In 1960s

with the presence of a multitude of particles discovered by then, people set out to formulate

a systematic approach to categorize them. One of the successful methods is the so called

Eightfold Way proposed by Murray Gell-Mann [6] and Yuval Ne’eman [7]. This method

has motivated the quark model developed by Gell-Mann and George Zweig [8] independently,

based on the hypothesis of the existence of more fundamental constituents called quarks and

the SU(3) symmetry among the three flavors (up, down and strange) of them. In this system

proton (p) belongs to the baryon octet family and is composed of three valence quarks–two

up (u) quarks and one down (d) quark, as shown in Figure 1.4. It should be pointed out

that quarks were initially proposed as pure mathematical concepts in order to explain the
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seemingly periodic characteristics (e.g. mass, charge, iso-spin) of groups of hadrons. It

wasn’t until 1968, through a series of deep inelastic scattering experiments conducted at

Stanford Linear Accelerator Center (SLAC), that their physical existence was confirmed.

Subsequently three more flavors of quarks–charm (c), bottom (b) and top (t) were also

discovered.

Figure 1.4: Proton (p) as in the Baryon-Octet system

1.3.1 Deep Inelastic Scattering

Deep inelastic scattering of leptons off proton is a powerful tool to probe the structure of the

proton and to precisely measure the distribution of quarks inside the proton. It basically in-

volves sending a beam of electrons or muons towards a proton target and select the ones with

large scattering angles (large momentum transfers). Due to the large momentum transfer the

intermediate virtual photon is sensitive to structures and dynamics at short distance scale,

therefore it could provide information on point-like particles such as quarks. Since leptons do

not carry color charges, their interactions with quarks are purely electromagnetic at leading

order. One can obtain the virtual photon’s kinematics by measuring the momentum and

scattering angle of the lepton. On the other hand, in the infinite momentum frame, scat-

terings with large momentum transfer happen much faster than the average quark-quark or

quark-gluon interactions within the proton, therefore the quark struck by the virtual photon

6



can be considered as a free quark and the interactions between two point-like free particles

can be easily calculated. With the above line of reasoning the kinematics of quarks inside

the proton can be derived from the measurement of the hard scattered leptons. A limited

number of DIS experiment using neutrino beams have been performed as as well, using the Z

boson instead of photon as the intermediary particle. These processes select other portions

of the target hadron’s PDF but the concepts are the same as for charged leptons.

Specifically we consider the process as illustrated in Figure 1.5

Figure 1.5: Deep inelastic scattering

Here l and l′ denote the 4-momentum of the lepton before and after the scattering. q is

the 4-momentum of the virtual photon. P and Px represent the 4-momentum of the proton

before and after the scattering, which are simply ignored in a inclusive DIS measurement.

The following invariants are usually used to describe the DIS process [9],

q2 = (l − l′)2 = −2EE ′(1− cosθ) (1.2)

ν =
P · q
M

(1.3)

x =
Q2

2P · q
=

Q2

2Mν
(1.4)

y =
P · q
P · l

(1.5)
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Where θ is the lepton scattering angle, ν is the virtual photon energy in lab frame, x is

called the Bjorken scaling variable and y being the inelasticity, Q2 = −q2. In the infinite

momentum frame the kinematics approach the Bjorken limit where ν, Q2 →∞, with x fixed.

One can easily show that in this limit, when the process is reduced to scatterings between

the virtual photon and a free quark, x represents the momentum fraction of the proton taken

by the struck quark. But, on the other hand, x can be calculated from the kinematics of

the scattered lepton. So just by measuring the lepton before and after the scattering, one

can derive the distributions of the quarks’ momenta inside the proton. Formally the DIS

cross-section can be written as [9],

d3σ =
1

4P · l
e4

Q4
LµνW

µν2π
d3l′

(2π)32E ′
(1.6)

The leptonic tensor Lµν depends on the spin and momentum of the incoming and outgoing

lepton. It can be calculated precisely via Feynman diagrams. The hadronic tensor W µν

contains information on the structure of the proton and involves non-perturbative dynamics.

Wµν is usually written as the sum of a symmetric and an anti-symmetric part to facilitate

the calculation of polarized and unpolarized cross-sections,

Wµν = W S
µν(q, P ) + iWA

µν(q;P, S) (1.7)

Furthermore the symmetric and anti-symmetric part of W can be represented by two pairs

of structure functions W1, W2 and G1, G2 by factoring out variables related to kinematics

of virtual photons and quarks while maintaining gauge invariance. The leptonic tensor Lµν

can also be decomposed in a similar fashion, therefore one arrives at a general expression for

the cross-sections that can be easily applied to unpolarized and polarized cases [9]

d2σ

dE ′dΩ
=

α2
em

2MQ4

E ′

E

(
L(S)
µν W

µν(S) − L(A)
µν W

µν(A)
)

(1.8)
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1.3.2 Unpolarized parton distributions

The unpolarized cross-section can be obtained by averaging over the spins of the incoming

lepton and of the proton in e.q. 1.8. Note that the anti-symmetric part of leptonic and

hadronic tensor cancel out during the averaging, therefore one obtains

d2σunp

dE ′dΩ
=

α2
em

2MQ4

E ′

E
L(S)

µν W
µν(S) =

4α2
emE

′2

Q4

(
2W1sin

2 θ

2
+W2cos

2 θ

2

)
(1.9)

The dimensionless structure functions F1 and F2 are defined as

F1(x,Q
2) = MW1(ν,Q

2) (1.10)

F2(x,Q
2) = νW2(ν,Q

2) (1.11)

In the Bjorken limit F1 and F2 depend only on x. This phenomenon has also been

observed experimentally and is considered as strong evidence for the existence of point-like

structures inside the proton [10]. The fact that these structure functions, or rather the

DIS cross-sections, are almost independent of the momentum transfer Q2 is strongly against

the scenario of the virtual photon being scattered off by diffused medium carrying electric

charges. Because if proton is made of diffused medium the DIS cross-section is going to drop

rapidly as the momentum transfer increases since the greater the Q2 the smaller distance scale

the virtual photon is sensitive to, therefore the less amount of electric charge is participating

the scattering. But in experiment the measured cross-section shows very weak dependence

of Q2, as shown in Figure 1.6

Existing experimental data strongly suggests that in the deeply inelastic region the virtual

photon is scattered off by approximately point-like objects even at the smallest scale that

current high energy leptons can probe, which is consistent with the hypothesis of structureless

quarks inside the proton.

The unpolarized structure functions are related to unpolarized quark/parton distribution

functions in the quark-parton model of nucleon. Under this model the hadronic tensor W µν

9



Figure 1.6: cross-section vs Q2 measured by MIT-SLAC DIS experiment [10]

is represented by the so-called handbag diagram as shown in Figure 1.7 and is related to the

quark field and quark-quark correlations.

Figure 1.7: Handbag diagram of DIS

F1 and F2 can be extracted from the quark-parton model representation of W µν and they

can be shown to have to following relation in the Bjorken limit

F2(x) = 2xF1(x) =
∑
a

e2axfa(x) (1.12)

in which the first equation is called the Callan-Gross relation, the second part of the equation

is the quark-parton model expression for the unpolarized structure functions. fa(x) describes

10



the distribution of quarks of flavor a as a function of x, the fraction of proton’s momentum

taken by a. To account for anti-quark contributions one can simply introduce anti-quark

PDFs, e.g. f̄a(x).

Various DIS experiments have measured the structure functions, e.g. as shown in the

left panel of Figure 1.8. Together with global analyses, the unpolarized parton distribution

functions for quarks, anti-quarks and even gluons have been extracted. By tagging the type

of leading hadrons from the fragmentation of target remnants one can decompose the quark

PDFs into different flavors. This is the so-called semi-inclusive DIS (SIDIS) measurement.
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Figure 1.8: Left: F2 structure functions measured by ZEUS and the corresponding NLO

QCD fits, Right: Parton distribution functions extracted from F2 [11]

Note that in the left panel of Figure 1.8 the structure function F2 slightly drops at high x

and Q2, and increases as Q2 at low x, which can be understood by the radiative emission of

gluons from quarks with large x at high Q2, and gluon splitting into quark anti-quark pair

at low-x and high Q2 region. This is precisely how the gluon distribution was derived from
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DIS experiment since virtual photon does not couple with gluon at leading order. From the

right panel of Figure 1.8 one can see that gluon becomes dominant at low x and its density

keeps increasing towards lower x regions. But due to the unitarity constraints the gluon

distribution has to saturate at some point. However, because of limited machine capability

and detector acceptances, previous DIS experiments did not have enough kinematics coverage

to observe the gluon saturation effects. The pursuit of low-x phenomena in nucleon and heavy

nucleus has become a major research topic in recent years, especially due to its impact on

our understanding of the initial conditions of heavy-ion collisions in an effort to create the

Quark-Gluon Plasma [12].

1.3.3 Polarized parton distributions

To understand the detailed structure of the proton the next step forward is naturally to

extract the spin information, namely how the spin and orbital motions of its constituents

contribute to the spin of the proton itself. The quest for the spin structure of the proton

brings both theoretical and experimental challenges. In theory there need to exist a consistent

sum rule for the decomposition of proton spin into different components, the sum rule has

to be unambiguous in terms of the physical interpretation of each component and at the

same time translates to experimentally measurable quantities. A few candidate sum rules

have been considered within the theory community, the first one is the Jaffe-Manohar sum

rule [13]

1

2
=

1

2
∆Σ +∆G+ Lq + Lg (1.13)

in which 1
2
∆Σ represents the contributions from quark spin to the proton spin, ∆G represents

gluon spin contributions and Lq, Lg being the quark and gluon orbital angular momentum.

This sum rule has the desired properties that each term is gauge invariant and can be

translated into an integral over the respective partonic densities. But it is difficult to relate

Lq and Lg to experimental observables.

The second sum rule is the one proposed by Ji [14] which states that
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1

2
= Jq + Jg =

1

2
∆Σ + Jg + Lq (1.14)

where the total angular momentum Jq and Jg are gauge invariant. Ji also showed that Jq and

Jg can be measured in deeply virtual Compton scattering process (DVCS). However further

decomposition of Jq and Jg exhibits problems. Although 1
2
∆Σ still represents quark spin

contributions and permits integration over quark densities, Lq on the other hand contains

quark-gluon interactions which can not be simply interpreted as quark orbital angular mo-

mentum. Jg can not even be separated in a gauge invariant way into gluon spin and orbital

angular momentum, only Jg as a whole is physically meaningful [14] [15]

Albeit facing theoretical uncertainties experimentalists have engaged in a series of efforts

to measure ∆Σ [16] [17], ∆G [18] in Jaffe-Manohar sum rule and Jq, Jg through DVCS [19].

In the case of Jaffe-Manohar sum rule ∆Σ can be extracted from the spin asymmetries with

longitudinally polarized lepton beam and proton target in a DIS experiment

Along =
dσ←⇒ − dσ←⇐

dσ←⇒ + dσ←⇐
(1.15)

with the superscripts ←, ⇒ indicating the polarization direction of the beam and target re-

spectively. Notice that the denominator is simply the unpolarized cross-section thus involves

F1 and F2 structure functions. The numerator can be expressed by two polarized structure

functions g1 and g2 using the general results in e.q. 1.8. The significance of the polarized

structure functions g1 and g2 lies in their quark-parton model interpretations where g1 is

related to quark (anti-quark) polarized parton distribution functions via

g1(x) =
1

2

∑
a

e2a
(
∆fa(x) + ∆f̄a(x)

)
(1.16)

whereas g2 partially depends on g1 and at the same time also contains higher-twist effects [9]

g2(x) = −g1(x) +
1

2

∑
a

e2ag
a
T (x) (1.17)

in which gT incorporates both finite quark mass contributions and twist-3 component gener-

ated by quark-gluon interactions [9]. From the above relations it can be seen that longitudinal
13



spin asymmetry measurements from polarized DIS experiment could provide information on

the quark and anti-quark polarized parton distribution functions. These polarized distribu-

tion functions admits similar probabilistic interpretations as their unpolarized counterpart,

for example

∆fa(x) = f ↑a (x)− f ↓a (x) (1.18)

Namely ∆fa(x) quantifies the difference in the probabilities of quark carrying flavor a has

its spin aligned with the proton spin versus anti-aligned, when the proton is longitudinally

polarized with respect to the beam. DIS data could constrain quark polarized PDFs pretty

well but not so much for sea quarks and gluons. Figure 1.9 shows the results of three global

analyses with DIS data [20].

Figure 1.9: Polarized parton distributions extracted by three global analyses on DIS data[20]

The most striking result obtained from polarized DIS experiments is that quark spin only
14



contributes to about 30% of the proton spin [16] [17] [20], the rest must come from gluons

and orbital angular momenta.

Due to limited kinematics coverage and the fact that gluons only emerge through next-

to-leading order processes deep inelastic scattering is not the best tool to access sea quark

and gluon polarizations. In fact they are most extensively studied in hadronic collisions, for

example through W± [21] [22] and jet [18] productions at Relativistic Heavy-Ion Collider

(RHIC) at Brookhaven National Laboratory (BNL).

Better understanding of proton structure eventually has to come from our improved

knowledge on the strong interactions described by QCD theory. In practice the proton

serves as a manageable laboratory to which we can test our predictions and update our

theoretical framework. One of the important conclusions from QCD theory studies is that

the aforementioned unpolarized and longitudinally polarized PDFs do not contain enough

information on the proton structures to allow for a complete description even with leading-

order accuracy on the experimental data. To understand such argument one simply needs to

realize that in relativistic theory spatial rotations do not commute with boost transformation,

therefore the spin structures of the proton as probed by longitudinally polarized beams and

targets are not equivalent to the structures probed transversely, namely when the spin of

the proton is perpendicular to its momentum direction. In leading order calculations they

are complementary to each other and are both indispensable. In the extreme ideal case if we

have complete knowledge on the proton structure and have obtained its full wave function

by solving QCD Lagrangian on such a composite system, we would be able to derive its

longitudinally and transversely polarized PDFs from one another by applying rotation and

boost in different orders. But in reality since we do not have such an omnipotent wave

function the best we can do is to study these two configurations separately in order to recover

as much information on the proton structure and/or the master wave function as possible.

To that end the main contribution of this thesis work is to measure the proton’s transverse

spin structure and to learn about the QCD dynamics responsible for the asymmetries of the

particle production that we measure in transversely polarized pp Collisions
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1.4 Transverse Single Spin Asymmetries

The particular form of asymmetry studied in this work is called the Transverse Single Spin

Asymmetry (TSSA),

AN =
dσ↑ − dσ↓

dσ↑ + dσ↓
(1.19)

namely the difference in the production cross-sections of a certain final state when flipping

the spin orientation of the transversely polarized proton beam (or proton target, in the case

of DIS) while averaging over the spin of the other beam, then divide it by the unpolarized

cross-section. The final states considered in this work are π0 and jets. Unlike the small

longitudinal asymmetries of various final states the amplitude of TSSA for many final states

(charged pions, kaons, eta mesons, lambdas, protons and neutrons) are often very large,

which has stimulated a lot of interest in the theory community since its discovery [23] [24].

It has been shown that in conventional leading-twist collinear QCD factorization framework

these transverse asymmetries should be highly suppressed due to the Chiral-odd nature

of transversely polarized quark PDFs [9]. The observation of such large asymmetries as

shown in Figure 1.10 have motivated theorists to consider effects beyond the collinear picture

of partons inside the proton and next-to-leading twist distributions involving muti-parton

correlations.

Figure 1.10: TSSA of π0 production in various center-of-mass energies
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The magnitude of AN rises as Feynman-x variable xF which is related to Bjorken-x in

e.q. 1.4 via the relation

xF = xbjor,1 − xbjor,2 (1.20)

with xbjor,1 and xbjor,2 being the Bjorken-x of the parton from the polarized beam and

that from the unpolarized beam, respectively. The asymmetry increases when the partons

participated in the hard partonic collisions become more and more asymmetric in terms of

their momentum fractions. Processes with large xF usually ended up having most of their

final state products going in the forward direction with respect to the polarized beam because

of momentum conservation, so experimentally it is of more interest to conduct measurements

at forward rapidities.

On the theory side the description regarding the origins of large TSSAs generally fall

into two categories, those invoking Transverse Momentum Dependent (TMD) factorization

approach and those including sub-leading twist distributions within collinear framework.

These two categories generally deal with different processes and they have been shown to be

equivalent in their overlapping kinematic region [25]

1.4.1 TMD framework

In conventional collinear factorization calculations the transverse motion of partons in both

PDFs and FFs are averaged out before the convolutions with the perturbative hard scattering

stages. Specifically the integration over partonic transverse momentum is always carried out

first, e.g.

fa/A(x) =

∫
fa/A(x, kT )dkT (1.21)

But in the TMD framework explicit dependence on intrinsic transverse momentum is allowed,

both kT -dependent distribution and fragmentation functions acquire additional contributions

which are spin-dependent. Under this framework the cross-section is usually written in the

following factorized form
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σ(ph,
−→
S ) ∝ fa/A(x, kT )⊗ σ̂parton ⊗Dh/c(z, PT ) (1.22)

It should be noted that the TMD factorization theorem has only been proven for a few

processes such as SIDIS [26] and Drell-Yan production [27]. For general hadron production

in proton collision the validity of the TMD factorization is still an assumption [28]. One of

the conditions for the applicability of TMD factorization is that the process should involve

two different scales Q and QT such that Q≫ QT ≥ ΛQCD where ΛQCD is approximately 200

MeV. For example in SIDIS process the momentum transfer Q can be directly measured by

detecting the scattered lepton, and Q2 needs to be large for the pertubative calculation to

work. At the same time the transverse momentum of the produced hadron with respect to

the virtual photon direction serves as another scale QT , which need to be small enough in

order to be sensitive to the intrinsic transverse momentum of its parent parton.

1.4.1.1 Sivers asymmetry

In eq. 1.22 the kT and spin-dependent distribution function is called the Sivers function and

is written as

fq/h↑(x,
−→
k T ,
−→
S ) = fq/h(x, kT ) +

1

2
∆Nfq/h↑(x,

−→
k T )
−→
S · p̂× k̂T (1.23)

The first term is a spin-independent piece but the second term depends on the spin orien-

tation of the proton. Physically the Sivers function ∆Nfq/h↑(x,
−→
k T ) signifies the correlation

between parton intrinsic transverse momentum and the spin of the proton. In a simple model

developed in [29] the Sivers function is connected to quark orbital angular momentum. On

the other hand Sivers function is naively time-reversal odd and is supposed to disappear due

to the invariance of strong interactions under time-reversal transformation. In order for the

asymmetries to survive the amplitude of the Sivers function must be equipped with an addi-

tional phase through a gauge link Pe
ig

∞∫
y
A(λ)dλ

[30]. This phase is process-dependent and is

generated by the interactions between the active parton and the remnant of the proton. For

example the leading order diagrams that generate the TSSA in DIS and Drell-Yan processes

are shown in Figure 1.11
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Figure 1.11: Sivers function for DIS (Left) and Drell-Yan (Right) process

Non-zero Sivers function in the DIS process is generated by the final state interactions

between the struck quark and spectators of the proton which did not participate in the hard

scattering, whereas in Drell-Yan production it is generated via the initial state interactions

between the quark (or anti-quark) and the beam remnants. The relation between the Sivers

functions involved in these two processes are governed by the Modified Universality rule which

states that they only differ by a sign [31]. This relation serves as one of the most stringent

tests for the QCD theory description of the origins of transverse spin asymmetries and has

stimulated a lot of efforts on the experimental side within communities at BNL/RHIC,

CERN/COMPASS and Fermilab.

1.4.1.2 Collins asymmetry

While the transverse spin asymmetries can be generated by the initial state correlations in

the Sivers mechanism, they can also arise through correlations in the final state during the

fragmentation of the hard scattered parton. The later is the so called Collins mechanism [32],

in which the asymmetries are generated by the correlations between intrinsic transverse mo-

mentum of the produced hadron from the fragmentation and the spin of its parent parton

after hard scattering. The spin-dependent production cross-section contains a term that is

proportional to H⊥1 (z, k
2
T )[

̂k × Ph · Ŝ], where Ŝ is the unit vector of the spin of the parent

parton and ̂k × Ph is the unit vector of the cross product of parton and hadron’s momentum.

Experimentally this vector triple product generates a sinϕC modulation of the cross-section

for which the amplitude is determined by the Collins function H⊥1 (z, k
2
T ). ϕC is called the
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Collins angle and can be written as the difference between the azimuthal angle of parton’s

spin and that of the hadron’s transverse momentum with respect to parton’s momentum di-

rection on the scattering plane. A schematic diagram of the geometry for Collins mechanism

in polarized proton collisions is shown in Figure 1.12.

Figure 1.12: Collins mechanism in pp collisions

At large xF the parton originated from the polarized proton beam has high probability

of maintaining its spin orientation through the hard scattering. Therefore the transversely

polarized parton distribution function, or transversity distribution h1(x), can manifest itself

by its coupling with the Collins fragmentation function via

σ(ph,
−→
S ) ∝ h1(x)⊗ σ̂parton ⊗H⊥1 (z, k

2
T ) (1.24)

since both of them are chiral-odd together they form a chiral-even product that can be

measured in physical processes.

1.4.2 Collinear Twist-3 framework

In contrast to TMD approach the twist-3 formalism stays within the collinear framework but

instead attributes the asymmetries to sub-leading twist effects. Note that the leading twist

term (twist-2) of the operator product expansion of the structure functions (or rather the
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bi-local product of two quark currents) results in the three parton distribution functions men-

tioned previously–unpolarized, longitudinally polarized and transversely polarized PDFs. At

twist-3 level three parton correlations are involved and they contain spin-dependent contri-

butions which are responsible for generating spin asymmetries [33]. For example Figure 1.13

shows a Feynman diagram for the generation of TSSA for inclusive hadron productions via

initial-state correlations in polarized proton collisions [34].

Figure 1.13: Initial state twist-3 contributions to the TSSA of hadron production in pp

collisions [34]

The above figure indicates that the spin-dependent cross-section can be generated via

the convolution between initial state quark-quark-gluon correlation functions, a hard scat-

tering matrix with interference of two- and three-particle systems and a usual fragmentation

function. Mathematically,

Eh
d∆σ

d3Ph

∝
∑
abc

Dh/c(zc)⊗ fb/B(xb)⊗ Ta,F (x, x)⊗Hab→c (1.25)

of which the most important piece is the Efremov-Teryaev-Qiu-Sterman (ETQS) function

Tq,F (x, x) [33] [35] that encodes the quark-quark-gluon correlations in the initial state. The

ETQS function is related to the Sivers function in TMD scheme via an integral relation

T q
F (x, x) = −

∫
d2−→p ⊥

−→p 2
⊥

M
f⊥q1T (x,

−→p 2
⊥)|SIDIS (1.26)

In addition to initial state twist-3 functions final state interactions and fragmentations

also admit twist expansions. The twist-3 fragmentation function and its relations with the
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Collins function have been under consideration in recent years in order to provide better

description of the experimental data [36].

Unlike TMD framework the twist-3 formalism generally applies to processes that only

involve a single hard scale, for example inclusive jet and hadron productions at high-pT in

proton collisions and high-pT regions in DIS processes. Due to this reason measurements

conducted in this thesis work are more appropriately described by twist-3 formalism. Being

a subleading twist effect the transverse single spin asymmetries are expected to decrease as

O( 1

PT

).

The remaining chapters of this document are arranged as follows: Chapter two mainly

describes the experimental facilities involved in making the measurements of TSSA for in-

clusive π0 and jet production possible in polarized proton collisions; Chapter three discusses

the methods used to extract the asymmetries from experimental raw data; Chapter four

shows the results as well as their physics implications; Chapter five describes simulation

works related to future detector upgrades in order to expand the experimental program on

TSSA measurements; and finally Chapter six provides a summary and outlook.
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CHAPTER 2

Experimental Setup

The polarized proton-proton collision data analyzed in this thesis work is collected by the

STAR (Solenoidal Tracker At RHIC) detector at the Relativistic Heavy Ion Collider (RHIC)

at Brookhaven National Laboratory (BNL). This chapter provides a general introduction to

the RHIC facility and the STAR detector system. One of the forward detector subsystems,

the Forward Meson Spectrometer (FMS), played a central role in the analysis and will be

described in detail.

2.1 Relativistic Heavy Ion Collider

The Relativistic Heavy Ion Collider is a high energy, multi-purpose particle collider located

at Brookhaven National Laboratory in Long Island, New York. It is by now the world’s

only collider capable of colliding polarized proton beams at relativistic energies up to
√
s

= 510 GeV, which puts it at the center of precision QCD studies and proton structure

measurements within the QCD community. RHIC’s unique versatility also makes it possible

to deliver heavy ion collisions with a wide range of species, from uranium all the way down

to deuterium, in a wide range of energies from 200 GeV per nucleon to a few GeV. The main

focus of heavy ion running is to study nuclear matter in extreme conditions. The hot and

dense environment created in heavy ion collisions are believed to have existed moments right

after the Big-Bang of our Universe, therefore the study of the strong interactions within

matter under these extreme condition could potentially shed light on the conditions of the

early formation of our Universe [37] [38].

Particles are accelerated in the RHIC complex through multiple stages before reaching
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their top energy and are brought into collisions. Figure 2.1 shows a sketch of the essential

components of the accelerator facility.

RHIC

AGS

STAR

PHENIX

BRAHMS

OPPIS

LINAC

AGS Booster
AtR

Blue
Yellow

6

4

2

12

10

8

PHOBOS

200m

Siberian Snakes

Partial Snake

Figure 2.1: The RHIC complex

2.1.1 RHIC as a polarized proton collider

In the polarized proton mode protons starts off in the form of H− ions from the Optically-

Pumped Polarized H− Source (OPPIS) [39], where the initial energy out of the source is 35

KeV. The polarized H− ion beam is then accelerated to 200 MeV in the linear accelerator

(LINAC) for the strip-injection to Booster Synchrontron, where the electrons are stripped off

and they become bare protons. The H− ion pulse is captured in a single Booster bunch [40]

before being transferred to the Alternating Gradient Synchrontron (AGS). The term "Al-

ternating Gradient" refers to the fact that the field gradients of a pair of focusing magnets
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in AGS are alternated in orthogonal directions, so that the overall effect is to focus beams

in both directions [41]. The AGS itself used to be the main high energy experiment facility

before the RHIC era, it is well known for its role in three Nobel Prize discoveries, the J/Ψ

particle (1974), the CP violations in kaon decay (1964) and the discovery of muon neutrino

(1962). The protons are accelerated to 24.3 GeV before injection into RHIC. Through the

AGS to RHIC transfer line the proton bunches are injected into two quasi-circular rings (Blue

and Yellow rings) in which they circulate in the opposite directions. The circumference of

the RHIC ring is 2.4 miles and consists of 1740 superconducting magnets. In the ring the

proton beams can be further accelerated up to 255 GeV before being brought into collisions

at six interaction points. The STAR experiment is located at 6 clock of the ring while the

PHENIX experiment is at 8 clock. There were two smaller scale experiments at 10 and 2

clock interaction point, PHOBOS and BRAHMS, but have been decommissioned since 2006.

As the polarized protons are accelerated in AGS and RHIC ring it is crucial to maintain

their polarization. Due to the existence of the orbit guiding dipoles in order to to keep

the beams in the ring the magnetic field is mainly in the vertical direction. Therefore

the stable direction of proton’s spin vector is vertical, or transversely polarized. In the

ideal case when the spin of the proton is perfectly aligned with the orbit guiding dipoles’

magnetic field the proton beam is not going to lose its polarization. In practice due to

misalignment the proton spin will precess along the direction of the transverse magnetic

field, but its vertical component will remain stable. The existence of orbit focusing magnets

and localized imperfections in the guiding magnets both introduce magnetic field in the

longitudinal direction along the beam. The longitudinal magnetic field tends to drive the

spin away from its stable vertical direction, however most of the time this disturbance is in

random direction. The real problem is that in the course of an acceleration there are times

when the proton spin points to the same direction every time it arrives at the same location,

so that the spin vector gets pushed away towards the same direction by the longitudinal field

in every revolution. These are called depolarizing resonances.

To fight against depolarizations a new device was invented by former Soviet scientists

Derbenev and Kondratenko from the Institute of Nuclear Physics, Novosibirsk [42]. This
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device is called the Siberian Snake which consists of a group of helical magnets. It rotates

the spin of the proton by 180 degrees vertically every time the proton bunches pass through

it. With two sets of full Siberian Snakes installed at RHIC the spin of the proton will be

pointing to opposite directions in the transverse plane after a full revolution when it reaches

the depolarizing resonance, while the vertical component remains in the same direction.

Therefore the disturbance of the longitudinal field is in completely opposite directions every

time the beam passes through it and the depolarization effect cancels out. With Siberian

Snakes the average polarization of the proton beams at RHIC could be kept at about 50%

in stores lasting over 10 hours.

Since the proton beams are transversely polarized during acceleration and store in order

to get longitudinal polarizations a pair of spin rotators are installed at each interaction point.

The spin rotators are similar to Siberian Snakes but they only rotate the spin vector by 90

degrees. After the collision the spin vector will be turned by another rotator so the beam

remains in transverse polarization in the RHIC ring.

2.1.2 Polarimetry

To go from raw asymmetry measurements to physics asymmetries the extent to which the

beam is polarized has to be determined with high accuracy. This is usually characterized by

the beam polarization quantity, which is defined as the average of the spin component along

the desired direction divided by the norm of the spin vector. In practice the beam polarization

is measured with processes that have known physics asymmetries (or analyzing powers) at

a polarimeter. There are two types of polarimeters installed at RHIC, the Hydrogen-jet

(H-jet) polarimeter and the proton-Carbon (pC) polarimeter.

The Hydrogen-jet polarimeter measures the single and double transverse spin asym-

metries of proton proton elastic scattering in the Coulomb-Nuclear Interference (CNI) re-

gion [43]. The device consists of three parts: the atomic beam source, the scattering chamber

and the Breit-Rabi polarimeter. Figure 2.2 shows a schematic diagram of the H-jet target

system. The atomic beam source sends a beam of highly polarized (≈95% polarization)
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hydrogen atoms perpendicularly through the RHIC-beam, the hydrogen atoms collide with

protons from the RHIC-beam elastically in the scattering chamber then one of the recoil

protons are detected by the silicon detectors mounted on the left and right hand side of the

RHIC-beam. The rest of the hydrogen beam which did not participate in the scattering ends

up landing at the Breit-Rabo polarimeter, where its polarization can be precisely measured.

Figure 2.2: Layout of the Hydrogen-jet polarimeter setup

The single spin asymmetries of proton-proton elastic scattering can be measured and

calculated by the following equation [43]

AN =
1

PT

√
NL

0↑N
R
0↓ −

√
NR

0↑N
L
0↓√

NL
0↑N

R
0↓ +

√
NR

0↑N
L
0↓

=
ϵT
PT

(2.1)

where NL
0↑ = NL

↑↑+NL
↓↑ is the number of recoil protons for selected proton-proton scattering

events detected on the left of the beam with the direction of the target polarization up. PT

is the polarization of the atomic hydrogen beam as measured by the Breit-Rabi polarimeter.

Due to indistinguishability of the target beam and RHIC beam during and after scattering

the spin asymmetry AN (or analyzing power) remains the same when calculated according

to the spin orientations of the RHIC-beam, therefore the polarization of the RHIC-beam can

be computed by
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PB =
ϵB
PB

(2.2)

where ϵB is defined in the same way as ϵT except the spin is sorted according to the spin of

the RHIC-beam.

The Hydrogen-jet polarimeter provides absolute beam polarization measurements, but

due to its limited hydrogen beam intensity the statistical precision of this measurement

over a single fill is typically 8% to 20%. Usually only the average over an entire running

period is precise enough for an overall normalization on the level of 1.5%. It certainly is

not able to provide fill-by-fill polarizations values for monitoring purposes or physics AN

measurements of any process. For a prompt and relative beam polarization measurements

the proton-Carbon polarimeter serves as a better tool.

The proton-Carbon polarimeter utilizes the analyzing power of polarized proton-Carbon

elastic scattering to monitor the relative variations of beam polarization, in which the proton

comes from the RHIC-beam. Two proton-Carbon CNI polarimeter stations are located at

up and down stream of the beam line at the 12 o’clock interaction point of RHIC. The

polarimeter consists of an ultra-thin carbon ribbon target (5µg/cm2) surrounded by six

silicon strip detectors to provide signals for the scattered Carbon nucleus [44]. Figure 2.3 is

a schematic of the layout of pC polarimeter.

In normal physics data-taking mode the p-Carbon polarimeter is inserted into the proton

beam for about 10 seconds to measure the instant beam polarizations bunch-by-bunch. The

beam polarization is usually measured at the beginning and end of each store, as well as

every 1.5 hours in between. These measurements make it possible to quantify the decay

of beam polarization over time so that more accurate physics asymmetries can be obtained

from the collisions.
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Figure 2.3: Layout of the p-Carbon CNI polarimeter setup [45]

2.2 The STAR detector system

The Solenoidal Tracker At RHIC (STAR) is one of the two major detector systems at RHIC.

Its full azimuthal coverage at mid-rapidity (|y| < 1) as well as its forward rapidity detector

subsystems support a wide range of physics measurements from high-pT hard probes in heavy-

ion collisions [46] to proton proton elastic scatterings at very small angles [47]. Figure 2.4

shows a general layout of detector subsystems of STAR.

The main central detector subsystems of STAR are the Time Projection Chamber (TPC,

as shown in Figure 2.5) and the Barrel Electro-Magnetic Calorimeter (BEMC). The TPC

provides tracking measurements for charged particles, their momentum, charge sign and

spatial location. At the same time through measuring their ionizing power dE/dx charged

particles can be identified [48]. As a low material high-segmentation gaseous tracker TPC

has the capability of measuring low momentum tracks in a high multiplicity environment,

but due to the necessity of having to wait until the ionized secondary particles have drifted to

the anode pad and magnified before recording the next event and the gating grid operations

the readout frequency of TPC is limited to about 1.5 kHz. This rate sets the limit of the

global readout speed of any trigger that requires the TPC data.
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Figure 2.4: Left: Layout of the STAR detector system. Right Top: rear review of the

Forward Meson spectrometer (Gray box) as seen from the west side of STAR. Right Bottom:

FMS geometry as described in GEANT simulation.
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Figure 2.5: Layout of the STAR Time Projection Chamber
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The Barrel Electro-Magnetic Calorimeter (BEMC) is located outside the TPC. It mea-

sures the energy and location of electrons and neutral particles such as photons through the

electromagnetic (EM) showers initiated by these particles. Being a sampling calorimeter the

BEMC consists of alternating layers of lead absorber and scintillating tiles [49]. The lead

absorbers are mainly used to initiate the EM showers of the primary particles and absorb

most of the energies of the secondary particles produced in the shower, while the particles

traversing the scintillating tile produce light signals which are then collected by the Photo-

Multiplier Tubes (PMT). Figure 2.6 shows the layout of BEMC and one of its 120 tower

modules.
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Figure 2.6: Left: Layout of STAR BEMC Right: One of the BEMC modules

The depth of the towers in the radial direction is 20 radiation length (X0), this provides

enough material to fully absorb electromagnetic showers while the nuclear interaction length

is not sufficient for hadronic showers to develop. The addition of Multi-wire Proportional

Chambers (MWPC) at approximately 5.6X0 into the tower helps discriminating EM showers

against hadronic showers by measuring the shower width, since EM showers are expected

to be fully developed at this depth while most of the hadronic showers are not. The two

dimensional readout of the shower-max detector also provides better position resolutions.

Figure 2.7 shows the layout and the readout mechanism of the shower-max detector [49].

Other important detectors in STAR include the Time-of-Flight (TOF) detector located
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Figure 2.7: Schematic illustration of the double layer STAR BEMC Shower-Max Detector.

Two independent wire layers, separated by an aluminum extrusion, image electromagnetic

showers in the η and ϕ directions on the corresponding pad layers.

between TPC and BEMC which provides additional particle identification capability by

measuring their flight time, the End-cap Electro-Magnet Calorimeter (EEMC) covering the

mid-forward area 1 < η < 2, The Beam-Beam Counter (BBC) used for minimum-bias trigger

definitions as well as local polarimetry and the Muon Telescope Detector (MTD) sitting on

the backlegs of the STAR magnet outside BEMC to provide muon identification. Starting

from 2013 a group of new silicon vertex detectors have been installed at STAR with the goal

of measuring open charm mesons (e.g. D0) by reconstructing secondary vertices of hadron

decays in nuclear collisions [50].

2.2.1 The STAR Forward Meson Spectrometer (FMS)

The main detector subsystem used in this analysis is the Forward Meson Spectrometer

(FMS). FMS is an Electromagnetic calorimeter located at the west side of STAR covering

pseudorapidity 2.6 < η < 4.0. It consists of 1264 lead glasses with two different sizes, the

576 large cell modules (cross-sectional area = 5.8 cm x 5.8 cm, length = 60 cm) cover the

perimeter area 2.6 < η < 3.3 while the 488 small cells (cross-sectional area = 3.8 cm x 3.8
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cm, length = 45 cm) provide higher granularity for large rapidity region (3.3 < η < 4.0).

The right panel of Figure 2.4 shows the rear view of the FMS from west side of STAR

and the FMS geometry in GEANT4 detector simulation software [51]. Figure 2.8 shows

configurations of the lead glass stack and their physical locations in terms of pseudorapidity

assuming the interaction point is at the center of the TPC.

Figure 2.8: Layout of the FMS lead glasses

The FMS is a full absorption calorimeter in that the lead glass itself acts as both an

absorber and an active element generating signals. Due to the addition of heavy elements

such as Pb the transparent glasses of large and small cells both have approximately 18X0

radiation length in depth. Electromagnetic showers of electrons, positrons and photons are

initiated and almost fully contained within the glass. The index of refraction of the glass is

about 1.67. The Cherenkov radiation generated by the secondary particles in the showers

will be directed towards the end of the glass and collected by Photo-Multiplier Tubes, the

optical photons from the radiation arriving at the PMTs form the signal of the detector. Each

single cell is wrapped by 10µm aluminized mylar to provide optical isolation. The optical

properties of the small cells as well as the quantum efficiencies of the cathode of PMTs have

been studied in [52]. These properties are implemented for both small and large cells in the
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simulation with slight modifications which will be discussed in the next chapter. As a result

the photon-electron yield per unit energy deposit in the glass is estimated to be around 1000

p.e./GeV for large cells and 700 p.e./GeV for small cells, including effects such as absorption

by the glass and loss at glass/mylar surface reflections during light propagation, and limited

quantum efficiencies of PMT cathodes. Notice that these light yield is smaller than that

of typical scintillator-based active volumes (a few thousands p.e./GeV ), mostly due to the

inherent properties of Cherenkov light production. But the advantage of using Cherenkov

light as the calorimeter signal is that it is generated much faster than scintillating light [53]

so that the signal integration time at the Front-End Electronics can be very short, typically

about 20 ns, which allows the calorimeter to be operated at a much faster read-out speed.

The short integration time also helps discriminating electron/photon against hadron since

the nuclear processes involved in hadronic showering (such as nucleus spallation, neutron

evaporation) happen much slower than the Cherenkov light production by fast-traveling

electrons and positrons. The difference in the time structure of signals can be utilized to

enhance the discrimination power.

The FMS was initially installed in STAR in 2008 with slightly different configuration

(and was called FPD++). In 2013 it was demonstrated that the lead glasses had experienced

serious radiation damages and refurbishment work was performed to get the detector ready

for the year 2015 running. The major task was to unstack the lead glasses and treat them by

exposing to sunlight, so that the ultraviolet radiations in natural sunlight would cure the gray

spots in the glass. Figure 2.9 shows a few lead glasses before and after a 40-hour annealing

process. Figure 2.10 shows a quantitative comparison of the lead glass transmittance before

and after UV treatment, measured at three difference locations along the glass using a

deuterium lamp. The average transmittance for λ > 900nm is normalized to be 1.

In addition to curing the radiation damages in the lead glass the PMT bases of all of the

large cells have been replaced by the resistive bases acquired from Fermilab, a few hundred

of the small cell PMT bases have been repaired as well. At the time of this writing the

FMS is fully restacked and has been taking data for the 2015 proton-proton and proton-Au

collisions.
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Figure 2.9: Left: FMS lead glasses before UV treatment. Right: The same lead glasses

after UV treatment

The response of FMS lead glasses to high energy particles produced in the collisions as

well as the propagation of Cherenkov photons inside the glasses are model by the GEANT

detector simulations, for which the main purpose is to understand the detailed composition

of signal and background seen in the data so that the asymmetries of the π0 signal can be

extracted. The details of modeling the FMS in simulation will be discussed in the next

chapter as an important step of the analysis.
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Figure 2.10: Top: Transmittance of small and large cells before UV treatment. Bottom:

Transmittance of the same small and large cells after UV treatment
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CHAPTER 3

Analysis

This chapter describes the details of the data collection and processing procedure. The main

focus is the analysis methodology for π0 asymmetry extraction. Before computing physics

quantities, the raw data usually needs to go through several preprocessing steps including

data sanity checks, transformation and reconstruction of features representing physical ob-

jects such as photons or their parent particles in the decay chain, and understanding of

signals and backgrounds.

3.1 Triggers and Dataset

Most inelastic proton-proton collisions are not of interest to general physics analysis. For

example the total inelastic cross-section of proton-proton scatterings at
√
s = 500 GeV is

about 45 mb [54], while those producing a π0 with pT = 2 GeV at pseudorapidity η = 3.7

has a cross-section of only about 10 µb. The three orders of magnitude difference means it

would be very inefficient to record each inelastic scattering event if we are only interested

in those containing π0 at forward rapidities with relatively high pT . To that end a group of

hardware trigger logics [55] has been implemented using the electronic signals readout from

the FMS. These are called the STAR Level-0 triggers. The Level-0 triggers scan fast detector

outputs for every bunch crossing in RHIC at 9.3 MHz and are supposed to issue a decision

within 1.5 µs. For the FMS branch the depth of the hardware trigger logic is three-fold.

The logic modules (DSM boards) at first layer directly operate on the sums of FMS channel

signals over a local area, the second and third layers in turn work with their previous layer

and form their outputs to the next layer. Finally the output of the third layer is fed into the
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STAR global Trigger Control Unit–the TCU, which decides whether to accept the event or

not. Figure 3.1 shows the organization of the layer-0 trigger patches on FMS channels.

Figure 3.1: Layout FMS channel to layer-0 DSM board assignment scheme

The amplitude of the digitized electronic signals (ADC) of a group of FMS channels are

summed up and fed into the layer-0 Data Storage and Manipulation (DSM) boards. There

are four groups of channels involved for each individual layer-0 DSM board (board A, B, C,

etc.). They are colored differently in blue and yellow and are given numerical labels (0, 1,

2, 3). Each DSM board takes as input the sum of channel ADCs within each one of the

four groups and calculates the board sums from them. The board sum of each layer-0 DSM

is then fed into one of the layer-1 DSMs which in turn calculates the total of several board

sums, e.g over board A-B-C-D. Finally the layer-2 DSM computes the total of all boards

from the same detector quadrant. The assignment of detector channels to layer-0 DSM

boards as shown in Figure 3.1 applies to the other three quadrants in the same way. The

final trigger definitions are built on top of the ADCs of single channels, DSM board sums

and layer-2 quadrant sums. For example the simplest FMS trigger is a high tower trigger

that requires the ADC of at least one FMS channel to be above a certain threshold. Board
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sum trigger selects events based on energies deposited on a group of adjacent cells, which is

geometrically more closely related to the electromagnetic showers initiated by photons and

electrons. The quadrant sum or jet-patch trigger selects more diffused structures similar to

the activities generated by jets. In practice different FMS triggers may fire at vastly different

rates depending on their thresholds and topological configurations. To efficiently utilize the

bandwidth of the data acquisition system (DAQ) these triggers are usually pre-scaled in

different ways. A pre-scaling factor of N refers to the strategy of taking every other N event

satisfying a certain trigger type instead of recording all of them. In this way one can allocate

more bandwidth to the rare but interesting events.

In the actual data-taking process, the FMS triggers usually have to be working together

with other triggers which are not directly related to the FMS physics program. To accom-

modate the goal of each trigger and not to interfere with other physics programs, decisions

have to be made before the start of the Run in terms of the pre-scale factors (or allocated

rate) for each trigger as well as detectors involved in the trigger definitions. For example in

the 2011 running period almost all of the FMS-related triggers did not require reading out

the TPC. Therefore the rates of these triggers are not limited by the 1.5 KHz rate of the

TPC readout. In special run configurations where only FMS triggers are included the DAQ

systems can run at ∼ 3 KHz, allowing more events to be taken due to the small event data

size for FMS-only triggers.

The dataset used for the analyses presented in this document is from the year 2011

running period with transversely polarized proton proton collisions at
√
s = 500 GeV. The

set of triggers generated this dataset includes the FMS low- and high-threshold jet-patch

triggers (JP1 and JP2), board-sum triggers on large cells (LgBS1 and LgBS2) and board-

sum triggers on small cells (SmBS1 and SmBS2). There are 375 million triggered events in

total recorded with an average polarization of 52.3%. The main detectors involved are all

calorimeters–FMS, BEMC and EEMC.
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3.2 Data Quality Assurance

The entire data-taking period is broken up into a few hundred short runs, each lasting no

more than 2 hours. The goal of data quality assurance (QA) is to make sure that the detector

was functioning properly and to remove outliers of the runs or malfunctioned regions of the

detector. These outliers could potentially corrupt the data or even lead to false conclusions

in the physics analysis.

The first stage in data quality assurance is online monitoring, namely examining the

diagnostic plots and trigger rates as the data comes in and make prompt adjustments as

soon as something goes wrong. For example Figure 3.2 shows two examples of online trigger

monitoring plots. The one on the left panel is DAQ rate vs time for a healthy run where

the rate is stabilized at around 1 KHz. The right panel shows a run suffering from ’trigger

run-away’ problem towards the end, caused by stuck bits in the FMS DSM board output

logics. The stuck bits forced the trigger logic to be always at ON state which caused the

DAQ system to run at its highest rate of ∼3 KHz, recording nothing but useless uninteresting

events. This is where the shift crew had spotted the problem and terminated the run.

Figure 3.2: Left: DAQ rate vs time for a healthy run. Right: Another run that suffers from

a FMS trigger run-away problem.

At the same time there are also L0-trigger diagnostic plots generated right after each

run which help experts evaluate DSM board performances. For the offline analysis, any

run having the trigger problem as shown on the right panel of Figure 3.2 is excluded. The

equivalent luminosity after online QA is 22pb−1.
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The offline data QA consists of evaluating the detector performance with reconstructed

physical objects such as clusters and photons, as well as masking out malfunctioned regions

on the detector instead of discarding the whole event. The procedure of removing malfunc-

tioned regions begins with generating a run-by-run hot tower list. A hot tower refers to

the tower/cell of the calorimeter that has way more number of hits above a certain energy

threshold than the average over the entire detector. This is usually caused by mis-calibration

or time-dependent gain shifts. These hot towers needs to be removed from reconstruction

otherwise the combined effect of mis-calibration and a high occupancy will distort the detec-

tor acceptances and report incorrect energy scales. The procedure of generating the list is

as follows: First the number of hits with energies falling in 6 different bins are accumulated

for each tower on each day, the energy bins used in this analysis are (0,10),(10,40), (40,60),

(60,80), (80,100), and geq100 GeV. Then the hot towers in each energy bin were identified

by an iterative procedure. In each iteration the hottest tower with more than 10 times the

averaged count is removed. The average count is re-calculated from the remaining non-zero

towers. The iteration stops when none of the towers has more than 10 times the average

number of hits. Figure 3.3 shows an example of the list of hot towers identified from the 40

GeV to 60 GeV range.

Figure 3.3: FMS hot tower list identified in the 40 GeV to 60 GeV energy bin. X-axis: tower

id. Y-axis: day number
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The above procedure is effective at identifying hot towers. Figure 3.4 shows the number

of hit distributions for energies within (10, 100) GeV before and after hot tower removal.

Figure 3.4: Left: FMS tower occupancies before hot tower removal. Right: After hot tower

removal. The hit energy range is (10, 100) GeV

With the hot towers removed, a run-by-run offline QA was conducted using reconstructed

objects such as clusters and photons. These are high level physical observables directly

related to π0 reconstruction and asymmetries measurements. The offline QA verifies that all

reconstructed variables have reasonable distributions over time. Figure 3.5 shows an example

of the FMS cluster and photon QA for all of the runs taken in a single day.

3.3 γ/π0 reconstruction

π0 candidates are reconstructed through their 2-photon decay channel π0 → γγ. Photons

are the most basic physical units to be reconstructed from the FMS in order to build up

higher level objects such as π0 and jets. Photons initiate electromagnetic showers in the

lead glass array which generate Cherenkov light that is subsequently collected by the PMTs.

By grouping together the energies of several contiguous cells one can expect to reconstruct

the energy of the primary photon. The procedure of converting electronic signals (ADCs)

to energy is called calibration and will be discussed in later part of this chapter. The

position of the photon on the detector is another piece of equally important information. A

straightforward way of measuring the photon’s position is to approximate it by the energy-
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Figure 3.5: FMS cluster and photon QA. X-axis is the relative run index. Top Left: number

of reconstructed clusters, capped at 25. Top Right: cluster energy. Bottom Left: number of

photons. Bottom Right: photon energy. Black line indicates the average.

43



weighted centroid of all of the towers within the group which, at this point, is referred to as

a cluster. More advanced methods include a sophisticated weighting scheme, or by utilizing

the shower shape information to get a more accurate estimate. To reconstruct π0 candidates

one can simply pair up two photons and use the following relativistic relation to calculate

the pair mass.

Mγγ =
√

2Eγ1Eγ2(1− cos(θγγ)) (3.1)

= 2
√

Eγ1Eγ2sin(
θγγ
2
)

= Eγ1,2

√
1− Z2

γγsin(
θγγ
2
)

≈ Eγ1,2

√
1− Z2

γγ

Dγγ

2Zd

where Eγ1 and Eγ2 are the energies of each individual photon, Eγ1,2 is the energy of the

photon pair, Zγγ is the energy sharing between the photon pair Zγγ = |Eγ1−Eγ2|/Eγ1,2, θγγ

is the opening angle of the photons pair which can be approximated by the distance between

them on detector Dγγ divided by the distance from the collision vertex to the detector plane

(or shower maximum) Zd. In practice the task of γ/π0 reconstruction is to evaluate (Eγ1,2,

Zγγ, Dγγ) from the signatures of the electromagnetic showers left by the photons. The next

few subsections will describe each step in detail.

3.3.1 Tower clustering algorithm

In the first step of the photon reconstruction the adjacent towers are grouped together by

a clustering algorithm based on energies deposited in the towers. A tower with non-zero

energy deposit is called a hit. The clustering algorithm is described in [56] and the details

can be found therein. The main workflow of the algorithm is as follows:

1) Towers are categorized as ’seed’ towers or ’neighbor’ towers according to how their

energies compare to their closest neighbors. If the tower energy is the highest among these

neighbors it is moved to the seed tower list, meanwhile its neighbors are moved to the

neighbor tower list. Otherwise the tower in question is moved to the neighbor tower list.
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After looping over all non-zero towers, one ends up with two arrays, the seed tower array

contains the towers around which clusters will be gradually generated and the neighbor tower

array has the towers that will be associated with existing clusters.

2) Towers in the seed array are taken as initial 1-tower clusters. Those in the neighbor

array are added to the nearest clusters based on their distances to the seed tower. If there

is an ambiguity, e.g. distance to two or more seed towers are the same, the assignment is

deferred and the neighbor tower in question is added to a new array called the ’valley’ array

which contains all the towers with ambiguous cluster assignment.

3) When all neighbor towers are either added to the existing clusters or to the valley

array the energy weighted centroid of each cluster is calculated as follows

xclu =

∑
i∈clu ln(Ei + Eoffset)xi∑
i∈clu ln(Ei + Eoffset)

yclu =

∑
i∈clu ln(Ei + Eoffset)yi∑
i∈clu ln(Ei + Eoffset)

(3.2)

where Eoffset is set to 0.5 GeV. Any tower with ln(Ei + Eoffset) < 0 is excluded from the

sum. Therefore 1−Eoffset serves as a low energy cutoff which for this case is 0.5 GeV. The

energy weighted cluster centers are used to compute more accurate distances to the towers

in the valley array. The valley towers are assigned to the closest cluster based on this metric.

4) If there are still ambiguous towers left in the valley array they are assigned to the

cluster that has the highest energy among the candidates. This step typically exhausts the

valley array after which all towers will be associated to a cluster. Finally the cluster centroids

are recalculated and the variance or second moments of the clusters are computed as follows
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σ2
x =

∑
i ln(Ei + Eoffset)(xi − xclu)

2∑
i ln(Ei + Eoffset)

σ2
y =

∑
i ln(Ei + Eoffset)(yi − yclu)

2∑
i ln(Ei + Eoffset)

σ2
xy = σ2

yx =

∑
i ln(Ei + Eoffset)(xi − xclu)(yi − yclu)∑

i ln(Ei + Eoffset)

(3.3)

Compared to linear energy weighting the log-energy weighting has the advantage of being

insensitive to the cluster topologies, namely whether the center of the cluster is close to a

tower center or to the tower boundaries does not affect the cluster moments as much as that

with linear weighting.

3.3.2 Cluster categorization

Photons from high energy π0 decays are usually traveling very close to each other, such

that their electromagnetic showers in the calorimeter overlap. At higher energies there is an

increased probability that the clusters found on the detector are actually generated by two

photons, so a decision has to made to categorize the photon content of a cluster. For this

analysis only 1-photon and 2-photon clusters are considered. Clusters having more than 2

overlapping photons are rare.

Clusters are classified in a 2-step procedure. The first step is based on a Principal

Component Analysis (PCA) of the 2-dimensional cluster shape. PCA tries to find important

directions of variation in the dataset instead of using the original coordinate system for data

representation. For example in PCA the first principal component is the direction along

which the data has the largest variance, the second principal component is the one that has

the largest variance among all the directions orthogonal to the first principal component.

For the 2-dimensional cluster distribution there are only two principal components, denoted

by σmax and σmin respectively. Figure 3.6 shows the distribution of the cluster energy vs the

product of σmax and cluster energy for small and large cells derived from data. The cluster
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moment-based categorization is based on these distributions.

Figure 3.6: Cluster energy vs SigmaMax times Cluster energy in data. Left: Small cells

Right: Large cells.

If the cluster signature falls to the left of the dashed blue line and above the solid blue

line it is categorized as a 1-photon cluster. If it falls to the right of the dashed red line

and below the solid red line it is considered to be a 2-photon cluster. Any other regions are

considered as ambiguous and the actual class label will be determined in the second step.

Figure 3.7 shows the same distributions in GEANT detector simulations for 40 GeV single

photons and daughter photons of 40 GeV π0.
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Figure 3.7: Cluster energy vs SigmaMax times Cluster energy in simulation. Left: 40 GeV

single photons Right: Daughter photons of 40 GeV π0

Comparing these two plots one can clearly see how the classification should be made.

Details of the simulation setup will be discussed in later part of this chapter. The decision
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for ambiguous clusters will be deferred to the second step when the clusters are fit to a

shower shape with 1-photon and 2-photon assumptions. The model that fits the cluster

shape better determines the photon content of the cluster.

3.3.3 Fitting to the shower shape

The shape of the cluster contains much more information than its centroid and second

order moments. An accurately parameterized shower shape function could aid to the cluster

categorization as well as getting better estimate on the position of the photon. To this end

the differential shower shape has been proposed to have the following form [52] [57]

f(x, y) =
3∑

i=1

aifi(x, y)

fi(x, y) =
1

2π

 1

1 +
(

x
bi

)2
+
(

y
bi

)2


3
2 (3.4)

where f(x, y)dxdy represents the fraction of the photon’s energy deposited in an area of

dx · dy located at position (x,y) when the origin of the coordinate system is on the photon

itself. The differential shower shape is made up of a linear combination of three pieces each

has a form of 1
1+r2

3
2 . Figure 3.8 shows the 2-dimensional differential shower function as well

as its cross-sectional shape at y = 0.

To obtain the observed shower shape, which represents the fraction of the photon energy

deposited on a tower, one needs to integrate the differential shower shape over the dimensions

of a tower. From eq. 3.4 one can obtain the integrated shower shape as follows

G(x, y) =F (x+
d

2
, y +

d

2
)− F (x− d

2
, y +

d

2
)− F (x+

d

2
, y − d

2
) + F (x− d

2
, y − d

2
)

F (x, y) =
1

2π

3∑
i=1

ai

[
arctan

(
x

bi

)
+ arctan

(
y

bi

)
+ arctan

(
xy

bi
√

b2i + x2 + y2

)] (3.5)
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Figure 3.8: Differential shower shapes

Shower shape measurements are important for both data analysis and Monte Carlo sim-

ulations. As will be discussed later, the uncertainties in the energy scales of the final results

are estimated through the difference in reconstructed π0 mass between simulation and data.

For that strategy to work one has to understand other non-energy related variables that

play a role in computing π0 masses, e.g. Dγγ which is calculated from photon positions from

shower fitting. The photon shower shapes in data has been studied in [57] [58]. Here the

focus is to studying the shower shape in simulation and incorporating the incident angle

effect.

Although the FMS is placed at about 7 meters away from the interaction point, due to

its considerable size the incident angle at the outer perimeter of the detector could be as

large as 8 degrees. Combined with the non-projective geometry of the towers, the observed

shower shape is not strictly transverse and depends on the incident angle. In other words

the centroid of the transverse shower profile is going to be shifted outwards as the shower

develops inside the lead glass. This effect has been observed in both data and simulation.

Figure 3.9 shows where the shower shape is measured in simulation.

The basic symmetric shower shape without incident angle effect is studied first since the

asymmetric version that accounts for incident angle effect will be built upon them. For that

purpose 40 GeV single photons are generated in simulation and those that fall in the blue

area in Figure 3.9 are used to measure the shower shape. In practice the transverse shower
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Figure 3.9: Regions on the detector where the shower shape is measured. Compared to

the green area the vertical shower shape in the blue area does not suffer from incident angle

effect since it is closer to the X-axis

shapes are found to be almost energy-independent [53] since it is dominated by the Cherenkov

radiations of ∼ MeV particles at the shower maximum. The blue region is chosen since it is

close to the horizontal axis, in this location the shower development in the vertical direction

does not exhibit incident angle effect while in the transverse direction it does. Figure 3.10

shows the y ∼ 0 intersection of the vertical shower shape using towers on the same column

as the central tower being hit by the photon. A set of the shower parameters (a’s and b’s)

are obtained by the TMinuit minimization routine.

The shower parameters obtained from the fit are shown in Table 3.1. Note that the a’s

need to be normalized to 1 before being compared to the previous results or applied to the

actual reconstruction. Notice that all of the parameters can be fixed just by measuring the

shape at the y ∼ 0 intersection since the 2-dimensional shower function is symmetric around

its central axis.

Figure 3.11 shows the comparison between shower shapes in simulation (black points)

and that in data (dashed blue line). The data shower shape is slightly wider in the hip area.
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Figure 3.10: Left: Vertical shower shape measured in the blue area. Right: Log-scale zoom

in on the tails

a1 a2 a3 b1 b2 b3

1.06841 0.150087 -0.171292 0.37491 0.860969 0.386676

Table 3.1: parameters of the symmetric shower shape
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Figure 3.11: Left: comparing symmetric shower shape in data (dashed blue line) and

simulation (black points). Right: Log-scale zooming in on the tails
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The incident angle effect can be easily seen in the transverse shower shape obtained from

the same group of cells in the blue region. This time only the cells on the same row as the

central cell are included, as shown in Figure 3.12.
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Figure 3.12: Horizontal shower shape fitted by an asymmetric shower function incorporating

incident angle effect.

The transverse shower shape can be nicely fit by an asymmetric shower function obtained

through the following procedure. Basically, when an incident angle is involved, the shower

shape that is seen at the transverse detector plane is a projection of the 3D shower distribu-

tion, with its longitudinal component mixed in to the transverse profile. Therefore the most

exact way to describe this type of shower shape would be having a differential 2D shower

function T (x(z), y(z)) convoluted with the longitudinal shower development G(z), so that

the final shower function can be written as

f(x, y) =

∫
T (x− xc(z), y − yc(z)) ·G(z)dz (3.6)
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But in practice the exact form of the differential transverse shower function T (x, y)

at depth z can not be determined experimentally. T (x(z), y(z)) represents the transverse

shower profile within an infinitesimal longitudinal z-slice. So the best thing one can do is to

approximate the integral by a finite sum

f(x, y) =
∑
i

gi · T̂ (x− xci(zi), y − yci(zi)), (3.7)

where the overall shower distribution is split up into several z-slices, each with a finite

thickness. The transverse shower profile of each slice T̂ (x, y) can be measured in simulation

by only accumulating Cherenkov photons generated within that slice. All the z-slices are then

added up with a weighting factor gi which approximates the longitudinal shower development.

The weighing factors are proportional to the number of Cherenkov photons generated within

each z-slice which have propagated to the photo-cathode of the PMT. The incident angle

effect comes into the equation through the z-dependence of the shower center (xci, yci) of

each slice

xci =xcmax + tanθx · (zci − zcmax)

yci =ycmax + tanθy · (zci − zcmax)
(3.8)

in which (xcmax, ycmax) are the position of the shower center in the z-slice that has the

highest weight, this coordinate will be reported as the position of the photon. In summary,

(xcmax,ycmax, tanθx, tanθy) are the variable parameters obtained from the fit during recon-

struction. They can be initialized by the similar parameters from the cluster. To extract

the weights and transverse shower shapes within each z-slice a procedure similar to the sym-

metric shower shape measurement in the vertical direction is conducted on the group of cells

in the blue region, only this time the Cherenkov photons generated within a particular slice

were counted and others are ignored. Figure 3.13 shows the group of shower shapes measured

in 6 z-slices which are used to form the final incident angle dependent shower function.

It can be seen that as the shower progresses into the lead glass it becomes wider and

wider. Figure 3.14 shows the distribution of Cherenkov photon yield within each slice as a
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Figure 3.13: Transverse shower shape in different z-slices. zbin1: (0, 7.5cm), zbin2:

(7.5cm, 15cm), zbin3: (15cm, 22.5cm), zbin4: (22.5cm, 30cm), zbin5: (30cm, 37.5cm), zbin6:

(37.5cm, 45cm). All distances are measured from the front surface of the lead glass54



fraction of the total yield. The mean of each distribution is used as the weight of each shower

function T̂ (x(z), y(z)). In this plot the 3rd slice has the highest weight, therefore the shower

center of the 3rd slice will be used as the (xcmax, ycmax) and reported as the reconstructed

position of the photon.
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Figure 3.14: Cherenkov photon yield of each z-slice as a fraction of the total

Note that since the shower max position depends on the energy of the primary photon

the weighting factors will have energy dependence too. An improvement of the current

shower shape model would be a parameterization of the weights gi in term of energy. For

the current study constant weighting factors have been used which are derived from 40 GeV

single photon simulations as shown in this case. The same asymmetric version of the shower

function is used in both data and simulation. Reconstructed variables in data and simulation

such as the two-photon separation Dγγ will be compared in larter part of this chapter.
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3.3.4 Constructing π0 candidates

π0 candidates are constructed by finding all possible photon pairs, namely each reconstructed

photon will be paired up with all other photons in the same event and their pair masses and

total energies will be calculated. This procedure guarantees the inclusiveness from an exper-

imental point of view and the result can be compared to theory calculations. Experimentally

very asymmetric decays of π0, e.g. those with Zγγ → 1 will likely produce a photon out of

the detector acceptance. So a Zγγ < 0.8 cut is applied to the photon pairs included in the

final result. This cut also removes a large portion of the background pairs dominated by the

abundant low energy photons. Figure 3.15 is an illustration of the reconstructed pair mass

distribution from all of the data taken within a single day.

Figure 3.15: Mass distribution of photon pairs, data taken within a single day

3.4 Calibration

Calibration is the procedure of calculating gain constants of each PMT tubes such that the

amplitudes of electronic signals (ADC) can be converted into energies for physical measure-

ments. The calibration of the FMS are divided into two stages, online and offline. The goal

of online calibration is to configure the detector such that it can maintain close to an ideal
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gain setting where all of the channels participate in the trigger uniformly. The gain factors

obtained from online calibration are used to update the high voltage for each channel in an

iterative procedure to achieve almost the ideal setting. With the desired gain setting the

entire detector system triggers with constant transverse energy ET threshold.

The offline calibration are usually conducted after the data-taking. Its goal is to calculate

the corrections of the gain factors of each channel on top relative to its ideal gain. This is

done by collecting the reconstructed π0 candidates associated with a specific cell (daughter

photon having higher energy on the cell). Additional cuts on the π0 candidate such as

isolation requirements are applied to further reduce the background. The gain corrections

are calculated as the ratio of nominal π0 mass and the reconstructed mass from the sample

associated with the cell. Details of the offline calibration can be found in [57]. During the

run LED signals on each channel are activated at 1Hz and are taken with the LED trigger.

The amplitude of LED signals serves as a gauge for keeping track of the gain drifting over

time and has been used to make time-dependent gain corrections.

3.5 Simulation of the FMS responses

This section provides details on the FMS-related detector and physics simulations, which

are essential in understanding the composition of the π0 candidate samples as well as the

uncertainties in their energy scales. The FMS simulation runs within the STAR GEANT3

simulation framework (GSTAR) which contains the geometry and material definitions of all

existing STAR detector subsystems. The framework also facilitates adding new detectors for

future upgrade studies. For most detectors as the particles traverse the sensitive volumes

the energy deposit in each step (hit) along the trajectory is calculated. In the end the total

energy deposit within the sensitive volumes of a single detector element is usually converted

to ADCs by a simple parameterized function or a more realistic digitizer. However for

FMS simulations it was found that the simple energy deposition model is not sufficient

for describing the shower shapes [57]. Tracing the generated Cherenkov photons as they

propagate through the glass and taking into account of effects such as light attenuation and
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loss at surface reflections are needed for a better descriptions of the data.

3.5.1 FMS geometry setup

Figure 3.16 shows the front and top view of the FMS geometry in GSTAR, together with a

50 GeV single π0 event.

Figure 3.16: FMS geometry in GSTAR together with a 50 GeV single π0 event

The lead glasses are wrapped with 10µm thick aluminized mylar. In order to compensate

for the absence of total internal reflection at the glass-air boundary the reflection coefficient

at the glass-mylar surface is increase by 7% [57] compared to what was measured in ref. [52].

Figure 3.17 shows the surface reflection coefficient and absorption length of the lead glass vs

the energy of the optical photon. Note that uniform optical properties are used for all FMS

lead glasses but in practice the radiation damages of each glass are not nearly the same.

Some of the lead glass in the array are even made of radiation hard materials.

The diameter of the PMT photo-cathode is 51mm for large cells and 26.6mm on average

for small cells. Figure 3.18 shows the efficiency of the photo-cathodes in converting photons

to photo-electrons. Tracing optical photons as they propagate through the lead glass can

be time-consuming. To speed up the simulation, the cathode efficiency is used to randomly

remove optical photons when they are produced, instead of when they reach the photo-

cathode at the end of the lead glass.
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Figure 3.17: The surface reflection coefficient and absorption length of lead glass used in

simulation
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Figure 3.18: PMT photo-cathode efficiency used in simulation
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3.5.2 Data simulation comparison

To generate proton-proton collision events in simulation the PYTHIA6 [59] event generator

was used together with its TuneA configuration [60]. The width of the Gaussian distribution

of the intrinsic parton transverse momentum kT was set to 0.5 GeV/c in order to match

previous STAR results on forward π0 cross-sections [61] [62]. To enhance the statistics of

high-pT samples, the simulation set was separated into 5 partonic pT bins, (2, 4), (4, 8), (8,

16), (16, 32) and (32, ∞) GeV, with 250K events generated for each bin. Then they are

normalized to the same luminosity of 1pb−1. The calibration constants in the simulation are

used to convert photo-electron counts to energies and are evaluated with the reconstructed

π0 masses at 25 GeV for the large cells and 40 GeV for small cells. These anchor points are

the same in both data and simulation. There is a weak energy dependence for the calibration

constants in simulation due to the light attenuation of the lead glass. Higher energy photons

will initiate their showers deeper into the lead glass. Therefore the propagation length for

the generated optical photons to reach the photo-cathode is shorter, incurring less light

attenuation. In data due to the graying of the lead glass caused by radiation damage the

attenuation effect is usually stronger and varies cell-by-cell. The energy-dependent gain

shift is corrected by ensuring that the reconstructed mass of η mesons is constant over

the energy range considered. η mesons are chosen for the task instead of π0 mesons due

to the larger opening angles of the daughter photons, therefore less systematic effects on

the reconstructed pair mass from di-photon separation (Dγγ) measurement compared to π0.

Figure 3.19 shows the ratio of reconstructed di-photon separation to generated for π0 and η

mesons from PYTHIA. The reconstructed photons are matched to daughter photons of π0

or η based on the distance between them.

It can be seen that for π0 at higher energies when the two daughter photons come closer to

each other the reconstructed separation can be systematically larger than the true separation,

whereas for η meson there is no such effect. In data this also partially accounts for the

observed shift of reconstructed π0 mass towards larger values at higher energy. But since

this analysis is not about precisely measuring the π0 mass, as long as the π0 can be identified
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Figure 3.19: Ratio of reconstructed di-photon separation to generated. Left: π0. Right: η

and its yield determined, one will be able to extract its production asymmetries. In order

to see to what extent simulations can reproduce this effect in data, Figure 3.20 shows the

comparison between the di-photon separation in the data and the simulation for photon pairs

with mass Mγγ < 0.3 GeV (Mπ0 = 0.135 GeV) vs reconstructed pair energy. Figure 3.21

shows a similar comparison for photon pairs having 0.5 GeV < Mγγ < 0.8 GeV (Mη = 0.548

GeV).

Figure 3.20: Di-photon separation vs pair energy in the data and the simulation, Mγγ <

0.3 GeV
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Figure 3.21: Di-photon separation vs pair energy in data and simulation, 0.5 GeV < Mγγ

< 0.8 GeV

For π0 candidates the overall difference in Dγγ reconstruction between data and simula-

tion is within ∼ 5%, while for η candidates the discrepancy is negligible. PYTHIA + GSTAR

simulations are used to extract the π0 signal and background contributions to the di-photon

mass distribution. Figure 3.22 shows the comparison between the data and simulation for

the mass, energy, energy sharing Zγγ and pseudorapidity of the pair. The plots are made for

events satisfying the high-threshold Jet-Patch trigger (JP2).

The Mγγ and Zγγ distributions show good agreement between the data and the simu-

lation. The agreement for the pair energy and pseudorapidity distributions is not as good.

One of the reasons for this is that the behavior of the trigger was not simulated accurately

due to the presence of detector non-uniformities in the data. For example, a few channels in

the low pseudorapidity region might have higher than usual gains during the run therefore

would trigger more frequently than other channels. Thus although offline calibration could

estimate their actual gains accurately, there are still some channels which can produce an

excess of photon pairs in the vicinity of the trigger threshold energy, which is around 40 GeV

for the JP2 trigger.
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Figure 3.22: Data simulation comparison. Top Left: pair mass. Top Right: pair energy.

Bottom Left: pair energy sharing. Bottom Right: pair pseudorapidity
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3.5.3 Extracting the signal and background shapes from simulation

The di-photon mass distributions are used to extract the proportions of π0 signals and

backgrounds for asymmetry calculations. Since there is fairly good agreement between the

mass distributions in the simulation and the data, the signal and background shapes can be

modeled from the simulation, by matching the reconstructed photon to generated photon

from the π0 decay. Figure 3.23 shows one of the results, the decomposition of the raw

di-photon mass distributions according to the origins of the photon pair.

Figure 3.23: Mγγ decomposition in simulation

Note that γγ combinatorics means both of the reconstructed photons are matched to the

daughter photons of a π0 or η but they do not have the same parent. For each of the energy

bins or (E, pT ) bins considered in the final analysis the shape of the mass distribution of the

π0 daughters are modeled with a skewed Gaussian function, while the rest of the components

are lumped up together as background and are modeled with a 3rd order polynomial function.

Figure 3.24 shows an example of such fits for simulated data from a single energy bin.
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Figure 3.24: Fits to the signal and background shapes in simulation. 48 GeV < Eγγ < 53

GeV.

3.6 Asymmetry calculations

In this thesis work, both the inclusive asymmetries for π0 and the event topology dependence

of Aπ0

N are measured and characterized. The method of extracting Aπ0

N from the data will

be discussed with the inclusive asymmetry measurements. The study of event topology

dependence uses the same approach for asymmetry extraction except the samples are further

selected with additional requirements to characterize the event structure.

3.6.1 Inclusive Aπ0

N measurements

The signal and background templates are fitted to the di-photon mass distributions in the

data, from which the fractions of π0 signal pairs and background pairs are evaluated. The

shape parameters of the templates are derived from simulation and used as the initial values

of the fit. However they are allowed to vary during the fit. This is to account for the fact

that the simulation does not fully reproduce data distributions and the full trigger mix is

used in the data while only JP2 is selected for simulation. The dataset is divided up into

several subsets each corresponding to a single fill. A fill represents an injection and store

cycle of the proton beams in RHIC for collisions. A fill usually lasts about 6 to 8 hours. The

final asymmetries are calculated fill-by-fill and then the average is taken. Figure 3.25 shows
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an example of fitting to the di-photon mass distribution in the data for a single fill.

Figure 3.25: Signal and background fits to Mγγ distribution in data, 48 GeV < Eγγ < 53

GeV. Gray area: signal region. Shaded area: sideband region.

The mass range considered for asymmetry calculation is 0.0 < Mγγ < 0.3 GeV. This

range is further divided into 2 regions, the signal region (0.1 GeV < Mγγ < 0.2 GeV) and the

sideband region (0.0 < Mγγ < 0.1 GeV ∪ 0.2 < Mγγ < 0.3 GeV). As shown by the fits both

signal and sideband regions contain π0 signal and background contributions, so the following

relations hold for the total asymmetries in these two regions

A
totalsig
N =fsigsig ∗ Aπ0

N + (1− fsigsig) ∗ A
bkg
N

Atotalsb
N =fsigsb ∗ Aπ0

N + (1− fsigsb) ∗ A
bkg
N

(3.9)

In eq. 3.9 A
totalsig
N and fsigsig denote the raw asymmetries and signal fractions in the signal

region, whereas Atotalsb
N and fsigsb denote the same quantities in the sideband. Note that the

average background asymmetries are assumed to be the same in the signal region and the

sideband. By solving these two equations simultaneously one can extract the asymmetries

of the π0 signal and the background. Figure 3.26 shows the π0 signal fractions in the signal

region vs fill number for the energy bin (48, 53) GeV. It is calculated with two methods: 1)
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run-by-run fits to the mass distributions and taking the average over the runs in the same

fill or 2) directly fitting the data from the entire fill. These two methods produced consistent

results. Figure 3.27 shows the π0 signal fractions in the sideband region vs fill number.

Figure 3.26: π0 fractions in the signal region 0.1 GeV < Mγγ < 0.2 GeV vs relative fill

number. 48 GeV < Eγγ < 53 GeV.

The signal and background fractions are used by eq. 3.9. Another piece needed in eq. 3.9

to calculate the signal and background asymmetries is the raw asymmetry Atotal
N in signal and

sideband regions (Atotalsig
N , Atotalsb

N ). Atotal
N is calculated by the azimuthal angle dependence

of the cross-ratio (ratio of the product of yields with up and down spin configurations)

pol · Atotal
N cosϕ =

√
N↑(ϕ)N↓(ϕ+ π)−

√
N↓(ϕ)N↑(ϕ+ π)√

N↑(ϕ)N↓(ϕ+ π) +
√
N↓(ϕ)N↑(ϕ+ π)

(3.10)

When eq. 3.10 is applied to A
totalsig
N then N↑sig(ϕ) represents the count of photon pairs at

azimuthal angle ϕ and having Mγγ within the signal region (0.1 GeV, 0.2 GeV), when the

the spin of the incoming polarized proton is pointing up. pol is the average polarization of

the beam. Eq. 3.10 can be derived from the expression for the spin-dependent yield N↑(ϕ)

N↑(ϕ) = ϵ↑L↑(1 + pol · ANcosϕ) (3.11)
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Figure 3.27: π0 fractions in the sideband 0.0 GeV < Mγγ < 0.1 GeV ∪ 0.2 GeV < Mγγ <

0.3 GeV vs relative fill number. 48 GeV < Eγγ < 53 GeV.

Where ϵ↑ and L↑ are the spin-dependent detector acceptance and luminosity. These factors

cancel out in the cross-ratio calculation.

In practice the azimuthal angle ϕ on the detector is divided into 10 bins and the pair of

ϕ pieces opposite to each other are used to form the cross-ratio for that specific angle, as

shown in Figure 3.28. The calculated raw asymmetry for each ϕ is then plotted against cosϕ

and fitted by a linear function, for which the slope determines pol ·Atotal
N . Figure 3.29 shows

an example of extracting pol · Atotal
N from the cosϕ dependence of the cross-ratio

Combining all the steps above, the π0 signal asymmetry Aπ0

N as well as the background

asymmetry Abkg
N can be calculated for the selected kinematic range on a fill-by-fill basis using

the fill-averaged beam polarizations (pol). Figure 3.30 shows Aπ0

N vs relative fill number. The

average of Aπ0

N over all of the fills is taken as the measured π0 asymmetry in that particular

kinematic bin. For this analysis the inclusive π0 transverse single spin asymmetries are

measured against π0 energy as well as its transverse momentum given an energy range. The

final results and estimates of their uncertainties will be discussed in the next chapter.
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Figure 3.28: Blue: a pair of phi bins used for the cross-ratio calculation

Figure 3.29: Extracting Atotal
N from the cosϕ dependence of the cross-ratio for a specific mass

range and energy bin
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Figure 3.30: π0 signal asymmetry Aπ0

N vs relative fill number. 48 GeV < Eγγ < 53 GeV

3.6.2 Event topology dependence of Aπ0

N

In addition to the inclusive asymmetry measurements, the large acceptance of the FMS at

forward rapidities also allows for the study of how the amplitude of Aπ0

N depends on the

event activities in the neighborhood of the π0. Until now, all of the theoretical treatments

of TSSAs are based on an assumption that the observed π0 is a result of the fragmentation

of partons originating from hard-scatterings. The fraction of the parton’s momentum taken

by the π0 is denoted by z, which to some extent also represents how complex the final state

event structure is. For example if the z of the π0 is very close to 1 that means the final

products from the fragmentation are dominated by the π0 with some very soft particles at

low energies. If on the other hand the z of π0 is an intermediate value ∼ 0.4 there could be

significant amount of energy shared by other final state products. Thus the resultant events

could have more complex topologies involving multiple particles.

Models based on the initial-state effects for TSSA do not have preferences on how the

fragmentation variable will affect Aπ0

N because the asymmetry is entirely generated by the
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partons inside the proton before the scattering. Final-state models such as the Collins effect

predict a z-dependence of AN , which can be understood as follows: At very low z the parton

or jet momentum is dominated by other products from the fragmentation. Even though the

π0 can be off the jet axis therefore having non-zero transverse momentum kT relative to its

parent parton, the magnitude of kT is not large enough to generate significant asymmetries.

On the other hand at very high z the parton (or jet) momentum is going to be dominated

by the π0 itself, which prevents the π0 from having sizable kT with respect to the parton,

therefore the asymmetries will be small too. Only when the π0 has an intermediate z value

can it have a significant value of AN . Figure 3.31 shows a recent extraction of the Collins

fragmentation functions from SIDIS and e+e− annihilation processes for u → π+ (favored)

and u→ π+ (unfavored) [63]. The fragmentation function has the expected behavior as the

above reasoning.

Figure 3.31: Collins fragmentation function extracted from SIDIS and e+e− annihilation

A full jet reconstruction at the forward rapidities in STAR is not possible due to the lack

of hadronic calorimeters. But one can still tap into the final-state effects especially the z-

dependence of AN by studying the π0 inside the electromagnetic component of a jet. The EM

component of the jet is obtained by a jet finding algorithm using the reconstructed photons

from the FMS. The event activities in the vicinity of the π0 is characterized by the fraction

71



of the momentum of the EM-jet taken by the π0, denoted by zem. The zem dependence of

Aπ0

N reflects how the asymmetry is affected by the degree of isolation of the π0. To obtain

an overview of the global event structure Figure 3.32 shows the azimuthal angle correlations

between a π0 candidate in the FMS and the rest of the FMS photons, as well as between a

FMS π0 candidate and the jets reconstructed from the Barrel Electro-Magnetic Calorimeter

at mid-rapidity (|y| < 1). Due to the lack of TPC readout in the FMS dataset only the EM

component of the mid-rapidity jet can be reconstructed.

Figure 3.32: FMS π0-FMS γ and FMS π0-BEMC jet azimuthal angle correlations. ∆ϕ =

ϕπ0 − ϕjet.

For this analysis, jets in the FMS and BEMC are reconstructed by anti-kT algorithm [64]

with distance parameter R = 0.7. It can be seen from the top row of Figure 3.32 that the

presence of additional photons in the neighborhood of a π0 candidate greatly enhances the
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correlation strength on the near-side (∆ϕ ∼ 0) due to the rapid increase of the combinatorial

background. For some of the events there are also increased activities on the away-side

(∆ϕ ∼ π) of the π0 candidate either in the forward rapidity (top row) or in the mid-rapidity

(bottom row). These are generated by the fragmentation of the other hard-scattered parton.

The event topology dependence of Aπ0

N is studied under two extreme scenarios. First

AN is measured for the reconstructed jets that only contain two photons and the mass of

the photon pair is less than 0.3 GeV. This sample is dominated by isolated π0 with nothing

around it. Next another AN is measured for π0 inside a jet which contains more photons

other than the daughters of the π0. This requirement is enforced by the cut zem < 0.9,

where the 0.9 cut of zem only removes highly isolated π0 (with zem ∼ 1). For the second case

a background subtraction procedure similar to the inclusive measurements was performed

in order to calculate the π0 signal asymmetries. One can imagine that in this scenario

the combinatorial background can be higher than the inclusive π0 due to the presence of

additional photons next to the π0. This is indeed the case and one of the example is shown

in Figure 3.33. The di-photon mass distribution is Figure 3.33 can be directly compared

with the inclusive mass spectrum shown in Figure 3.25, from which a clear enhancement in

the background level is observed.

Figure 3.33: Di-photon mass distribution for photons in jet with zem < 0.9
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The comparison of asymmetries between inclusive π0, isolated π0 and π0 in jets with zem

< 0.9 will be discussed in the next chapter. With the reconstructed EM-jets and π0 one can

also measure the Collins asymmetries of the π0 azimuthal angle distribution with respect to

the jet axis. Results of the Collins asymmetry will also be discussed in the next chapter.
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CHAPTER 4

Results

This chapter presents the main results of the inclusive π0 transverse single spin asymmetry

measurements in transversely polarized proton-proton collisions at
√
s = 500 GeV. The

observation of the event topology dependence of Aπ0

N as well as the measurement of the

Collins asymmetries of π0 will also be shown and discussed.

4.1 Inclusive π0 transverse single spin asymmetries

The transverse single spin asymmetries of π0 signal and the background can be calculated

by eq. 4.1.

A
totalsig
N =fsigsig ∗ Aπ0

N + (1− fsigsig) ∗ A
bkg
N

Atotalsb
N =fsigsb ∗ Aπ0

N + (1− fsigsb) ∗ A
bkg
N

(4.1)

In practice Aπ0

N is computed on a fill-by-fill basis, then the average is taken as the final

result. An example of Aπ0

N vs fill number is shown in Figure 3.30. Figure 4.1 shows the result

of the inclusive π0 and background asymmetries vs Feynman-x xF .

In Figure 4.1 the π0 asymmetries are calculated for both positive xF and negative xF

regions. The data points with negative xF are obtained by sorting the spin of the proton

according to the polarization of the beam going away from the FMS (the Yellow beam),

for which the detector is located at the backward rapidity region. The asymmetries for

negative xF is consistent with zero since the spin of low-x soft partons do not maintain

significant correlations with the spin of their parent proton. A large Aπ0

N is observed in the

positive xF region and its magnitude increases with xF , while the background asymmetries

is systematically lower. The background asymmetry is non-zero at high xF since the major
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Figure 4.1: Transverse single spin asymmetries of inclusive π0 and background

background contribution is from the combinatorics of photons from different π0, mostly at

low energy, therefore the photons themselves partially carry the asymmetries of their parent

π0.

The transverse momentum dependence of Aπ0

N is also important for testing theoretical

models. Figure 4.2 shows the pT dependence of Aπ0

N in two xF bins. The uncertainty

estimations of Aπ0

N as well as the energy scales of the π0 will be discussed in later part of this

chapter.
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Figure 4.2: pT dependence of Aπ0

N in two xF bins
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4.2 Event topology dependence of Aπ0

N

The event topology dependence of π0 asymmetries is characterized by measuring Aπ0

N under

two extreme scenarios. First the asymmetry is measured for isolated π0 with nothing in their

vicinity. The isolation condition is defined by an anti-kT jet algorithm with the distance

parameter R = 0.7 and requiring nothing else in the jet except the two photons from the

π0 decay. In the other extreme, the asymmetry is measured for the π0 that must be part

of the EM component of a jet and the π0 momentum as a fraction of the momentum of

the jet’s EM component is less than 0.9 (zem < 0.9). This means that there must be other

particles in the same jet which contribute to the jet’s total EM component. Figure 4.3 shows

the comparison of the asymmetries obtained under these two scenarios, together with the

inclusive π0 asymmetry.
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Figure 4.3: Comparing the asymmetries of inclusive, isolated and non-isolated π0

At high xF , there is significant difference between the asymmetries of isolated π0 and

non-isolated π0. Note that for isolated π0 the zem is effectively at 1. Comparing to the zem

< 0.9 cut applied to the non-isolated π0 sample this difference means there is either very

dramatic zem dependence of the asymmetry in going from 0.9 to 1, or these two scenarios

actually correspond to different physical processes involved and only one of them is respon-
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sible for the observed large Aπ0

N . Note that the jet reconstructed in this analysis is only

the electromagnetic component, charged hadrons produced from the parton fragmentation

do not register significant signals in the FMS most of the time therefore the jet sample has

significant bias due to the FMS detector. A more complete analysis can be done in the future

with the full electromagnetic and hadronic calorimeters in the forward rapidities of STAR.

4.3 Collins asymmetries of π0 in jet

The Collins effect manifests itself as an azimuthal angle (Collins angle ϕC) modulation of

the π0 yield around the jet axis. The sign of the modulation depends on the orientation

of the proton spin and the flavor of the quark involved in the hard scattering. Figure 4.4

shows the geometry of the Collins mechanism. In practice the Collins angle ϕC is calculated

by ϕC = ϕS - ϕH where ϕS represents the angle between the proton spin and the scattering

plane formed by the beam direction and the jet momentum vector and ϕH is the azimuthal

angle of the produced hadron (π0 in this case) in a Cartesian coordinate system defined by

the beam direction, jet momentum vector and the proton spin. The definition of the Collins

angle in this analysis is identical to that used in the Collins asymmetry measurements in the

mid-rapidity at STAR [65].

Figure 4.4: Collins mechanism in pp collisions
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The total, π0 signal and background Collins asymmetries A
sin(ϕS−ϕH)
UT are related by an

equation similar to eq. 3.9. The asymmetry is measured as a function of xF and zem sep-

arately. Figure 4.5 shows an example of the fits to the di-photon mass distributions in a

single zem bin. Figure 4.6 shows the π0 Collins asymmetry vs zem as well as the background

asymmetry. Figure 4.7 shows the Collins asymmetry vs xF . Compared to the π0 single

spin asymmetries the magnitude of the Collins asymmetry is much smaller. This behavior is

expected in theory due to the cancellation of u and d quark contributions to the π0 Collins

fragmentation function. The systematic uncertainty of this measurement will be discussed

in the next section.

Figure 4.5: Signal and background fits to Mγγ distribution in data, 0.6 < zem < 0.7 and

pjetT > 2GeV. Gray area: signal region. Shaded are: sideband.

4.4 Uncertainties in the asymmetry measurements

For the asymmetry calculations the statistical uncertainties of Aπ0

N and A
sin(ϕS−ϕH)
UT originate

from the uncertainties in the yield of the photon pairs with 0 GeV < Mγγ < 0.3 GeV. The

systematic uncertainties mainly come from the uncertainties in estimating the π0 signal and

background fractions as well as the beam polarization. An additional systematic uncertainty
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Figure 4.6: π0 Collins asymmetry v.s. zem. Blue: signal. Green: background. Vertical bars

are the statistical uncertainties while the bands are systematic uncertainties due to Collins

angle resolutions.
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for the Collins asymmetry measurements comes from the resolution of the Collins angle which

dilutes the amplitude of the Collins asymmetry. As most of the asymmetries are measured

within specific energy or transverse momentum bins the systematic uncertainties associated

with the energy scales are also important.

4.4.1 Statistical uncertainties of Aπ0

N and A
sin(ϕS−ϕH)
UT

Since both Aπ0

N and A
sin(ϕS−ϕH)
UT are calculated by eq. 4.1 they can be expressed by the

following functional form (take Aπ0

N as an example)

Aπ0

N =F (fsigsig , fsigsb , A
totalsb
N , A

totalsig
N )

Abkg
N =G(fsigsig , fsigsb , A

totalsb
N , A

totalsig
N )

(4.2)

By Differentiating eq. 4.2 with respect to Atotalsb
N and A

totalsig
N one can obtain the statis-

tical uncertainties for Aπ0

N and Abkg
N through the standard propagation of uncertainties. The

uncertainties of the total asymmetries contribute to σ
Aπ0

N
and σAbkg

N
quadratically via coeffi-

cients such as ∂Aπ0

N

∂Atotal
N

. These coefficients can be calculated by solving eq. 4.1. Uncertainties

of Atotal
N are obtained as follows.

According to the cross-ratio formula 3.10, Atotal
N receives contributions from the beam

polarization uncertainties and the uncertainties in the raw asymmetry

ϵ =

√
N↑(ϕ)N↓(ϕ+ π)−

√
N↓(ϕ)N↑(ϕ+ π)√

N↑(ϕ)N↓(ϕ+ π) +
√
N↓(ϕ)N↑(ϕ+ π)

(4.3)

The azimuthal angle ϕ is usually measured with high precision and its resulting error is

negligible compared to other uncertainties. The beam polarization uncertainty combines the

overall scale uncertainty of p-Carbon/H-jet polarimeters and the fill-to-fill systematic uncer-

tainties over the 29 fills included in this analysis. The final beam polarization uncertainty is

5.2%. The uncertainty in the raw asymmetry ϵ is
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σ2
ϵ =

(N↑(ϕ) +N↓(ϕ+ π))(N↓(ϕ) +N↑(ϕ+ π))[√
N↑(ϕ)N↓(ϕ+ π) +

√
N↓(ϕ)N↑(ϕ+ π)

]4
=+

(N↓(ϕ) +N↑(ϕ+ π))(N↑(ϕ) +N↓(ϕ+ π))[√
N↑(ϕ)N↓(ϕ+ π) +

√
N↓(ϕ)N↑(ϕ+ π)

]4 (4.4)

4.4.2 Systematic uncertainties of the signal fractions

By Differentiating eq. 4.2 with respect to fsigsig and fsigsb one can compute the systematic

uncertainties of Aπ0

N and Abkg
N due to the uncertainties in the signal fractions. The main

contribution to the uncertainties of the signal fractions comes from the fitting procedure.

For this analysis the propagation of the uncertainties of the fitting parameters to the signal

fractions was done by a toy Monte Carlo simulation. The analytical method for uncertainty

propagation involves complicated expressions and can only be solved by approximation. The

toy Monte Carlo simulation generates pseudo-random numbers which reproduce the covari-

ance matrix of the 8 parameters (4 parameters for π0 signal, the other 4 for the background)

obtained from fitting the signal and background templates to the data. For each set of 8

fitting parameters a new signal fraction can be calculated. The sample of all signal fractions

from running the Monte Carlo simulation can be used to estimate the variations of these

fractions caused by uncertainties in the fitting parameters. Figure 4.8 shows the workflow of

the toy Monte Carlo simulation.

First the covariance matrix of the 8 parameters is obtained from fits to the Mγγ distri-

bution in data (e.g Figure 3.25). This covariance matrix (Cov) can be factorized into the

product of a lower triangular matrix (U) and its conjugate transpose (UT ) by the Cholesky

decomposition.

Cov = UUT (4.5)

Then the U matrix is used to correlate a set of 8 random variables sampled independently

from the standard normal distribution N(0, 1). Each set of transformed variables can be
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Figure 4.8: The toy MC routine to propagate uncertainties in fitting parameters to the

signal fraction

considered as a result of conducting a pseudo-experiment of fitting the signal and background

templates to a different data set. Therefore a new signal fraction can be calculated from a

set of fitting parameters obtained from the sampling procedure. Finally the width of the

distribution of the signal fractions can be used as the uncertainty of fsig. Figure 4.9 shows

an example of fitting to the distribution of π0 signal fractions obtained from running the MC

routine multiple rounds.

4.4.3 Systematic uncertainties in A
sin(ϕS−ϕH)
UT due to Collins angle resolutions

The resolution of the Collins angle is estimated by comparing the reconstructed Collins

angle to the one generated in simulation, for the pair of reconstructed π0 and its matched

π0 generated by PYTHIA as well as their associated jets at detector level and particle level

. Figure 4.10 shows the distributions of the difference between the reconstructed Collins

angle and the generated one for 6 zem bins. To estimate the reduction of the amplitudes of

the Collins asymmetry due to this resolution effect, a sinϕC modulation of the π0 yield is

generated in a toy Monte Carlo model for each zem bin. The ϕC angle of each entry is then

smeared according to the resolution shown in Figure 4.10. The result of this angle smearing
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Figure 4.9: Fitting to the π0 signal fraction distribution from toy MC for the 70 GeV energy

bin.

is a different sinϕC modulated yield with reduced amplitude, as shown in Figure 4.11. In

practice it is found that the initial amplitude of the sinϕC modulation does not affect the

degree of reduction. The ratio of the amplitude before and after the smearing is taken

as a relative systematic uncertainty of Asin(ϕS−ϕH)
UT . It is a one-sided uncertainty since the

resolution effect will always reduce the true Collins asymmetry. This uncertainty is shown

as the blue and green bands in Figure 4.6 and 4.7.

4.4.4 Systematic uncertainties of the energy scales

Uncertainty of the π0 energy is estimated by comparing the mass of the reconstructed π0 in

data and simulation. For this method to work other effects in reconstructing the π0 mass

need to be quantified. These include the di-photon separation (Dγγ) measurement and bin-

migrations of the reconstructed mass due to the energy resolution and the steeply falling

energy spectrum.

The highest energy bin in the xF dependence of the Aπ0

N measurement (Figure 4.1) is (75,

90) GeV. Comparisons of Dγγ in Figure 3.20 shows that Dγγ in simulation is higher than
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Figure 4.10: Difference between the reconstructed Collins angle and the generated Collins

angle in PYTHIA for 6 zem bins
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Figure 4.11: Reduction in the amplitude of sinϕC modulation due to ϕC resolutions
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that in data by ∼ 5% for this region. As a result the reconstructed π0 mass in simulation

could be 5% higher than that in data even if the energy scales in data are determined

correctly. As an initial test, single π0 events are generated in simulation with a flat energy

distribution. Figure 4.12 shows an example of comparing the reconstructed π0 mass from

this single particle simulation sample and the fit to the di-photon mass distribution for a

particular (Eγγ, pT ) bin in data.

Figure 4.12: Comparing π0 in data and the reconstructed mass from single π0 simulation

sample

The reconstructed π0 mass is 0.17 GeV for the simulation sample and 0.18 GeV for

data, both are higher than the PDG value of π0 mass. Part of the reasons for this effect

has been discussed in the data simulation comparison section of Chapter 3, where it was

shown that the di-photon separation tends to be over-estimated for π0 (Figure 3.19). The

other reason could potentially come from the insufficient correction for the bin-migration

effect. Bin-migration refers to the effect of over-estimating the bin-by-bin averages of an

observed quantity compared to its true value when the quantity itself or the variable on

which it depends has a steeply falling distribution and the observation comes with finite

resolutions [57]. Applied to the case of Eγγ measurements one can see that since the true Eγγ

has a steeply falling spectrum towards high energies, for any particular observed energy bin
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there are always going to be more entries migrated from lower energy bins due to resolution

than the entries migrated to the higher energy bins. Therefore the average observed energy

in the bin is always going to be greater than the expected average of the true energy in this

bin. This also applies to any other measurements which depend on the observed energy,

e.g. Mγγ. The strategy implemented in this analysis for correcting such effect is to force

the average of the observed Mγγ of η mesons to be the same as the true value. This puts

the average reconstructed mass within a bin to the correct scale, while in general it under-

estimates the reconstructed masses when they’re compared to their true values one by one.

The later scenario usually requires an unfolding step for measurements that have a strong

dependence on energy. But since the single spin asymmetries do not have such a dramatic

behavior, unfolding is not necessary for this analysis.

As discussed in section 4 of Chapter 3, the energy scale in the data is determined by

calibrating the reconstructed π0 mass at 25 GeV for large cells and at 40 GeV for small cells,

and by forcing the reconstructed η mass to be constant over the energy range included in the

analysis. To correctly compare the reconstructed mass in data and simulation, the simulated

π0 and η samples should have the same energy spectrum as the data. PYTHIA can be used

to generate such samples but the steeply falling energy spectrum of the π0/eta makes it

very hard to collect enough statistics for the high energy bins. The method implemented

here is to generate π0/eta with a flat energy distribution and then re-weight the distribution

according to the Next-to-Leading Order (NLO) pQCD calculations. Figure 4.13 compares the

measurement of π0 and η meson cross-sections at pseudorapidity 3.68 [61] and the prediction

from NLO calculation (by W.Vogelsang et.al.)

Figure 4.14 shows the relative weighting factors derived from the NLO calculation. Its

energy dependence is interpolated by a 3rd order Spline function shown as the red line. In

the simulation for η mesons the energies of the η meson is re-weighted according to this

curve to introduce the bin migration effect shown in Figure 4.15. In Figure 4.15 one can

clearly see that the observed η mass tends to be shifted towards higher values, whereas it

remains flat when generated with flat energy distribution before re-weighting. The red curve

shown in Figure 4.15 is used to make corrections to the energy scales of the π0 candidates in
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Figure 4.13: Comparing forward π0 and η cross-sections to NLO calculation. Blue: η. Red:

π0. X-axis: xF . Y-axis: Ed3σ/dp3 (µbc3/GeV 2)

simulation so as to mimic the procedure of bin-migration corrections in analyzing the real

data. The reconstructed π0 mass after this correction is shown in Figure 4.16 for the same

(Eγγ, pT ) bin as Figure 4.12. The reconstructed π0 mass is 0.16 GeV in simulation, compared

to 0.18 GeV obtained from data. Together with the 5% difference from Dγγ reconstruction,

this indicates the systematic uncertainty in the π0 energy scales can be around 12% at high

energy and transverse momentum.
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Figure 4.14: Weighting factors for η cross-section derived from NLO calculations. It is

applied to a η-only simulation sample with flat energy distribution

Figure 4.15: Reconstructed η mass vs energy after re-weighting
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Figure 4.16: Reconstructed π0 mass in simulation after bin-migration correction
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CHAPTER 5

Simulations for STAR forward calorimeter upgrade

This chapter documents the simulation work done related to a STAR R&D project for de-

tector upgrade at forward rapidity [66]. The goal of the STAR forward upgrade project is to

expand the physics programs of forward rapidity measurements in polarized proton-proton,

proton-nucleus and nucleus-nucleus collisions. Scientific topics covered by the forward up-

grade project include the Sivers/Collins asymmetry measurements with fully reconstructed

jets to examine the TMD factorization framework and and the study of the transverse spin

structure of the proton, transverse single spin asymmetries of Drell-Yan production, longitu-

dinal double spin asymmetry measurement of inclusive jets to constrain the gluon polarized

distribution function at small x, and independent event plane reconstruction for collective

flow studies in heavy-ion collisions. The forward upgrade project also facilitates the transi-

tion of the STAR detector systems in preparation for an electron-ion collider.

The major components of the forward upgrade project are the Forward Calorimeter

System (FCS) and the Forward Tracking System (FTS). This chapter mainly discusses the

FCS design and performance studies.

5.1 FCS design specifics

The Forward Calorimeter System will be located on the west side of the STAR detector

replacing the current FMS. FCS is designed to be a longitudinally segmented, compensating

calorimeter system. It is divided into two sections along the beam direction, a compact

Electro-Magnetic Calorimeter (EMCAL) followed by a Hadronic Calorimeter (HCAL). Fig-

ure 5.1 shows the geometry of the FCS as defined in the GSTAR simulations. Figure 5.2

92



shows the location of the FCS within STAR.

Figure 5.1: FCS geometry used in simulations. Front: EMCAL. Back: HCAL

Figure 5.2: FCS within the STAR detector system

The EMCAL consists of 9600 2.6 cm x 2.6 cm x 17 cm towers made with tungsten

powder and scintillating fibers. Each tower has 780 fibers, 0.047 cm in diameter. The

effective radiation length of the material is ∼ 7 mm. Figure 5.3 shows the layout of a

single EMCAL tower. The straight fiber design was derived from the Spaghetti Calorimeter

(SPACAL) prototype developed by the LAA project at CERN [67]. Compared to the usual
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absorber + scintillator tile sandwich type of configuration, thin fibers embedded in absorber

could achieve low sampling fractions while maintaining high sampling frequency. The former

condition is an important design requirement for compensating calorimeters, namely equal

responses of the detector to EM showers and to hadronic showers [68]. High sampling

frequency guarantees that the detector still maintain good energy resolution for EM showers.

Hadronic showers will penetrate the EMCAL and continue its development in the HCAL,

so the overall compensation condition drives the design requirements of both EMCAL and

HCAL.

Figure 5.3: A single EMCAL tower of the FCS

A prototype of 4x4 EMCAL tower array was built in 2012 and taken to a test-beam

experiment at Fermilab. The energy resolution for electrons and the scintillating light yield

were measured. Figure 5.4 shows the measured energy resolution and the expected resolution

from simulation as a function of incident electron energy.

The measured electron energy resolution is
σE

E
=

12.0%√
E

+ 1.4%

The design of the HCAL is mainly driven by the compensation requirement and cost

considerations. It adopts the same general configuration as the ZEUS prototype hadronic

calorimeter [69]. The dimension of each HCAL tower is 10 cm x 10 cm x 91 cm, equivalent

to 4 nuclear interaction length. It consists of 64 alternating layers of scintillator tiles and

lead absorbers. The thickness of the lead absorber (1 cm) and scintillators (0.25 cm) are
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Figure 5.4: Energy resolution of a 4x4 EMCAL prototype measured in a test-beam experi-

ment. Blue line: simulation.

carefully chosen to achieve compensation. A 4x4 tower array of HCAL was built in 2014

with silicon PMT readout. Figure 5.5 shows the detector response and energy resolution of

the combined EMCAL and HCAL system to electron and π− beams.

The measured π− energy resolution is
σE

E
=

58.0%√
E

+ 1.5%

5.2 EMCAL and HCAL calibrations

The method of calibrating the EMCAL and HCAL has been studied in simulation. The

purpose is to examine to what extent the current detector configuration provides equalized

responses to EM and hadronic showers, and how to combine signals from EMCAL and

HCAL so that the total output is linear in energy and/or achieves the optimal resolution.

This inter-calibration procedure is critical for hadron and jet reconstructions.

In general the calorimeter response is defined as the signal per unit incident energy, where

the signal could be the charge integrated by a front-end readout system or by the photo-

electron yield in the cathode of a photomultiplier tube. For simulation study the calorimeter
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Figure 5.5: Left: Detector response to electron and π− beams. Right: Energy resolutions

for electron and π− mesons. Data obtained from test-beam experiment at Fermilab

response is represented by the amount of energy (Evis) deposited in the sensitive volumes

(scintillators) of the detector per unit incident energy. In the ideal case, the electronic signal

from the readout system will be a linear function of this visible energy Evis. For simple

detector configurations such as the HCAL by itself the visible energy is related to the total

incident energy via

Ee−

vis =eHCAL · Ee−

gen

Eπ−

vis =hHCAL · Eπ−

gen

(5.1)

where eHCAL and hHCAL are the effective sampling fractions of the HCAL for EM showers

and hadronic showers respectively, they quantify the EM and hadronic response of the HCAL.

Figure 5.6 shows the ratio Ee−
vis/E

π−
vis for the HCAL vs the incident energies of e− and π−.

Figure 5.6 indicates that with the default setting of GSTAR hadronic physics routine the

HCAL does not sample hadronic showers as efficiently as EM showers. However it should be

pointed out that this particular behavior can be tuned in GEANT by changing the minimum

energy of the track transport process. Comparisons with the test beam data have to be used

to guide the optimization.

For a longitudinally segmented system such as the FCS, care must be taken when com-

bining the calorimeter signals from both sections. The sampling fractions for even the same
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Figure 5.6: Ratio of visible energies of e− and π− for the HCAL vs incident energy

type of shower could be different between EMCAL and HCAL just because of the different

proportions of active detector volumes and absorbers. For this reason the π− and the e−

signal are defined as the following for FCS:

Ee−

gen =cEMC · EEMC
vis

Eπ−

gen =cHCAL · (EEMC
vis + w · EHCAL

vis )
(5.2)

For EM showers since they are contained in the EMCAL, the calibration constant cEMC

is simply the EM sampling fraction of the EMCAL eEMC . The weighting factor w for

the HCAL is usually determined by two criteria: 1) achieve optimal energy resolution for

hadronic showers and 2) obtain equal responses to electrons and to hadrons, namely cHCAL =

cEMC . A well designed compensated calorimeter can reach both goals at the same time with

w being independent of the incident energy except for low energies ( E < 10GeV ). For the

FCS simulation since it is demonstrated that the configuration is not perfectly compensating

w is studied under both criteria separately. First of all the part of w that depends on the

difference in proportions of the active volumes between EMCAL and HCAL is factored out

π−signal = EEMC
vis + w · EHCAL

vis = EEMC
vis + r0 · α · EHCAL

vis (5.3)
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Where r0 = eEMC/eHCAL = 0.96 is calculated from the responses to electrons by EMCAL

and HCAL separately. Responses to minimum ionizing particles such as low energy µ− gives

r0 = 0.92. By definition r0 indicates the differences in Vactive/Vtotal where for EMCAL Vactive

is the volume of all the fibers and for HCAL it is the volume of all the scintillating tiles.

α encodes the real information on the effectiveness of HCAL at sampling hadronic showers

compared to that of EMCAL. α is calculated under the aforementioned two criteria for

EMCAL/HCAL inter-calibrations. Figure 5.7 shows an example of minimizing the energy

resolution of π−, and in a different scenario equalizing the responses to e− and π−, both done

by tuning α to different values.

Figure 5.7: Tuning EMCAL/HCAL inter-calibration constants to achieve optimal energy

resolutions or equal responses to e− and π−

In order to achieve optimal energy resolution or equal responses to e− and π− a different

value of α is needed. The one that gives best energy resolutions is denoted by αmin and

the one that provides equal responses is denoted by α0. Figure 5.8 shows αmin and α0 as a

function of the incident energy of the π−.

So with the default setting of GSTAR one cannot obtain optimal energy resolution and

equal e/π responses at the same time. Figure 5.9 shows the energy resolutions of π− with

αmin and α0 calibrations separately.
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Figure 5.8: αmin and α0 parameters of EMCAL/HCAL inter-calibration as a function of

the incident energy of π−

Figure 5.9: Energy resolution for π− with αmin and α0 calibrations
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With the αmin inter-calibration the energy resolution is
σE

E
=

45.0%√
E

+ 4% but this cali-

bration scheme is almost of no practical use since the EM and hadronic showers would need

different overall calibration constants, as shown in the left panel of Figure 5.10. With the

α0 inter-calibration one does not have to identify the type of showers since the overall cali-

bration constants are the same for EM and hadronic showers, but as indicated by Figure 5.8

the inter-calibration factor αmin might become energy dependent below 40 GeV. The energy

resolution of π− under α0 calibration is
σE

E
=

51.0%√
E

+5%. The α0 scheme is more practical

when calibrating the detector during data taking. The EMCAL can be calibrated by µ− or

electrons. The EMCAL/HCAL inter-calibration constant can be fixed by first looking at µ−

responses to obtain r0 then making corrections to r0 to obtain α0, e.g. by reconstructing ρ0

through its π+π− decays. If possible, the product r0 · α0 can also be obtained by exposing

EMCAL and HCAL separately to electron beams. For studies presented in the rest of this

chapter the α0 calibration is used.

Figure 5.10: Ratio of e− and π− responses of FCS under αmin and α0 inter-calibrations.
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5.3 Jet resolution

The kinematic coverage and resolution of forward jets in FCS has been studied by PYTHIA

+ GSTAR simulations in
√
s = 200 GeV proton-proton collisions. One million filtered Monte

Carlo events were generated in 4 partonic p̂T bins ranging from 2 GeV to 32 GeV. All of these

events passed a filtering process which requires that there was at least one particle-level jet

with pT > 1.0 GeV in the pseudorapidity range 2.0 < η < 5.0. The jets in the filter are

reconstructed by applying an anti-kT algorithm, with the distance parameter R = 0.7, to

the final-state particles produced in PYTHIA. Detector-level jets are reconstructed by the

same jet algorithm on the energies deposited in FCS towers after calibration. Figure 5.11

shows the MC event cross section in these 4 partonic p̂T bins after normalization. There is

an additional requirement that each event has at least a pair of matched particle/detector-

level jets. Figure 5.12 shows the cross-section of particle-level and detector-level jets vs jet

pT within pseudorapidity range 2.8 < ηparticlejet < 4.0. The yield of detector-level jets is

significantly higher than that of particle-level jets at high pT due to the bin-migration effect

discussed in the previous chapter.

Figure 5.11: The cross-section of MC events containing at least one pair of matched particle-

detector level jets vs partonic p̂T . Events in 4 partonic p̂T bins were generated separately in

PYTHIA before normalization and are color-coded differently.
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Figure 5.12: Cross-sections of particle-level and detector-level jets vs particle jet pT

To calculate the jet energy and the pT resolution, a detector jet is matched to the clos-

est particle jet in pseudorapidity η and azimuthal angle ϕ within Rmatch < 0.5 (Rmatch =√
∆η2 +∆ϕ2). In order to reduce the probability of mismatched particle/detector jet pairs

the pT of any non-leading jet in the event is required to be less than 25% of the leading

jet under study. Before computing the energy resolution one needs to make sure the energy

scales of the reconstructed detector jets are correct, i.e. the same as its matched particle

jet. However as shown in Figure 5.13 the constant overall calibration factor (cEMC = cHCAL)

and the EMCAL/HCAL inter-calibrations derived from the previous section did not put the

energy scale of the detector jet at the correct place. This is due to the energy dependence

of α0 shown in Figure 5.8. The inter-calibration was chosen to be a constant 1.18 which

is correct for E > 40 GeV, but as typical jets contain many low energy hadrons α0 needs

to increase for E < 40 GeV in order to maintain the same detector responses to both EM

showers and hadronic showers. Therefore α0 = 1.18 will under-estimate the overall energy

scale of the detector jets.

A practical method of correcting the energy scale of the reconstructed detector jets was

developed. The correction is derived from comparing a closely matched pair of particle jet

and detector jet and is expressed in terms of reconstructed variables only, namely the energy
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Figure 5.13: (Eparticle jet − Edetector jet)/Eparticle jet vs particle jet energy

and pseudorapidity of the detector jet. In this way the correction scheme can be directly

applied to real data. The pair of particle and detector jets used in computing the corrections

are selected with the following criteria

pT, non−leading jet <0.25 · pT, leading jet

Rmatch <0.2

20GeV <Eparticle jet < 80GeV

2.8 <ηparticle jet < 4.0

(5.4)

In order to reduce the resolution effect which generates bin-migrations the jet energy

corrections are initially calculated in each particle jet energy and pesudorapidity (η) bin

before being projected into the detector jet energy and η bins. The weighted average of

the set of correction factors within the same detector jet bin is calculated and serves as the

energy scale correction for that particular bin. Figure 5.14 shows an example of calculating

the correction factor for a single particle jet (E, η) bin and the distribution of the matched

detector jet (E, η). The count of detector jets in each (Edetector jet, ηdetector jet) bin are used

as weights when calculating the average correction factors. Figure 5.15 shows the correction
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factors derived for each (Edetector jet, ηdetector jet) bin.

Figure 5.14: Right: Calculate jet energy scale correction for a single (Eparticle jet, ηparticle jet)

bin. Left: the (Edetector jet, ηdetector jet) distribution of the matched detector jet, the counts in

each bin are used as weights when calculating the average correction factors for that bin.

With these corrections the energy scale of the detector jets is now consistent with the

particle jets, as shown in Figure 5.16. Figure 5.17 shows the jet energy and pT resolutions

after the correction. The jet position resolutions are also calculated as the difference in η and

ϕ between matched particle/detector-level jets. Figure 5.18 shows an example of ∆η and

∆ϕ distributions. Note that the physical boundary of FCS is η∼2.6 at top and bottom and

η∼2.2 at left/right sides, therefore without the 2.8 < ηpjet < 4.0 cut on the pseudorapidity

of the particle jets the ∆η distribution is skewed on the negative side. Figure 5.19 shows the

the widths of the ∆η and ∆ϕ distributions as a function of the particle jet pT .

5.4 Hadron-jet correlation measurement with FCS

The Collins asymmetry measured via hadron-jet correlations in the forward rapidity could

provide unique access to proton transversity in the kinematic regions not well constrained

by previous SIDIS measurements. Figure 5.20 shows the theory predictions for π0 and
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Figure 5.15: Jet energy scale correction vs (Edetector jet, ηdetector jet)

Figure 5.16: (Eparticle jet−Edetector jet)/Eparticle jet vs particle jet energy after jet energy scale

corrections
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Figure 5.18: η and ϕ resolutions of FCS jets with pT > 2 GeV
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Figure 5.19: Width of ∆η and ∆ϕ distributions vs particle jet pT

π± Collins asymmetries in 200 GeV polarized proton proton collisions, where the proton

transversity and the Collins fragmentation function are extracted from two different sets of

SIDIS measurements [28]. The region to the left of the vertical dashed line are covered by

the kinematic reach of the SIDIS data while the right side of the vertical dashed line with

pjT > 2.5 GeV is unconstrained. It is clear that different parameterizations of the two SIDIS

data set presents very different behavior in the unconstrained region.

The Collins angle resolutions for π0 and π± have been studied in simulation. For the case

of π± perfect particle identification was assumed while in practice without a PID detector

only the asymmetries for positvely and negatively charged hadrons can be measured. The

charge sign separation will be provided by the Forward Tracking System. Charged hadrons

are reconstructed by the same clustering algorithm as the FMS π0 analysis. For each cluster

in the HCAL the overlapping EMCAL clusters are found by searching in the circular area

with a radius of four times the width of the EMCAL towers around the center of the HCAL

cluster. Then the energies of the HCAL cluster and the overlapping EMCAL clusters are

combined and the centroid re-calculated. In the simulation, the combined cluster is required

to be matched to a generated π± in PYTHIA and is an integral component of a detector

jet that has been associated to a particle-level jet as well. The Collins angles are then

calculated from the generated π± inside the particle jet and the reconstructed cluster within
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Figure 5.20: The estimated quark Collins asymmetry for the p↑ + p→jet + π + X process,

obtained by adopting the parameterizations of SIDIS 1 (left panel) and SIDIS 2 (right panel)

dataset respectively, at
√
s = 200 GeV c.m. energy in the forward rapidity region and as a

function of the jet transverse momentum pjT , from pjT = 2 GeV up to the maximum allowed

value. Notice the difference in scale between the two panels. The dotted black vertical line

delimits the region beyond which the SIDIS parameterizations for the quark transversity

distribution are presently plagued by large uncertainties. Similar results are obtained when

considering different c.m. energies. [28]
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the detector jet respectively. The difference in generated and reconstructed Collins angle is

shown in Figure 5.21

Figure 5.21: Difference between generated and reconstructed Collins angles from π± and

jets in FCS. Simulation of
√
s = 200 GeV proton-proton collisions generated by PYTHIA +

GSTAR

For the π0 Collins angle resolution a pair of clusters found on the EMCAL are required to

be matched to the daughter photons of a generated π0 in PYTHIA. The generated π0 must be

in a particle jet to which there exists an associated detector jet. Figure 5.22 shows the mass

distribution of a pair of clusters found in the EMCAL of FCS, and the mass of the pairs which

are matched to generated π0. Figure 5.23 shows the difference between the generated and

reconstructed π0 Collins angles. The accuracy of reconstructing the longitudinal momentum

fraction (z) of the π0 with respect to the jet is also studied, as shown in Figure 5.24. The z

distribution of the generated π0 and the reconstructed π0 before and after jet energy scale

correction are compared. It indicates again that correcting the jet energy scale is important

for jet-related measurements.
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Figure 5.22: Black: The mass distribution of pair of clusters found in the EMCAL of FCS.

Red: The masses of the pairs matched to a generated π0

Figure 5.23: Difference between the generated and reconstructed Collins angles from π0 and

jets in FCS.
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Figure 5.24: Distributions of π0 longitudinal momentum fractions z. Red: generated π0.

Black: reconstructed π0 without jet energy scale correction. Blue: reconstructed π0 with jet

energy scale correction.

5.5 Prompt photon measurement

Photons emerging from partonic hard-scatterings carry important information on the initial-

state parton distributions in the proton or the heavy nucleus being probed. With the absence

of final-state hadronic interactions prompt photon serves as a clean channel for studies such

as proton’s Sivers function [70] and the Color Dipole dipole gluon distributions of heavy nuclei

at low-x [71]. At the Leading Order of QCD, prompt photons are generated through quark-

antiquark annihilation qq̄ → γ and QCD Compton scattering qg → qγ with no fragmentation

stage. At Next-to-Leading Order there are photons produced from the initial- and final-state

radiations that need to be included to account for the experimentally measured photon cross

sections.

The experimental signature of prompt photon production is an isolated photon with

little or no activity in its neighborhood. The effectiveness of suppressing non-prompt photon

background by placing isolation cuts in the FCS has been studied in simulation. An isolation

cut of riso requires no extra clusters/photons found within the radius riso around the primary
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photon. Different isolation cuts are investigated and the efficiencies of these cuts at retaining

prompt photon signal and rejecting backgrounds are shown in Figure 5.25

Figure 5.25: Fractions of prompt photon signal and background events passed the isolation

cuts. EM isolation: isolation cuts applied to EMCAL only. EM+H isolation: cuts applied

to both EMCAL and HCAL.

The signal-to-background ratio obtained with a particular isolation cut is given by

SB(riso) =
Nsig ·Rsig(riso)

Nbkg ·Rbkg(riso)
= SB(0) · Rsig(riso)

Rbkg(riso)
(5.5)

where SB(0) is the ratio of prompt photon events to background events without isolation

cuts, i.e. as generated.
Rsig(riso)

Rbkg(riso)
represents the discriminating power of the isolation cut

riso and is calculated by taking the ratio of the signal and background efficiencies shown in

Figure 5.25. The discriminating power against all types of background is shown in the left

panel of Figure 5.26. In particular the discriminating power against the photon background

from π0 decays is shown in the right panel of Figure 5.26.

The improvement on the signal to background ratio by placing the isolation cut on FCS

can be as large as a factor of 4 at pT ∼ 3 GeV. The effect is much greater for the case

of π0 background. The statistical uncertainties of prompt photon asymmetry measurement

is calculated from the prompt photon yield and the signal to background ratios as shown

above. The prompt cross section is taken from NLO pQCD calculations (by W.Vogelsang
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Figure 5.26: Left: Discriminating power of different isolation cuts against all types of

backgrounds. Right: Discriminating power of the same cuts against π0 background.

et.al. [61]) as shown in Figure 5.27

Figure 5.28 shows the projected statistical uncertainty of prompt photon single spin asym-

metry measurement in
√
s = 200 GeV proton proton collisions with integrated luminosity L

= 100 pb−1 and average beam polarization of 60%.

5.6 Drell-Yan measurement

Drell-Yan (DY) process refers to the production of virtual photons via qq̄ → γ∗ and qg → qγ∗

followed by the decay of the virtual photon to e+e− or µ+µ−. Compared to prompt photon

production, the Drell-Yan process is better understood in theory, e.g. Drell-Yan cross section

can be calculated up to NNLO [72] and the TMD factorization is proven for Drell-Yan

production [73]. The isolation cuts needed for prompt photon detection bear significant

complications for comparisons between experimental data and theoretical calculations. The

definition of prompt and non-prompt components of photon production becomes ambiguous

beyond leading order. On the contrary the Drell-Yan signal is clearly defined in theory. The

difficulty associated with Drell-Yan measurement is its small production cross section and

the requirement for particle identification. The detection capability for Drell-Yan signals via
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Figure 5.27: Prompt photon cross section calculated by NLO pQCD theory

Figure 5.28: Statistical uncertainty of prompt photon AN measurement with FCS.
√
s =

200 GeV proton proton collisions with integrated luminosity L = 100 pb−1 and average beam

polarization of 60%.

114



the di-electron channel has been studied in simulation with the FCS + FTS setup.

The biggest challenge of DY measurements is to suppress the overwhelming hadronic

background. The total DY production cross section is on the order of 10−5 ∼ 10−6 of that

for the hadron production. Therefore the probability of misidentifying a hadron track as a

e+ or e− track has to be suppressed down to the order of 0.1% while maintaining reasonable

electron detection efficiencies. To that end, the combined electron/hadron discriminating

power of the proposed FCS and FTS has been studied. By applying multivariate analysis

techniques to the features of EM and hadronic shower development and using the momentum

measurements from the FTS, one can achieve hadron rejection power of 200 to 2000 for

hadrons ranging from 15 GeV to 50 GeV with 80% electron detection efficiency. The hadron

rejection power is parameterized as a function of the hadron energy and pseudorapidity and

has been used in a fast simulation to estimate the DY signal to background ratios.

To discriminate an EM shower from a hadronic shower, three FCS-related observables

are used. They are defined as follows:

1. Eratio: the ratio of a 5x5 (towers) EMCAL cluster energy to the sum of the energies

of the same 5x5 EMCAL cluster and the associated 5x5 HCAL cluster.

2. Swidth: the effective EMCAL shower width Rp =
∑

i riE
0.4
i /

∑
i E

0.4
i where ri is the

distance of the ith tower to the centroid of a 5x5 EMCAL cluster, Ei is the energy of that

tower. The summation is over the 25 towers in the 5x5 EMCAL cluster around the highest

tower.

3. NTratio: the number of EM towers with energies above 100 MeV divided by the total

number of EMCAL and HCAL towers above the same threshold. All of the towers come

from a pre-defined 5x5 EMCAL cluster around the highest tower and the corresponding 5x5

HCAL cluster.

Figure 5.29 shows the distribution of these three variables for 30 GeV electrons and π−

respectively.

The FTS helps rejecting hadrons by measuring the track momentum. The ratio of the

energy deposit in EMCAL to track momentum (E/P ratio) provides additional information
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Figure 5.29: Eratio, Swidth and NTratio distribution for 30 GeV electrons (signal) and π−

(background).

in separating e± from charged hadrons. The momentum resolution is evaluated by a stan-

dalone parameterized simulation of the Forward Tracking System with typical expected hit

resolution of a silicon detector. The momentum resolution is parameterized as a function

of the track energy and pseudorapidity. Figure 5.30 shows the parameterized momentum

resolution at η = 2.5 and 4.0. Figure 5.31 shows the ratio E/P for 30 GeV electrons and π−.

Figure 5.30: Expected track momentum resolution of the forward tracking system from

simulations.

These observables from the FTS and FCS have been used as inputs to a Boosted Decision

Trees (BDT) algorithm. The BDT contains 1000 binary decision trees each has a depth of 4
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Figure 5.31: E/P ratio distribution for 30 GeV electrons (blue) and π− (red).

and corresponds to a particular partition of the 4-dimensional feature space into signal-rich

(electron) and background-rich (hadron) regions. They are trained sequentially using half of

the e− and π− samples generated. Misidentified tracks from the previous decision trees are

given a higher weight in training the subsequent trees. In the end each decision tree is given

an index representing its performance during the training. In the validation stage the decision

of each track’s type is made based on the collective responses of all of the decision trees, with

each of their responses weighted by the performance index. The boosting algorithm takes

advantage of using not only the discriminating power of each single observable but also the

correlations among them. Figure 5.32 shows electron/hadron (e/h) discriminating power as

derived from the BDT algorithm, with 80% electron detection efficiency.

To estimate the DY signal to background ratio, the e/h discriminating power has been

parameterized as a function of the track energy and pseudorapidity as shown in the right

panel of Figure 5.32. 4 billion PYTHIA proton-proton collision (pp) events at
√
s = 200

GeV are generated with the minimum partonic p̂T = 3 GeV/c and a forward filter requiring

a total pT > 3 GeV in any of the four jet-patch-like regions within 2.5 < η < 4.0. All basic

QCD 2→2 scatterings as well as heavy flavor channels were enabled. As a reference, note

that a luminosity of L = 2.5 pb−1 for p + Au collisions is equivalent to 500 pb−1 for p + p
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Figure 5.32: Electron/hadron discriminating power derived from FCS + FTS simulations.

Left: e/h vs energy. Right: e/h vs energy and pseudorapidity. The parameterized 2-D

function is also shown in the right panel.

, which corresponds to 240.5 billion pp events with the above setting. The DY productions

through qq̄ annihilation and qg scattering processes were separately generated and scaled to

500 pb−1.

The left panel of Figure 5.33 shows the yield of the track pairs from the QCD background

sample with the proposed cuts applied cumulatively to illustrate the background reduction

process. The final background yield from the 4 billion sample after γ/neutron removal +

track energy cuts + charge sign requirement and e/h discrimination are shown by the green

points. The right panel of Figure 5.33 shows the accumulative background reduction factor

after applying the cuts progressively.

The final background yield as a function of pair mass is then fitted by an exponential

function and rescaled to a total luminosity of 500 pb−1. The left panel of Figure 5.34 shows

the normalized background yield along with the expected DY production. The green band

represents the statistical uncertainties of the background yield and its shape. The right panel

of Figure 5.34 shows the ratio of DY signal to the QCD background as a function of the

virtual photon mass.

Finally it should be noted that only the QCD backgrounds are considered in the DY
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Figure 5.33: Reduction of the QCD background by applying cuts on track energy, charge

sign and e/h discrimination. Neutral particles (γ/neutron) are removed by requiring the

presence of a matched track in the FTS. Left: counts of background pairs. Right: background

reduction power.

Figure 5.34: Left: DY signal and background yield vs virtual photon mass from 500 pb−1

√
s = 200 GeV proton proton collisions. Right: DY signal to background ratio vs virtual

photon mass.
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signal and background studies presented in this section. Additional background from pho-

ton conversions on detector materials are expected as well. Rough estimate indicates that

these additional backgrounds are of the same order as the QCD background if care is taken

to minimize the materials in the fiducial acceptance of the forward detectors. Thus the DY

measurement for proton-nucleus collisions at 200 GeV with the STAR forward instrumenta-

tion upgrade is very promising and will be pursued vigorously.
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CHAPTER 6

Summary and Outlook

Transverse single spin asymmetries (TSSA) of particle production at large xF have been

observed in various processes and center-of-mass energies from semi-inclusive deep inelastic

scattering (SIDIS) to polarized proton-proton collisions. In order to understand its physical

origins and connections to the transverse spin structure of the proton it is necessary to map

out the behaviors of TSSA over a wide range of kinematics. For example the current SIDIS

data set covers the high Q2 but low pT region where the Transverse Momentum Dependent

factorization framework is believed to be valid. In order to involve color charges in the initial

state and explore high pT regions one needs to measure transverse single spin asymmetries in

polarized proton proton collisions. The particle production mechanism in hadronic collisions

is richer and more complicated than that in lepton scatterings so the measurements need

to done for a broad range of processes. For example the Sivers functions extracted from

Drell-Yan production in pp collisions can be compared with those from SIDIS experiments

to test the fundamental property of modified universality predicted by QCD calculations.

The pT dependence of inclusive hadron productions in pp collisions can be used constrain

initial-/final-state twist-3 models. In addition to following the guidance from theoretical

developments, it is also of great interest for experimentalists to explore new phenomena

which could potentially motivate fresh perspectives.

To that end we have measured the transverse single spin asymmetries of inclusive π0

production in polarized proton-proton collisions at large xF in
√
s = 500 GeV up to high

pT . The measurement was made with the Forward Meson Spectrometer (FMS) from the

STAR experiment and can be compared to twist-3 predictions. There have been recent

theoretical developments in the initial-state twist-3 calculations [74] as well as in the twist-3
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fragmentation contributions [36] to the π0 transverse single spin asymmetries in proton-

proton collisions. For example Figure 6.1 shows a comparison between the combined twist-3

distribution and fragmentation contributions to the π0 TSSA and the 2011 STAR data on

isolated π0 AN [36]. Note that the STAR results shown in [36] and Figure 6.1 was analyzed

with the same dataset as was used in this thesis, however the AN was calculated only for

isolated π0 in order to skip the background subtraction procedure and speed up the process.

The TSSA results presented in this thesis analysis is calculated with inclusive π0 which

makes it more suitable to be compared with the theory prediction shown in Figure 6.1,

since no isolation criteria was considered in the theory calculations. Figure 6.2 shows the pT

dependence of the inclusive π0 AN compared to the same theory predictions.
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Figure 6.1: Combined twist-3 initial-/final-state contributions [36] compared with STAR

data on isolated π0 AN .

Furthermore the dependence of the π0 single spin asymmetries on event structure has

also been studied. We found that the π0 acquires large asymmetries when it is isolated

from the rest of the event activities, and the asymmetries become much smaller when the

π0 is accompanied by other products from the collision. The radical behavior of the event

topology dependence of π0 AN cannot be readily explained by the simple z-dependence of the
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Figure 6.2: pT dependence of inclusive π0 AN vs twist-3 predictions [36].

asymmetry as a result of the polarized fragmentation function. Further studies will continue

in this direction with new data taken by upgraded detectors and trigger logics.

To expand the physics program beyond what has been covered by a single electromag-

netic calorimeter, the FMS, the STAR collaboration has initiated an R&D project for a full

instrumentation upgrade in the forward rapidity region, including a new compact electro-

magnetic calorimeter followed by an hadronic calorimeter and a forward tracking system.

The forward upgrade program will open new opportunities to investigate the transverse and

longitudinal spin asymmetries as well as low-x phenomena in proton and heavy nucleus. It

also prepares STAR for possible transition to a multi-purpose detector system in the era

of an Electron-Ion Collider. Much of the detector and physics simulation studies are per-

formed in this thesis, e.g. capabilities for forward jet reconstruction, hadron-jet correlation

measurements, prompt photon and Drell-Yan detection.
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