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Abstract

Experimental evidences at RHIC and LHC have demonstrated the formation of Quark-Gluon Plasma
(QGP) in ultra-relativistic heavy-ion collisions at small baryon chemical potential (x5 ~ 0 MeV) where
the phase transition from the hadronic matter to QGP is suggested to be a crossover from state-of-the-art
Lattice QCD calculations. It has been conjectured that there is a first-order phase transition and a critical
point at finite u 5 region in the QCD phase diagram. In the search of the possible QCD critical point, higher-
order cumulants of conserved quantities such as net-baryon number, net-strangeness number and net-charge
number are sensitive observables to locate its position. Experimentally net-proton and net-kaon number
are used proxy for net-baryon and net-strangeness number due to the difficulty to detect neutral particles in
experiment. Recent results from the STAR experiment on net-proton higher-order cumulants have shown
intriguing non-monotonic energy dependence with 3.1 o significance in the most central Au+Au collisions at
M =7.7-200 GeV while there are still large statistical uncertainties for lower energy 4/syn < 20 GeV.

More experimental data are needed to shrink the statistical uncertainty and confirm the trend.

In this year 2018, STAR collected around 250 million events with fixed-target experiment in Au+Au
collision at m = 3GeV. 3GeV is the lowest energy point from the STAR fixed-target experiment. The
net-proton fluctuation measurements at this energy will enable us to discover QCD phase digram in a wide
baryon chemical potential range. In this thesis, I will summarize the systematic analysis of event-by-event
fluctuation of proton multiplicity distribution in 3 GeV Au+Au collisions. The relevant analysis details and
correction methods will also be discussed. In order to understand the collision dynamics in the absence of
the critical behavior, we have carried out simulations with transport model such as UrQMD for collisions at
3 GeV. Connections between experimental data and physics implication in the high baryon density region

will be discussed.

The thesis is organized as follows. Chapter 1 is an introduction to the motivation, experimental observ-

ables. Chapter 2 shows experiment setup and a brief introduction to STR detectors. Chapter 3 discusses the

iii
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dataset and data selection criteria as well as analysis techniques like detector efficiency correction, pileup
effect correction and volume fluctuation correction. Chapter 4 shows final results. The main conclusions
are shown below. 1) Due to the weak correlation between reference multiplicity and initial number of par-
ticipants, large volume fluctuation effect was seen. It appears from UrQMD and Glauber that most central
collisions are least affected. 2) The consistency between data and results of both UrQMD and hydrody-
namic model of C,/C, in the most central collisions, signal the effects of baryon number conservation and
an energy regime dominated by hadronic interactions. 3) The QCD critical point, if discovered in heavy-ion
collisions, could only exist at energies higher than 3 GeV. Chapter 5 shows the summary and outlook. We
report a systematic study of cumulants and correlation functions of proton multiplicity distributions up to
6th-order from STAR fixed-target experiment m = 3 GeV Au+Au collisions. The outlook is shown be-
low. The BES-II program of RHIC has finished in 2021 and collected 10 times larger statistics than BES-Iin
Au+Au collisions at m =3-19.6 GeV. The high statistics data will allow one to perform high precision
measurements of higher-order cumulants even up to 8 order and to explore the QCD phase diagram at high
baryon density which is the most important region for the search of the QCD critical point.

Keywords: Relativistic heavy ion collision; QCD phase transition; QCD critical point; Fluctuation;

Higher-order cumulant.
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Chapter 1

Introduction

1.1 Standard Model

Standard Model of Elementary Particles

three generations of matter interactions | force carriers
(fermions) (bosons)
I ] 11}
mas: =2.2 Me\ic? =128 Gevic! =173.1 Gevict o R =124 9T Gevic!
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Figure 1.1.1: The standard model of elementary particles.

The Standard model of elementary particles is the theory which describes the forces of strong, weak

and electromagnetic and how the corresponding carrier particles interact with each other. Figure 1.1.1 [1]
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shows the standard model of elementary particles. There are 12 fermions with spin %, 4 gauge bosons with
spin 1 and Higgs boson with spin 0. According to the standard model, there are 3 generations (purple color
in figure) of quarks, up and down quarks as the first generation, charm and strange quarks as the second
generation and top and bottom quarks as the third generation. Considering each quark has its anti-particle
and has 3 colors, there are in total 36 quarks. Baryon consists of 3 quarks while mesons consist of one quark
and one anti-quark. Baryon and meson are both called hadron. Hadrons can participate in both strong and
weak interactions.

There are also 3 generations of leptons (electron and electron neutrino as the first generation, muon and
muon neutrino as the second generation and tau and tau neutrino as the third generation) which are shown
with green color. Leptons can participate in all weak interactions and electro-magnetic interactions. The 4
particles shown with red color are gauge bosons which carry the fundamental interactions. The gluon has 8
species and carries strong interaction. The photon carries electromagnetic interaction and W and Z carry
weak interactions. The higgs boson in yellow color is the source of mass of all elemental particles.

The standard model successfully incorporates strong, weak and electromagnetic forces and predict the
existence of up, down quarks and W* and Z bosons. But the standard model is not complete and there are
still many unanswered questions. For example, the commonly known force gravity is not included in the

standard model. The standard model may need to be expanded or revised.

1.2 Quantum Chromodynamics

The quantum chromodynamics (QCD) is the theory that describes the strong interaction. As is known
quarks and gluons are color confined and form hadrons. Color confinement and asymptotic freedom are two
key characteristics of the QCD. Asymptotic freedom means that when two color charges are more close,
strong interactions between the two particles are weaker and vice versa.

The strong interaction coupling constant is defined as

&0 1

2
= ~ , 1.2.1
W)= ¥ By (420
where f is written as
gy =2 Nr (122)
127

A is the QCD scale parameter, N ¢ is number of quarks flavors and Q is momentum transfer.
Figure 1.2.1 [2] shows the experimental measurements of coupling constant (a) of strong interactions

as a function of the respective energy scale Q. It can be seen that with the increase of energy scale Q,

2



LR
DOCTORAL DISSERTATION

CHAPTER 1. INTRODUCTION

0.5 July 2009
alQ) . .
a a Deep Inelastic Scattering
04| oe ¢*¢” Annihilation |
o® Heavy Quarkonia
0.3
0.2 +
0.1}
= QCD a4(Mz)=0.1184 + 0.0007
1 100

" QGev]

Figure 1.2.1: The running strong coupling constant a, as a function of momentum transfer Q.

the coupling constant a, decreases. If the distance between quarks is small or the momentum transfer is
large then &, becomes small which means the interaction strength between quarks becomes weaker. This is
called asymptotic freedom. While if the distance between quarks is large or Q, is small, then a; becomes
larger which means the interaction between quarks becomes strong, and quarks are confined within hadrons
which are colorless. This is called color confinement. Thus in nature, no free quarks or gluons are directly

observed.

1.3 QCD Phase Diagram and Critical Point

As is known from previous section quarks and gluons are color-confined. Then it can be imagined
that quarks and gluons can be released under extremely high temperature and energy density. The color-
deconfined phase with quark and gluon freedom is created which is usually called quark-gluon-plasma
(QGP) which has been proved by experimental results from RHIC in collisions energies where up ap-
proaches zero and the Large Hadron Collider (LHC) [3, 4, 5, 6]. A QCD phase diagram in terms of tem-
perature and baryon chemical potential is used to display the hadronic phase and QGP phase. Fig. 1.3.1

shows a QCD phase diagram but its structure is less understood so far. In this region where ug ~ 0, lattice

3
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Figure 1.3.1: The QCD phase diagram in terms of temperature and baryon chemical potential. The red line
indicates a freeze-out line while the black line indicates the QCD phase transition boundary. The black open

square is the conjectured QCD critical point.

QCD (LQCD) predicts a smooth crossover from a hadronic state to a QGP phase [7, 8, 9] and QGP matter
has been found to hadronize at temperatures close to the transition temperature at yg = 0 MeV estimated
by lattice QCD [10, 11]. At finite baryon chemical potential, due to the sign problem it is hard to perform
calculation in lattice QCD. Various models predicted a 1** order phase transition [12, 13, 14]. If it is true,
there should be an end point of the 1** order phase boundary [15, 16]. This end point is usually called QCD
critical point. Provided that there is sufficient time for the system to develop to the size under study, the
signal of the critical point could be measured in experiment [17, 18, 19, 20, 21, 22, 23]. The higher-order
event-by-event fluctuations of conserved quantities like net-baryon number (B), net-electric charge number
and net-strangeness number are sensitive observables to the system correlation length and may serve as in-
dicators of critical behaviors [23, 24, 25, 26, 27, 28]. The critical signature of higher-order cumulants will
be discussed in Sec. 1.7. This is one of the major goals of the beam energy scan program at the relativistic
heavy-ion collider (RHIC) which is conducted at different collision energies (M) so as to scan the QCD
phase diagram to search for the possible QCD critical point [29, 30].

4
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1.4 Relativistic Heavy Ion Collision

In the low temperature and energy density world that human being live in, quarks and gluons are con-
fined within hadrons. As mentioned in previous section QGP could exist under extremely high temperature
or energy density, for example, a few millionths of second after the Big Bang, as shown in Fig. 1.4.1 [31].
People have to rely on heavy-ion collision experiments to create such condition. The relativistic heavy ion
collider located in Brookhaven National Laboratory started the beam energy scan (BES) program phase I
since the year 2010. Recently the BES phase II has just finished data-taking. The collision energy (m)
covers a wide range from 3 to 200 GeV.

Now let me briefly introduce different stages of heavy ion experiments. Experimentally heavy ions
like gold or lead nuclei are accelerated to near the speed of light and collide with each other. The collision
processes are described by several stages like pre-equilibrium, local thermal equilibrium and hadronization
which are shown in Fig. 1.4.2.

Because of Lorentz contraction the two nuclei move like pancakes, then collide with each other, deposit
energy. Nucleons are then released from ions and experience a pre-equilibrium stage then reaches the local
thermal equilibrium. At this stage the energy density reaches a maximum and degree of freedom of quarks
and gluons are released. The QGP is formed. The created hot and condensed matter expands due to a high
pressure and cools down. When the temperature reaches the critical temperature quarks and gluons are
confined within nucleons again and hadrons begin to form. There are two stages defined by people during
hadronization. One is chemical freeze-out when the species of hadrons are finialized or we say there are no
inelastic collisions. The other is kinematic freeze-out when elastic collisions cease. The formed hadrons are

then measured by detectors.

1.5 Fluctuation
A system for grand canonical ensemble can be characterized by its dimensionless pressure which is the
logarithm of the QCD partition function [32],

P _ 1
T VT3

1H[Z(V7 T’ ,uB’ /’lQ’ ,uS)]v (151)

where V, T, up, pg and pg are volume of the system, temperature and chemical potential for conserved

quantities of net-baryon number, net-charge number and net-strangeness number. Taking derivatives for

6
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each kind of chemical potential gives cumulants of each conserved quantity,

BO.S _ ai+j+k [p/T4]

gk T T (1.5.2)
TR oplyongoit
where ;(I.BJ.’%’S is defined as susceptibility. Then cumulants of the conserved quantities are given by
IHZV T, up, g us)]
B,0.S 15 Hp Hoy Hs BO.S
Ci,j,% == — = VT3;Q,,,‘£ (T, up. o, Hs) (1.5.3)

OO fi 0
which are readily compared with susceptibilities [9, 24, 32, 33, 34, 35, 36, 37, 38, 39]. As the hot dense mat-

ter created in heavy ion collisions expands during its evolution, its volume keeps changing. Experimentally

the cumulant ratios are constructed to cancel volume dependence.

1.5.1 Cumulant

I will show the definition of cumulant in this section.
Let us consider a probability distribution P(N) in which N is number of measured particle. The -

order raw moment ( ,u;) and central moment (y,.) are then defined by
uy =Y N'P(N) (1.5.4)
N

and
He= (N =(N)P(N) (155)
N

where the bracket (.) indicates average. It is convenient to introduce a moment generating function,

GO) =) NP(N) = (M), (1.5.6)
N

Then the "-order raw moment can be expressed as r"-order derivative of G(8)

—_— dr
T dor

“ G(9)|0=0, (15.7)

Since moments drastically increase with increasing the order r, cumulants are easier to handle rather

than moments. A cumulant generating function is defined as
K () =InG(9), (1.5.8)

7
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The r'"-order cumulant is then given by taking derivatives of K(6):

,
C,.= d
dor
Cumulants can be expressed by raw moments and central moments recursively shown in Eqgs. 1.5.11
and 1.5.10.

KO)| . (1.59)

n—1
’ -1 ’
Cun>1)=p,— Y <”m )ﬂmcn_m, (1.5.10)
m=1
n—2 1
Cn>2)=p,— Y <” - );4,"0,,_,”. (1.5.11)
m
m=1

Cumulants up to 6M-order in terms of central moments are shown below.
C; =(N),
Cy = ((6N)*) = .
C; = ((6N)*) = p.
Cy = (BNY*Y =3 ((6N)?) = py = 34, (1.5.12)
Cs = ((6N)’) = 10{(EN)*) ((6N)*) = us — 10413,
Cs = (BNY°) +30 (BN2) =15 (BN)?) ((BN)*) = 10 ((5N)?)°
= Hg + 303 — 15pz 14 — 1043

where 6N = N — (N).

The cumulants are related to the various moments as

M=C. o=, S=—2 =& 1.5.13
1 2> (C2)3/29 C22 ( D )
The products of moments can be expressed in terms of the cumulant ratios as
C C C
AIM ==, So=—=, ko’=—. (1.5.14)
G G G

As is shown in Fig. 1.5.1, positive, negative and zero skewness and kurtosis can be seen in different colors.

1.5.2 Factorial Cumulant

Factorial moment generating function H (¢) is the mean value of '

H(@t) = Z N P(N), (1.5.15)
N
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Figure 1.5.1: A sketch of negative, positive and zero skewness (S) and kurtosis (k).

Then n™ order factorial moment (F,) is obtained by taking n™ derivatives of H ®).

dn
F, = WH(t)I,d, (1.5.16)

Factorial moments up to 6"-order are shown below in terms of raw moments.

/!

Flzﬂla

/2 !
F2=M —H,
Fy=u=3u2+2,
F4:,u,4—6u,3+11,u,2—6/4,,

/5 l4 I3 l2 !/
Fs=pu>—=10u " +35u > =50 “ 4+ 24u ,

’6 /5 ’4 13 /2 !
Fe=pu°> =15 > +85u " =225 > +274u = = 120u .

(1.5.17)

It is seen that factorial moments are connected to raw moments by a recursion equation F, = (N(N —

DN =2)---(N—-n+1)={ C NT,,)! ). Similarly In H (¢) is defined as the generating function of factorial
cumulant which is also called integrated correlation function (for simplicity correlation function is used
instead). Taking derivatives of In H () gives n'M order factorial cumulant (x,).
K, = d—nln H®)|,~;, (1.5.18)
dtn -
Factorial cumulants expressions can be displayed in terms of cumulants and vice versa. The expressions are
shown below in 1.5.19 and 1.5.20.
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K =Cy,

Ky =—C;+C,,

k3 =2C; —3C, + C;,

ky = —6C| + 11C, — 6C; + C4,

k5 =24C; —50C, + 35C; — 10C4 + Cs,

ke = —120C; + 274C, — 225C5 + 85C, — 15C5 + C.

C =k,

G, =k + Ky,

C3 = k| + 3K, + K3,

Cy =k + 7Ky + 6Kk3 + Ky,

Cs = k; + 15k, + 25x3 + 10k, + k3,

C() =K + 31K2 + 90K3 + 65K4 + 15K5 + Kg-

(1.5.19)

(1.5.20)

Various useful correlation function ratios can be displayed in terms of cumulant ratios shown below.

R_G_,

k1 G |

K C C
2= (2 -D-3(Z -1,
ST & ¢

Kq

— =(9— 1)—6(&— 1)+11(2— 1),
Ky o C o

5oG o0 - n4as2 - n-so2 -,
ko G ¢ ¢ ¢
Soo oy oisE s oy -msE o
K1 o ¢ G G
v o,
C

1

(1.5.21)
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Reduced cumulant ratios (%
1

=24,

K1

Kilky — 2
= L_}_i

KZ/KI +1

/K| + 6K3/kK1 — 6
I Wl SR } (15.22)
K2/K1 +1

K K, K K
=2 4102 +2522 +152 4+ 1,

K1 K1 K1 K1
_ K6/K1 + 15K5/K1 + 65K4/K1 + 90K3/K1 - 30 +31

K'2/K'1 +1 )

— 1) are shown in Eq. 1.5.23.
G Lk
O Kl’
g —1= 32 + E
¢ K ’<17
C
2t =78 6B K (1.5.23)
C K LSTS|
G s yasB S
& K Ky Ky ’f1’
Cs

K K K, K. K
S _1=312+902+652 4152+ 8
G K1 K1 K] Ky K]

1.6 Useful Statistical Distributions

1.6.1 Binomial Distribution

Bernoulli experiment describes a random experiment that is independently repeated. There will be two

outcomes for each trial: failure or success. If enough number of times are repeated one can obtain some

useful information from the experiment.

Binomial distribution describes number of successful or failed Bernoulli experiments where experi-

ments share identical possibility to succeed/fail. The probability distribution of Binomial distribution of

random variable N is given by

HN:M:(N

k>pﬁl—mN* (1.6.1)

11
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where k is number of successful/failed trials and p is probability for each trial to succeed/fail.
Binomial distribution is useful in experiment related to detector efficiency. As will be discussed in

Sec. 3.3 the detector efficiency correction method is based on Binomial responded detector efficiency.

1.6.2 Poisson Distribution

Poisson distribution is a famous discrete probability distribution in the theory of statistics. Its proba-
bility distribution (P(N = k)) is given by

k
P(N =k) = —e"lk 0,1, (1.6.2)

where 4 is the average of number of events that occur. It is used to describe number of events that randomly
occur per unit time. As there is no correlation between each event thus Poisson distribution is commonly
used as a baseline to compare with experiment data.

The moment generating function of Poisson distribution is

M@= ) e ‘M “ZW) MY, (1.6.3)
k=0

then cumulant generating function is shown as
K@) =InM(t) = A(e' = 1), (1.6.4)
. Taking derivatives of K(¢) gives cumulants of each order which are shown as

C,= Aw(e —D,eg = 4], = (1.6.5)

and it is seen that cumulant ratios are equal to unity.

1.6.3 Gaussian Distribution

Gaussian distribution is an important distribution in the theory of statistics. Its probability distribution

P(N) for a random variable N is described by

1 _w-w?

P(N)= ———e 2% | (1.6.6)

12
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where u and o are the mean value and standard deviation of N, respectively. Similarly the moment gener-

ating function M (¢) and cumulant generating function K (¥) are expressed as

N R R (.
M(1) = Ee'N = eN——e w2 dN, (1.6.7)
—0oo0 2ro
and
K@) =InM(@) = put + %aztz. (1.6.8)

Taking derivatives of K(¢) goves cumulants of each order which are shown below
Ci=u GCy=0% C,(n>3)=0. (1.6.9)

From Eq. 1.6.9 one can see that higher order cumulants (r > 3) equal zero that means the cumulant ratios

like So and ko are measure of non-Gaussian fluctuation.

1.7 Signature of the QCD Critical Point

T Ko’

critical
point

Quark Gluon Plasma

e
15—}

baseline

Js

hadron gas 0

_ ko’ =1 (Poisson Fluctuations)

0 g
Figure 1.7.1: Left panel: the QCD phase diagram in terms of temperature 7" and baryon chemical potential
up with conjectured QCD critical point (red circle) and 1"_order phase transition line (blue line). The green
dash line indicates chemical freeze-out. Right panel: 4™ cumulant ratio C,/C, (k¢>) as a function a collision

energy (\/E). The dash line indicates the Poisson baseline.

Higher order cumulants of conserved quantities like net-baryon (B) number, net-charge (Q) number

and net-strangeness (5) number are proposed as promising observables to search for QCD critical point as

13
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well as the 1%-order phase transition boundary [20, 24, 40, 41, 42]. It is known at the critical point the
correlation length & of the system will diverge, and cumulants of conserved quantities (B, Q, .S) are proved
to be sensitive to £. Theoretical calculations of sensitivity of cumulants on critical point are briefly shown
below.

The calculations [25, 26, 27] are based on the probability distribution of an order parameter field that

will develop finite correlation length at the critical point. The probability distribution P(c) is expresses

as P(6) ~ e *¥'T where Q is the free energy of the field 6. Q can be expanded in powers of o and the
gradients,
2
m A A
Qo) = / d3x[%(a)2 + 7"62 + ?363 + I“a“ + o], (1.7.1)

where m; = 1/ is the o field screening mass, 45 and A, are interaction couplings. Let V' be the volume of

the system. The moments of the zero momentum mode is o}, = f d>c(x), and cumulants of the o field are

C,=(o}) =VTE&,
C; = (0}) =243V TE, (1.7.2)
Cy = (o},) — 3(0},)* = 6V T [2(436)* — A41E%.

At the critical point, the correlation length £ — oo, the couplings 45 and A, scale with &,

/13 = I3T(T§)_3/2,

b (1.7.3)
),4 = A4T§_1 .

where A; and 1, are dimensionless couplings and do not depend on &. According to the direction of approach
to the critical point (crossover or 1™-order phase transition), the A3 and 4, vary from 0 to ~8 and from ~4

to ~20, respectively. Taking Eq. 1.7.3 to Eq. 1.7.2, we have

C3 — 2/1"'3VT3/2€4.5,

o (1.7.4)
C, =6VT?(2i;y — A&,

Fig. 1.7.1 (left panel) shows the QCD phase diagram in terms of temperature and baryon chemical
potential. The contributions from QCD critical point to the 4™-order cumulant ratio C,/C, (k) calculated
from o model [25, 26, 27] are drawn with red (negative contribution) and blue (positive contribution) shaded
area. Due to the contributions from QCD critical point, ko shows a non-monotonic energy dependence
which is a signature of the critical point. However, in heavy ion collisions, effects like finite size, limited

lifetime of the hot nuclear system, thermal blurring, diffusion as well as resonance decay effects may put

14
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constraints on the significance of signals [43, 44, 45, 46, 47, 48, 49, 50, 51, 52]. When studying the higher-
order cumulant ratios, it is essential to demonstrate that in the absence of critical behavior, the ratios are
consistent with the expectations from the non-critical baseline. The expectation for the C,/C, ratio under
Poisson statistics is unity, though the measured net-proton C,/C, within the experimental kinematic accep-
tance is expected to show a reduction due to the baryon number conservation [53, 54]. This reduction is
expected to increase with decreasing collision energy [55]. Previously, the HADES Collaboration reported
their measurement of the proton cumulant ratio of C,/C, in central Au+Au collisions at /sy = 2.4 GeV
consistent with unity within large uncertainties. More precise data at the low collision energy is needed to

quantitatively interpret the collision energy dependence of the (net-)proton fluctuation.

1.8 Thesis Motivation

0 1o T ——rT T 4o T —T—TT T —r
% I (1) so | (2) ko? STAR
E osk n @ 0%-5%
o 3.0 O 70%-80% -
> I T Bl Stat. uncertainty
— 06} - I Syst. uncertainty
k=2 | UrQMD 0%-5% 1 20kL% Projected BES-Il  _|
T B HRG GCE o 5 8 stat. uncertainty
| — (%]

c 0.4 == HRG CE [m} B 1
(@] | == HRG EV (r=0.5fm) i
-‘6 lo o ~ 7,&’17 ;: o s T T T g -
= 0.2- Au+Au Collisions 1 e }-%f’éﬂ
g,l | Net-proton 4 B - 1
B | M0 Odsps2o@viy Jooold N s& i
= 0 .

M| ol - TR | ol -

5 10 20 50 100 200 2 5 10 20 50 100 200

Collision Energy |sy, (GeV)

Figure 1.8.1: Collision energy dependence of cumulant ratios S¢ and ko2 of net-proton multiplicity dis-
tributions in Au+Au collisions of RHIC beam energy scan I energies within acceptance |y| < 0.5 and
0.4 < pr <2.0GeVl/e.

The thesis is motivated by the critical signature shown in Sec. 1.7 to measure the net-proton cumulants
from the dedicated fixed-target experiment of the STAR at \/% = 3 GeV which is the lowest and important
energy point of the RHIC beam energy scan program at high baryon density region.

At small pp lattice QCD calculations have predicted positive cumulant ratio of C,/C, and negative

ratios of Cs/C; and C¢/C, for the formation of QGP matter. The results suggest that a critical point below
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g,L/NZ [GeV]: 200 62.4 54.4 39 27
NLO, R, (Tpo)
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Figure 1.8.2: Lattice QCD calculations of net-baryon cumulant ratios of Cs/C; (green shaded area) and
Co/C, (pink shaded area) at /sy = 39 — 200 GeV. The pink squares are cumulant ratio C4/C, from STAR
preliminary results in Au+Au collisions at 4 /sy = 54.4 and 200 GeV for the 0-40% centrality class.
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Figure 1.8.3: Theoretical calculations using the functional renormalisation group (fRG) approach of baryon

number fluctuations Cs/C; and Cg/C, as functions of the collision energy.
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up < 200 Mev is unlikely to exist [56]. As is shown in Sec. 1.7 the non-monotonic energy dependence of
ko’ is a signature of the QCD critical point. Figure 1.8.1 shows energy dependence of cumulant ratios So
and ko’ of net-proton multiplicity distributions in Au+Au collisions at m = 7.7-200 GeV [57]. The
So (left panel) shows a decreasing trend with the increase of collision energy both in central and peripheral
collisions. The decreasing trend can be qualitatively described by HRG [47] and UrQMD [58, 59] models.
The ko> (right panel in Fig. 1.8.1) shows a non-monotonic energy dependence in central collisions while the
results for peripheral collisions show monotonic energy dependence. The non-monotonic trend in central
collisions can not be described by different conditions (GCE, EV, and CE) of HRG and UrQMD models.
These results from BES-I inspired a BES-II program which focuses on the collision energy region between
3 -20GeV (ug = 200 — 750 MeV). BES-II combines both collider and fixed-target configurations of the

STAR experiment in order to investigate the nature of the phase transition [60].

It was also pointed out that the experimental measured multiplicity distributions suffer sizable contri-
butions from fluctuating collision volume. This effect, often called volume fluctuation (VF), is expected
to be larger at low collision energies and/or low multiplicity events. As is shown in the study [61] using
hadronic transport model in \/% = 3 GeV Au+Au collisions that at low energies, the centrality resolu-
tion for determining the collision centrality using charged particle multiplicities is not sufficient to reduce
the initial volume fluctuation effect for higher-order cumulant analysis. Therefore, to better understand the
effect of VF, it is important to systematically perform measurements within various kinematic windows and

different collision centralities.

Recently first principle lattice QCD calculations shown in Fig. 1.8.2 on the baryon number suscepti-
bilities ratios ;(g/ )(;3 and )(g/ )(;3 cover a wide range of collision energy (\/@) from 39 to 200 GeV [62].
Negative signs of ;{?/ ;(f and )(?/ )(? are predicted due the crossover transition of between QGP and hadron
phase. The calculation using the functional renormalisation group (FRG) approach shown in Fig. 1.8.3 also
gives negative ;(g’ / ;(53 and )(? / )(;3 over a wide range of ug 20 - 420 MeV corresponding to central Au+Au
collisions at m = 200 and 7.7 GeV, respectively [63]. While this is contrast to the calculations from
hadronic transport model UrQMD and HRG model which Cs/C; and Cg/C, remain positive. As there is
no phase transition physics is implemented in the UrQMD and HRG models, the calculations would be
baselines for the case without critical physics.

It is pointed in Ref. [64] that acceptance dependence of cumulants and correlation functions are also
important to study QCD phase transition. It is pointed out that there may be two qualitatively different
regimes: Ay > Ay, and Ay < Ay, where Ay is the width of the kinematic acceptance in rapidity

and Ay, is the range of the proton correlations in rapidity. When Ay < Ay, one expects the cumulant
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ratios to approach the Poisson limitat Ay ~ (N) — 0. Alternatively, one expects the correlation functions to
become rapidity independent as Ay becomes wider. In the Ay > Ay, regime as Ay increases, cumulants
are expected to grow linearly from the uncorrelated contributions while the cumulant ratios are expected
saturate from any physical correlations. Therefore, the rapidity and transverse momentum dependence of
proton cumulants and correlation functions are important to search for signatures of criticality. It should be
noted, the acceptance dependence could be sensitive to non-equilibrium effects [65, 66], smearing due to

diffusion and hadronic rescattering in the expansion of the system [67].

18
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Experiment Setup

2.1 Relativistic Heavy Ion Collider

SPHENIX
~ ASSEMBLY.

UNDERWAY

Figure 2.1.1: The relativistic heavy ion collider located in Brookhaven national laboratory of the US.

The relativistic heavy ion collider (RHIC) shown in Fig. 2.1.1 [68] is located in Brookhaven national
laboratory "in which the STAR experiment 2 is one of the premier particle detectors in the world. In RHIC

two beams of gold ions are accelerated at nearly the speed of light in oppotite directions and travel around

"https://www.bnl.gov

Zhttps://www.star.bnl.gov
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RHIC 2.4-mile ring, and finally collide with each other to create a very high temperature and energy density

region which is supposed to melt proton and neutrons and to free quarks and gluons for a short time.

2.2 STAR Detector System

Figure 2.2.1: The STAR detector system.

The STAR experiment at RHIC is to study the formation and properties of quark gluon plasma which
is believed to exist at very high energy density generated by heavy ion collisions. Because of the complexity
of the system produced in collisions the STAR detector system consists of several types of detectors which
are functioning to measure different types of particles. With these detectors working together experiment
data of heavy ion collisions is collected for scientific analysis.

In the following sections, as they are closely related to particle identification, the two detectors called

time projection chamber (TPC) and time of flight detector (TOF) will be mainly discussed.

2.2.1 Time Projection Chamber

The time projection chamber [69] shown in Fig. 2.2.2 is a tracking device with which trajectories,

momentum as well as ionization energy loss of particles when they travel through TPC are measured. The
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TPC is a cylinder that is 4.2 m long and 4 m in diameter. Its acceptance covers +1.8 pseudo-rapidity through
the full azimuthal angle. It is an empty barrel and sits in a large solenoidal magnet (IBl = 0.5 T) along the
beam pipe (z-axis) direction. The magnetic field is sued to bend the trajectories of the original particles
and also help keep the drifting electrons from dispersing as they travel. The TPC is filled with P10 gas
(10% methane, 90% argon) with a well-defined, uniform, electric field of ~135 V/cm and has readout 12
sectors on both ends. Collisions happen near the center of the TPC. When charged particles transverse
through the TPC they ionize gas atoms and ionized gas atoms will release secondary electrons. Then those
free electrons will drift at a steady speed around 5.45 cm/us to the readout end caps at the bottom of TPC.
The energy deposited from drift electrons to the readout end caps and their drift time are measured. With
these information the ionization position (TPC hits) of charged particles are obtained and trajectories are

reconstructed. The energy loss of each ionization point is used to identify particle species.

Outer Field Cage
& Support Tube

Sector
Support—Wheel

Figure 2.2.2: The time projection chamber of the STAR detector system.

Fig. 2.2.3 shows the energy loss (dE/dx) for particles in the TPC as a function as a function of the
rigidity (p/q GeV/c) of the primary particle in /syn = 39 GeV Au+Au collisions. The lines on the plot are
fits from Bichsel function [70]. It is seen that protons are well separated from pions at p < 1 GeV/c.

The Bathe-Bloch Eq. 2.2.1 gives mean value of charged particle ionized energy loss

dE_ Zp, 2mcp 5
v —Kzﬁ{ln(f) —F =3} 2:2.1)

where 2z N ar?mecz =0.1535 Mchmz/g, y = 1/4/1 — (v/c)?. The measured energy loss (dE/dx) then can

be compared with expected value shown in Eq. (2.2.1). The experimental measured dE/dx values of tracks
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- STAR

dE/dx in TPC (KeV/cm)
o

2 3
p/q (GeV/c)

Figure 2.2.3: The energy loss distribution for primary and secondary particles in the STAR TPC as a function
of the rigidity (p/q GeV/c) of the primary particle in /syny = 39 GeV Au+Au collisions.

is usually described by Landau distribution which has a long tail which means a direct mean will lose some
information of tracks. Thus a 70% truncated mean (typically 30% is removed before taking average) of

dE/dx is calculated. Then Bichsel function [70] is used to fit dE/dx distribution. A variable no is calculated

— 1100 9EMdXmeasured)
BY 1 proron = Rlo (dE/dXpichsel)
a track is away from expected value for this particle species. The no distribution follows Gaussian statistics

where R is the resolution of energy loss. The no describes number of ¢ that

with ¢ = 1 and mean value is zero. Usually placing a cut on |ro| < 3 means dropping 0.3% of tracks that

are deviated from expected values of Bichsel model .

2.2.2 Time of Flight

To ensure high purity of proton for higher momentum (p > 1 GeV/c for data in collider mode and
p > 2 GeV/c for fixed-target mode, refer to Sec. 3.1.3) the barrel Time of Flight (TOF) detector is used. The
TOF detector is based on the Multi-gap Resistive Plate Chamber (MRPC) technology and located outside of
TPC detector. Fig. 2.2.4 shows the tray, module and pad of TOF. There are in total 120 TOF trays mounted
on the east and west sides of TPC so that TOF covers pseudo-rapidity |#| < 1 in full 2z azimuthal angle.
Each TOF tray has 32 MRPC modules. MRPC mainly contains two electrodes with a voltage of 7 KV and
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Figure 2.2.4: The time of flight detector of the STAR detector system.

a stack of resistive glass plates with 6 uniform gas gaps between them. Every small gas gap is filled with
high and uniform electric field. When charged particles pass through the module, there will be simultaneous
avalanches in the 6 gas gaps. Superposition of avalanches of 6 gas gaps is then measured. Given the track

length L and total momentum p reconstructed by TPC, the track speed f as well as particle mass m are then

calculated by
L
ﬁ - Ea
1 (2.2.2)
m® = p*(o = 1)

where ¢ is flight time of tracks.

2.3 STAR Fixed-Target Experiment

In this section I introduce the fixed-target program in the STAR experiment. The fixed target experiment
at 1/syn= 3 GeV in Au+Au collisions allows for a statistically significant measurement of k6 at a collision
energy between the HADES measurement [71] at 4/syn= 2.4 GeV and the STAR’s lowest energy point at

syn= 7.7 GeV in collider mode.

Fig. 2.3.1 shows the schematic of fixed-target setup in the STAR experiment. The gold target was
located at 200.7 cm from the center of the TPC and of thickness 1.93 g/cm2 (0.25 mm) corresponding to a

1% interaction probability. An incident beam consisting of 12 bunches of 7 X 10° gold ions, circulated in
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Fixed Target
z=201m

Yellow beam
——

WEST

Figure 2.3.1: Left panel: The setup of fixed-target program of STAR experiment. Right panel: The gold
target which is a 0.25 mm-thick foil.

the RHIC ring at 1 MHz with an energy of 3.85 GeV per nucleon, entered from the right side of the plot and
bombarded the target.
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Analysis Details

3.1 Data Set

The data used in this analysis is collected from the STAR fixed-target experiment run in Au+Au colli-

sions at 4/syny= 3 GeV in the year 2018. Around 140 million events are used in this analysis.

\/sun(GeV) ‘ Trigger Setup Name ‘ Year ‘ Production Tag ‘ Library ‘ Trigger ID
30 | production_3p85GeV_fixedTarget 2018 | 2018 | P19ie | SL20c | 620052

Table 3.1: Data set of Au+Au collisions at 4/syny= 3 GeV from fixed-target experiment.

3.1.1 Run Selection

Good runs are selected by run-by-run QA analysis shown in Fig. 3.1.1. Event level variables, like
RefMult, V,, V., and RefMult3 and track level variables like pr, ¢, #, and DCA are used to do run-by-run
QA. The mean value of each variable per run are plotted as a function of run index. Runs that are within
mean value + 3¢ are selected as good runs. Based on this selection, 72 runs are collected which is shown
in Table 3.1.
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Good Run List
19153033 19153034 19153035 19153036 19153037 19153042
19153043 19153044 19153050 19153051 19153052 19153053
19153054 19153055 19153056 19153057 19153058 19153059
19153061 19153062 19153063 19153064 19153066 19154001
19154002 19154005 19154007 19154027 19154028 19154029
19154030 19154031 19154032 19154036 19154037 19154038
19154039 19154040 19154041 19154044 19154045 19154047
19154048 19154049 19154052 19154053 19154054 19154055
19154057 19154058 19154061 19154063 19154064 19154065
19154066 19154067 19155001 19155003 19155004 19155005
19155006 19155008 19155009 19155010 19155011 19155016
19155017 19155018 19155019 19155020 19155021 19155022

Table 3.2: A list of run number selected as good runs.
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Figure 3.1.1: Run-by-run QA of event level variables, RefMult, V,, V,, and RefMult3, and track level
variables, pr, ¢, n, and DCA. The red dashed line is the mean of run average of each variable. The blue

dotted line indicates mean + 3 times of standard deviation.
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3.1.2 Event Selection

In the STAR fixed-target experiment, the vertex in beam (V, [cm]) and radial direction (V,, Vy [cm])

are required to be 199.5 < V, < 202 [cm] and 1.5 cm from the beam spot (V, = \/Vg + (Vy +2.)2,
IV,l < 1.5 [cm]). The vertex distribution in radial and beam direction are shown in Fig. 3.1.2.

e
o
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Figure 3.1.2: Panel (a): Vertex distribution (V, cm) in beam direction. Panel (b): Vertex distribution (V,

and Vy) in radial direction.

3.1.3 Track Selection

To ensure track quality, number of hit points in TPC used for reconstructing track is required to be larger
than 10 (nHitsFit > 10), a ratio number of hits points over number of maximum hits points are required to
be larger than 0.51 and a DCA (Distance of Closest Approach) cut is required to be less than 3 cm.

Proton identification is mainly done by using TPC and TOF detectors. In TPC, particle identification
is done by comparing energy loss to theoretical expectation value from Bichsel model [70]. Fig. 3.1.3
panel (a) shows TPC dE/dx vs rigidity(Ipl/q, a ratio of total momentum over charge) distribution in which
the red line means the theoretical expectation from Bichsel model. Instead of using energy loss per track

dE/dX peasured

. . . 1
length directly, a variable no, is defined as —In
J y 4 or dE/ dxexpectaxion

dependent dE/dx resolution. A cut |no,|<3. is placed to drop 0.3% of tracks which deviated from expectation

for convenience in which oy is momentum

value. Fig. 3.1.4 shows |no,,,,,| for different total momentum slices. The proton purity is calculated
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Figure 3.1.3: Panel (a): TPC Track energy loss (dE/dx (KeV/cm)) vs. momentum; pion, kaon, deuteron
and triton are labeled. The proton Bethe-Bloch curve is plotted with red line. Panel (b): TPC no, vs. TOF

mass?. Panel (c): Transverse momentum (py) vs. proton rapidity.

by estimating the fraction of proton with removing contamination from other particles within +/- 3¢. In
Fig. 3.1.4, proton purity is above 96% when total momentum in lab frame is less than around 2 GeV/c. For
high momentum region, TOF detector is used for particle identification. The track velocity is calculated
using the flight time of track from TOF and track length measured by TPC. Then track mass is calculated by
m= \/W . Tracks with a momentum above 2 GeV/c require a mass-squared cut of 0.6 < m? <
1.2 GeV?/c*. Fig. 3.1.3 panel (b) shows TPC N6 000 VS TOF mass square distribution with a momentum
(in lab frame) cut p > 2 GeV/c applied. A red dashed box in Fig. 3.1.3 panel (b) is drawn to show the area
for selected protons. Fig. 3.1.3 panel (c) shows transverse momentum (py) vs proton rapidity (y) in center

of mass frame. The red dashed box indicates acceptance window (0.4 < pt < 2.0 GeV/e, —09 < y < 0)

for the analysis.

3.2 Centrality Determination

Collision centrality is a measure of overlap of two colliding nucleus in beam direction. Experimentally
charged particle reference multiplicity named FXTMult3 is used to define centrality. In this analysis in
order to maximize centrality resolution, charged particles excluding protons (anti-protons are negligible,
plp ~ exp(—2ug/Ty,) < 10'6) are used in reference multiplicity within Full TPC acceptance —2 < 1 < 0 (1
is defined as # = 0.5 * In (ﬂ> in which p and p, are total momentum and a fraction of total momentum

z

in beam direction.) in lab frame. Protons and light nuclei are excluded to reduce self-correlation effect [72].
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Figure 3.1.4: Proton no, distribution for each pr window. Track quality cuts, nHits>15, DCA<3, are ap-
plied. Positive charged particles, negative charged particles are drawn as black and pink line, respectively.
The peak around zero on x axis is for proton tracks which is fitted using Gaussian distribution while back-

ground are fitted using multi-Gaussian function.
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The charged particle multiplicity distribution is divided into different percent, 0-5%, 5-10%, ..., 70-80%.
There is a detector inefficiency for peripheral collisions event which is because of too small number of
tracks to reconstruct an event. A simple Monte Carlo Glauber is usually used to simulate particle multiplicity
distribution and fitted to data.

Monte Carlo Glauber (MCG) model is a widely used model in heavy-ion physics. It has simple as-

sumptions:

1 Nucleons are randomly distributed by Wood-Saxon density distribution.
2 Nucleons travel in straight line trajectories.

3 Nucleons has only once inelastic collision at most.

4 A pair of nucleus will collide with each other if distance < \/O'NN/JT

inel

<N ar> .
; - + x<Ncoll>’ m

which x is hardness parameter, n,,;, is particle production of p + p collisions, (Npm) is an average of number

The particle production is described by a two-component model, d N/dn = (1 — x)npp

of participants, and (N ;) is an average of number of binary collisions. Final multiplicity is then produced

from binomial distribution given by

(N + k) (ulk)N

Furl) = F R0 Galke + v

(3.2.1)

where p is a mean value of particles generated from one source, and k corresponds to an inverse of a width
of the distribution.

An additional parameter € related to detector efficiency and acceptance is considered in Monte Carlo
Glauber simulation. Then the simulated multiplicity distribution is then compared to data and performed a

;(2 test for multiplicity > 10. I scanned those parameters, n,,, k, x, and €, to find a minimum ;(2.

Fig. 3.2.1 shows Reference multiplicity distribution froprl; data (black circles) and Monte Carlo Glauber
simulation (red line). The vertical dashed lines indicate low edges in definition for centrality 0-5%, 5-10%,
10-20%, 20-30% which is shown in Table 3.3. From Fig. 3.2.1 it shows the Glauber simulation fits data well
for multiplicity < 90. For multiplicity > 90 the large tail in data is due to pileup events. The pileup effect

and corresponding correction will be discussed in Sec. 3.5.

3.3 Detector Efficiency Correction

TPC and TOF detectors are mainly used in particle identification, thus the efficiencies for both detectors

need to be considered in cumulants calculation.
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Figure 3.2.1: Reference multiplicity distribution (FXTMult3) in Au+Au collisions at 4/snyn = 3 GeV (black

circles), Glauber fitting (red line). The vertical dashed lines indicate different centrality bins.
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Centrality (%) | Ny >  (Npy)  Pileup (%)

0-5 48 326(11) 2.32
5-10 38 282(8) 1.47
10-20 26 219(8) 1.28
20-30 16 157(7) 1.07
3040 10 107(5) 0.90
40-50 6 70(5) 0.75
50-60 4 47(5) 0.64

Table 3.3: The uncorrected number (N,) of charged particles excluding protons within the pseudo-rapidity
—2 < 5 < 0 used for the centrality selection for Au+Au collisions at m = 3 GeV. The centrality classes
are expressed in % of total cross section. The lower boundary of the particle multiplicity (N,) is included
for each centrality class. Values are provided for the average number of participants (<Npart>) and pileup
fraction. The fraction of pileup for each centrality bin is also shown in the last column. The averaged pileup
fraction from the minimum biased collisions is determined to be 0.46%. Values in the (.) are associated

systematic uncertainty.

The tracking efficiency in TPC is estimated by STAR Monte Carlo simulation [73]. Monte Carlo tracks
are embedded into real tracks. Then all tracks are put into Geant simulation and going through TPC track
re-construction procedure. The efficiency is estimated by counting how many Monte Carlo tracks are re-
constructed compared to initial embedded ones.

The efficiency for TOF currently is done by a data-driven way. The matching efficiency for tracks of
TOF to TPC is considered. Track in TOF that has one or more matching track in TPC is considered as one

matched track. The efficiency can be described by
N

matched
€ o= el 331
matching N ( )
where €,,4¢ching> Nmatchea- a0d N are is TOF matching efficiency, number of tracks in TOF that are matched

to TPC and total number of tracks detected in TOF.

According to the purity study shown in Fig. 3.1.4 that using only TPC for particle identification, proton
purity is above around 95% for total momentum p > 2 GeV/c in lab frame. For higher momentum, the TOF
PID is used to ensure high purity sample selected.

The efficiency correction of cumulants consider detector efficiency is Binomial responded. In the
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Figure 3.3.1: TPC tracking efficiency (a) and TOF matching efficiency (b) as a function of transverse mo-
mentum pr (GeV/c) and pseudo-rapidity #.

previous analysis [57, 74] of BES-I data, the conventional method [75] considers two efficiency bins for
single particle. For example, the efficiency value for lower py (0.4 < pr < 0.8 GeV/c) bin and higher pt
(0.8 < pr < 2.0 GeV/c) bin are used. The efficiency are integrated over rapidity. To handle infinite effi-
ciency bins, a track-by-track efficiency correction method [76, 77] is applied in proton cumulant analysis.
Fig. 3.3.1 shows TPC (a) and TOF efficiency (b) as a function of pr and pseudo-rapidity #. It is seen that
the efficiency value is not uniform specifically for TOF. There are efficiency gaps because of gaps in TOF

modules.

3.4 Centrality Bin Width Correction

In order to show results and reduce the volume fluctuation effect (at 3 GeV reference multiplicity is not
a good quantity to correspond to collision volume, but CBWC is still necessary. I'll discuss this in Sec. 3.6.)
the centrality bin width correction method [72] is used to extract proper averages of cumulants and cumulant
ratios at each centrality bin. The number of events for each reference multiplicity is used as weight. The

method is described by

n
ZCiNi
1

C= (3.4.1)

n
2N
1
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Figure 3.4.1: Proton cumulants up to 6™ order as a function of reference multiplicity in Au+Au collisions
at 4/sxn = 3 GeV within acceptance of —0.5 < y < 0 and 0.4 < py < 2.0 GeV/c. Centrality binned (wider
bin in plot) results with and without centrality bin width correction are shown with red circles and blue
squares, respectively. The cumulants as a function of reference multiplicity are shown with black circles.
The vertical dashed lines indicate the centrality classes, from right to left, 0 — 5%, 5 — 10%, 10 — 20%,
20 — 30%, 30 — 40%, 40 — 50% and 50 — 60%.
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where C;, C, and N; are average of cumulant at each centrality bin, cumulant at reference multiplicity bin,
and number of events at reference multiplicity bin.

Fig. 3.4.1 shows proton cumulants up to 6 order as a function of reference multiplicity in Au+Au col-
lisions at m = 3 GeV within acceptance of —0.5 < y < 0 and 0.4 < py < 2.0 GeV/c. The results with
CBWC (red circles) follow the reference multiplicity dependence (black circles) while the results without
CBWC (blue squares) are exaggerated. This is because calculating cumulants in wider centrality bin means
performing calculation on the integral of proton distribution from a wide range of initial collision geometry.
The fluctuation of various collision volume is also included in the calculation of proton multiplicity distri-
bution. A few more words on the volume fluctuation, as shall be seen in Sec. 3.6 that reference multiplicity
may not be a good reference to initial collision geometry. A better reference quantity to collision geometry

together with the CBWC should mostly reduce volume fluctuation.

3.5 Pileup Effect

Pileup event is defined as an event contains more than one single-collision event. Pileup events are
because two or more collisions occur within a small time and space interval thus they are identified by
detector as one event, thus their particle multiplicity are simple combination of two single-collision events.
An evident signature of pileup events is a large tail shown in high end of reference multiplicity distribution.
As shown in Fig. 3.2.1, the long tail (black circles) for reference multiplicity from 90 to 140 are mainly
pileup events.

In the high luminosity fixed-target experiment, pileup events are large compared to collider mode, that
makes the pileup a non-negligible effect in higher-order cumulant analysis in fixed-target experiment. In
experiment, according to different response time of pileup events to sub-detectors, those pileup events are
usually removed by clean cuts. In the 3 GeV analysis proton cumulant analysis, I used a pileup correction
method [78] for cumulants to correct the effect brought by pileup events and used an unfolding approach [79]

to estimate pileup fraction which is a necessary input for pileup correction.

3.5.1 Pileup Correction

The cumulant pileup correction method proposed in Ref. [78] assumed that pileup events are given by
the superpositions of two independent single-collision events.
Let P, (V) be a probability distribution function to find one event with N particles at reference multi-

plicity m. Throughout this section I suppose that pileup events are formed by independent superposition of
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two single-collision events with the probability a. Then P,,(N) can be rewritten as
P, (N)=(1 —a,)PL(N)+a, Py (N) (3.5.1)

where P.(N) and P,ﬂu (N) are probability distribution functions for single-collision event and pileup event
respectively. Pileup events at multiplicity m can be decomposed into sub-pileup events whose multiplicity
satisfies m = i + j. By looping all possible combinations of i and j which satisfies m = i + j, probability

distribution function for pileup events is obtained and written as

PR (N) = ) 80101 PP (N) (35.2)
i,j
and
PYON)Y= ) bn.nen, B (NDPI(N)) (3.5.3)
N;.N;

where w; ; is the probability to observe a sub-pileup event among all pileup events at multiplicity m and
Pl.f;’b(N ) represents the probability distribution of N in the sub-pileup events labeled by (i, j). i and j

commutes in w; ; which gives w; ; = w; ;. Exhausting all combinations of i and ;j there should be

J
D Sminjr; = 1. (3.5.4)
ij

I also consider a multiplicity distribution 7' (m) used for centrality determination. The pileup events at
the m-th multiplicity bin are then decomposed into two sub-pileup events which satisfies m =i + j. Then [
get [78]

aT' (DT (j)
= : 355
i Zi,j Omit; ¥T (DT () ( )
8 TOT(
@, = « 2 S TOT) (3.5.6)

(I-a)T(m+ay,; i, TOT ()

The Equation 3.5.5 defines the weight of sub-pileup events having multiplicities i and j while Eq. 3.5.6
represents the pileup fraction at m-th multiplicity bin.

From Egs. 3.5.1, 3.5.2, and 3.5.3 the moment generating function at multiplicity m can be expressed as

G0 = Y eNP(N)
N

(1= )G (0) + @y Y 8y 4107, G0, (3.5.7)
i,j
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with
G*(6) = GI(0)G'(0), (3.5.8)

where G! (0) = Y eV P! (N) is the moment generating function of P! (N). The rth order moment of the
N

observed distribution P,,(N) is given by

(N")y = D N'P(N)= G(9)|0 0
= (1—a )N +a, Z B Wi (N, (3.5.9)
iJ
with (N")! =3 N"P!(N) and
N
(N7 = Z N'P(N) = kz—:‘) <;) (N"RYUNFY (3.5.10)

Equation 3.5.10 can be alternatively written by cumulant in a compact form

(Nr> sub

P = (N (N, (3.5.11)

Je’

where (N” f‘;bc and (N" );.’ . are the cumulants of sub-pileup and true distributions, respectively. True mo-

ments are expressed recursively in terms of the measured moments at the lower multiplicity bins by solving
Egs. 3.5.9 and 3.5.10:

<Nr>m - r(r:)

m

NN = , 3.5.12
(N 1 —a,+2a,w,, ( )
with
W= Y By (NTY, (35.13)
i,j>0
and

r—1
2w Z <;><N"k>5<Nk>£,, (m > 0),

Z()Nr k)()Nk>0 (m=0),

(3.5.14)
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where (N")! and (N"),, represent rth order true and measured moments at mth multiplicity bin, respectively.
With true moments of each order obtained, one then can express true cumulants in terms of true moments.
As can be seen from Egs. (3.5.5)—(3.5.14), the necessary information to perform the pileup corrections are
true multiplicity distribution T'(m) and pileup fraction a.

In real experiments, we can only measure the multiplicity distributions including pileup events, to
extract the true multiplicity distribution for single-collision events one naive way is to use Monte-Carlo
Glauber and particle production model to fit the measured multiplicity distribution. As the Glauber model

is widely used for centrality determination it is firstly tried.

3.5.2 Pileup Correction Validation Using UrQMD Model

To validate the pileup correction method as well as the unfolding approach which will be shown in
Sec. 3.5.3 I use single-collision events from UrQMD model [58, 59] to simulate pileup events and test the
correction method. I show in this section a closure test as well as a realistic case for which single-collision
distribution and pileup fraction is extracted from Glauber fit.

The UrQMD code I used is of version 3.4 and configured as the standard cascade mode. Around 80
million events are generated in Au+Au collisions at m = 3 GeV with the impact parameter from O to
15 fm. To simulate pileup events in experiment I randomly added up two UrQMD events under a prede-
fined pileup fraction (¢ = 0.5%) to produce pileup UrQMD events. Protons within rapidity and transverse
momentum of —0.5 < y < 0 and 0.4 < py < 2.0 (GeV/c) are selected for cumulant calculations of pro-
ton multiplicity distributions. Collision centrality is defined by dividing reference multiplicity distribution
into different percent (0-5%, 5-10%, 10-20%, ..., 70-80%). Reference particles are using z#* and K* with
pseudo-rapidity |#| < 1. where (anti)protons are excluded to avoid self-correlation effect [72].

Proton cumulants and their ratios up to 4™ order are calculated for several data sets. Fig. 3.5.2 shows
cumulants and their ratios as a function of pileup fraction 1% < a < 10% in which the black points are
calculation for pure UrQMD data, the black squares are calculation for Pileup-UrQMD data in which pileup
events are simulated and added in pure UrQMD events, the red stars are a closure test in which pileup
correction is performed using correction parameters directly given by UrQMD data, and the blue circles
are calculation with pileup correction parameters determined by Glauber model. Comparing black squares
to black circles, it is seen that cumulants and their ratios are enhanced by pileup events. It is worth noting
that the cumulant ratio C,/C, even changes its sign from negative to positive then goes above unity when
increasing pileup probability a. Comparing red stars and blue circles to black circles, it is found that with

a precise estimation of a, the pileup correction works well for pileup probability up to 10%. While due to
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Figure 3.5.1: Reference multiplicity distribution (red squares) in Au+Au collisions at \/ﬁ =3GeV from
UrQMD model. Reference particles are using z* and K* with pseudo-rapidity || < 1. The black circles
are reference multiplicity distribution with pileup events which are simulated using pure UrQMD events
under a pileup fraction @ = 0.5%. The blue line is Monte-Carlo Glauber fit to Pileup-UrQMD distribution
(black circles) while the blue dashed line is a best fit to Pileup-UrQMD distribution using single-collision
distribution from Monte-Carlo Glauber fit(blue line). The black line in lower panel is a ratio of Raw-UrQMD

distribution over distribution from Glauber fit.
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Figure 3.5.2: Pileup level dependence of cumulants and cumulant ratios up to 4™ order in most central 5%
Au+Au collisions at /sy =3 GeV from UrQMD model. The results from default UrQMD are shown with
black circles while results with pileup events are shown with black squares. The red stars and blue circles

are results with pileup correction based on UrQMD and Glauber model, respectively.
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the imperfect Glauber fit to Pileup-UrQMD data, the calculations (blue circles) using parameters extracted
by the fit show deviation from true results (black circles). From above test, we see that pileup correction
works well in the ideal case and the effectiveness mostly depends on how precise the pileup probability is

estimated.

3.5.3 Pileup Correction with Unfolding Approach

To extract pileup probability to a higher precision, a model independent method named unfolding ap-
proach [80, 79] is tested and used in data analysis. The unfolding approach [80] was originally developed
to reconstruct particle multiplicity distribution in terms of non-binomial detector efficiency. It is found the
similar methodology is applicable in pileup correction. As discussed in Sec. 3.5.2, pileup corrections de-
pend on how one can precisely extract the true multiplicity distribution for single-collision events. The issue
is that the Glauber and particle production models, which are commonly used for centrality determination,
cannot fit even the UrQMD data perfectly. A model independent way is necessary to make sure the quality
of pileup corrections. In this section, I'll show the procedures to extract a precise pileup parameter using
unfolding approach and a test on cumulants of this approach.

Figure 3.5.3 depicts a flowchart for the unfolding procedure. In real experiments, the multiplicity
distribution is measured with the pileup events on top of the single-collision events as shown in the left row in
Fig. 3.5.3. ”True” and "Measured” in the figure represent the multiplicity distributions for single-collisions
and inclusive distributions for both single-collisions and pileup events. They are labeled as ”’(a) UrQMD
experiment true” and ”(b) UrQMD experiment measured”, respectively. Both are related via a numerical
process to generate pileup events called “Pileup Filter”, which is defined as an independent superposition
of two single-collision events with probability a for simplicity. Similarly, we suppose Monte-Carlo samples
labeled as ’(c) toy-MC true” and ”’(d) toy-MC measured”. They are also related via the same pileup filter
between (a) and (b). In the rest of this paper, samples in the top row will be referred to as ”true coordinates”,
while the bottom row will be “measured coordinates”. The goal of the unfolding approach is to reconstruct

(a) starting from (c). Detailed procedures are shown below:

0 Generate (a) UrQMD-experiment and (b) UrQMD-measured samples. They correspond to raw-UrQMD
and pileup-UrQMD distributions in Sec. 3.5.2.

1 Generate a (c) toy-MC distribution based on the Glauber model.

2 The pileup filter is applied to (c) to get (d) toy-MC measured distribution.
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Figure 3.5.3: Flowcharts in unfolding to extract the true multiplicity distribution. The dotted arrows show

the procedures repeated for iterations.
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Figure 3.5.4: (Left) Correlations between two independence multiplicity distribution in pileup events.

(Right) Response matrices for Oth, 50th, and 100th iteration.
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Figure 3.5.5: (Top) Multiplicity distributions for UrQMD, Glauber fit, and MC samples at 100th iteration.

(Bottom) Difference between UrQMD and MC samples as a function of multiplicity. Left-hand side panels

are for the true coordinates, while right-hand side panels are for the measured coordinates. The range of the

x-axis is limited from 10 to 70 for illustration purpose.
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3 During the MC process from 1 to 2, I compute the reversed response matrices, R, numerically as shown

in Fig. 3.5.4. Note that any inversion procedure is not necessary here.

4 The correction function is determined by subtracting (b) from (d). It represents the difference between
UrQMD-experiment and toy-MC distributions in the measured coordinates. See lower panels in
Fig. 3.5.5.

5 The response matrix R is multiplied to (f) to get (e) the correction functions in the true coordinates.
6 By adding (e) to (c), the toy-MC distribution is modified to be closer to (a).
7 Repeat 1-6 until the correction functions become close enough to zero.

The response matrices in 3 are defined as

T@,j) = Z Omsij R(i, j; m)T (m), (3.5.15)
i.J

where T'(m) represents the probability distribution function of multiplicity in pileup events at measured
coordinates, and T'(i, j) is a correlation between two multiplicities which forms pileup events. P(i, j) and
R(i, j; m) are shown in Fig. 3.5.4. Distributions in Fig. 3.5.4-(b) are projections of Fig. 3.5.4-(a) onto a diag-
onal plane for m = 10, 50, and 100 with m = i + j. The response matrices relate the multiplicity m observed
in pileup events at measured coordinates and their original multiplicities from two single-collision events,
i and j at true coordinates. Note that the response matrices are determined during the numerical process
of the pileup filter for each iteration. Fig. 3.5.5 shows multiplicity distributions and correction functions as
a function of multiplicity for true and measured coordinates, respectively. The initial distribution of MC
samples are taken from the best fit of the Glauber model to the UrQMD-experiment distribution in the true
coordinates. Nevertheless, there are large differences from the UrQMD-experiment distribution as can be
seen in the correction functions. After 100 iterations, the correction functions are found to be flat, which
indicates that the multiplicity distribution for MC samples are successfully unfolded to UrQMD-experiment
distributions. The resulting multiplicity distribution for the true coordinates can be used to determine the

parameters for pileup corrections according to Eq. 3.5.5.
In our simulations the preseted value of pileup probability « is used for the unfolding approach. In
real experiments, the pileup probability can be basically calculated from the beam rates and thickness of the
target material. To determine this more precisely, the unfolding approach needs to be repeated by varying

the pileup probability to find the best parameter which yields the smallest values of )(Z/N DF.
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Let us then move to the pileup corrections on cumulants. The multiplicity distribution for the true
coordinate after 100 iterations is used to define the parameters for pileup corrections. Results are shown
in Fig. 3.5.6 for up to the 4™M_order cumulant as a function of centrality. Due to the effect of pileup events,
the results at the most central collisions deviate from the true value of cumulants. The results of pileup
correction using Glauber fits, however, still deviate from the true cumulants, which is because the Glauber
fit is not perfect enough to describe the multiplicity distribution in UrQMD, as discussed in Sec. 3.5.2.
We then apply pileup corrections with correction parameters determined by the unfolding approach. The
results are consistent with true values of cumulants in the most central collisions. Therefore, it is concluded
that our unfolding approach works well to determine the correction parameters for pileup corrections. In
this work, we simulated pileup events by the superposition of two single-collision events, in fact the pileup
events merged from more than two single-collision events can be also studied. In the unfolding approach the
MC samples are taken from the best fit of the Glauber model to the UrQMD-experiment distributions. In
principle, MC samples can start from any distributions like a flat distribution, but we propose to start from
the distribution close to the experimental data to avoid possible systematics on the initial conditions of the
MC samples.

Figure 3.5.6 shows cumulants and their ratios up to the 4™_order as a function of centrality. Due to the
effect of pileup events, the results at the most central collisions deviate from the true value of cumulants.
The results of pileup correction using Glauber fits, however, still deviate from the true cumulants, which
is because the Glauber fit is not perfect enough to describe the multiplicity distribution in UrQMD. We
then apply pileup corrections with correction parameters determined by the unfolding approach. The results
are consistent with true values of cumulants in the most central collisions. Therefore, it is concluded that
our unfolding approach works well to determine the correction parameters for pileup corrections. In this
work, we simulated pileup events by the superposition of two single-collision events, in fact the pileup
events merged from more than two single-collision events can be also studied. In the unfolding approach
the MC samples are taken from the best fit of the Glauber model to the UrQMD-experiment distributions.
In principle, MC samples can start from any distributions like a flat distribution, but we propose to start
from the distribution close to the experimental data to avoid possible systematics on the initial conditions
of the MC samples.

3.5.4 Pileup Correction on Data

In Fig. 3.5.7, the left panel shows reference multiplicity distribution for data (black circles), unfolded

single-collision distribution (blue line), and pileup events distribution (red line) which is subtracted from
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Figure 3.5.6: Centrality dependence of cumulants and cumulant ratios up to 4™_order in Au+Au collisions at
v/Snn = 3 GeV from UrQMD model. The results from default UrQMD are shown with black circles while
results with pileup events are shown with black squares. The red stars are results with pileup correction

using unfolding approach.
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Figure 3.5.7: Left panel: Reference multiplicity distribution in Au+Au collisions at \/@ = 3GeV. The
data is shown with black circles while the unfolded single-collision distribution is shown with blue line.
The red line represents pileup events distribution which is subtracted from data and unfolded distribution.
Right panel: Correlation of single collision reference multiplicity distribution which forms pileup events.

The single collision distribution is obtained by unfolding approach.
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data and single-collision distribution. Then the pileup probability is also determined which is 0.46% + 0.09%
of all events and 2.10% + 0.40% in the 0-5% centrality class. Right panel of Fig. 3.5.7 shows a correlation

distribution of unfolded single-collision reference multiplicity.
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Figure 3.5.8: Proton cumulants up to 6-order as a function of reference multiplicity in Au+Au collisions
at 1/syn = 3 GeV within acceptance of —0.5 < y < 0 and 0.4 < pr < 2.0 GeV/c. Centrality binned
(wider bin in plot) results with and without pileup correction are shown with red circles and blue squares,
respectively. The cumulants with and without pileup correction as a function of reference multiplicity are
shown with black circles and black squares, respectively. Same to Fig. 3.4.1 the vertical dashed lines indicate

the centrality classes.

Figure 3.5.8 shows proton cumulants up to 6"-order as a function of reference multiplicity in Au+Au
collisions at 4/syy = 3 GeV within acceptance of —0.5 < y < 0 and 0.4 < pr < 2.0 GeV/c. The pileup
correction is done for each reference multiplicity bin (black circles) compared to that without correction
(black squares). Centrality binned (wider bin in plot) results with and without pileup correction are then
obtained by performing CBWC. Comparing results with and without pileup correction for both fine bin and
wider bin, it is seen only cumulants from top 5% centrality class are modified. This is seen in UrQMD

calculation shown in Fig. 3.5.6. Similar to Fig. 3.5.8, Fig. 3.5.9 shows cumulant ratios up to 6"-order. A
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Figure 3.5.9: Proton cumulants up to 6-order as a function of reference multiplicity in Au+Au collisions
at 4/syn = 3 GeV within acceptance of —0.5 < y < 0 and 0.4 < pt < 2.0 GeV/c. The markers in plot are
same to Fig. 3.5.8.
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similar conclusion is drawn from the comparison of results with and without pileup correction that only

most central centrality are affected by pileup effect.

Figure 3.5.10 shows cumulants and cumulant ratios as a function of (N, pm) up to 6"-order in Au+Au
collisions at M = 3 GeV within kinematic acceptance —0.5 < y < 0 and 0.4 < pr < 2.0 GeV/c. The
(Npart) 1s the average of Ny, from Glauber Monte Carlo simulation. From a large N, to a low value it
represents 0-5%, 5-10%, ---, 50-60%. Results without or with pileup correction are shown with red circles
and black squares, respectively. The x axis is the average of number of participating nucleons N,. From
the comparison of results with and without pileup correction, it seems that result at most central centrality
is modified. It’s worth noting that C,/C, at most 5% centrality even changes sign from positive to negative.
Fig. 3.5.11 shows centrality dependence of correlation functions and their ratios up to 6"-order in Au+Au
collisions at /sy = 3 GeV within kinematic acceptance —0.5 < y < 0 and 0.4 < py < 2.0 GeV/c. A

similar conclusion can be draw from the comparison of results with and without pileup correction.
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Figure 3.5.10: Centrality dependence of cumulants and cumulant ratios up to 6M-order in Au+Au collisions
at /syn = 3 GeV within kinematic acceptance —0.5 < y < 0 and 0.4 < pr < 2.0 GeV/c. Results without

or with pileup correction are shown with red circles and black squares, respectively.
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Figure 3.5.11: Centrality dependence of correlation functions and correlation function ratios up to 6-order

in Au+Au collisions at 4/syy = 3 GeV within kinematic acceptance —0.5 < y < 0 and 0.4 < pr < 2.0

GeV/c. Results without or with pileup correction are shown with red circles and black squares, respectively.
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3.6 Initial Volume Fluctuation Correction
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Figure 3.6.1: Number of participating nucleons (Npar) distribution from Glauber (black lines) and UrQMD
(blue lines) model, respectively. The red shaded areas and blue lines indicate N, distributions from cen-

trality classes of 0-5%, 5-10%, ---, 50-60% which are determined by reference multiplicity.

In the field of heavy ion physics, collision volume is not a well-defined quantity. It reflects initial col-
lision geometry and is usually related to number of participants (or called wounded nucleons proposed in
Wound Nucleon Model [81]) which is the number of nucleons in one collision that has at least one inelastic
interaction. In experiment, reference multiplicity is usually used to define centrality using the information
that more central collision has a larger particle multiplicity. But the mapping of collision volume to refer-
ence multiplicity is not one-to-one correspondence. In a word about the VF effect, in fluctuation analysis
using a centrality reference like charged particle reference multiplicity or other references in experiment, ad-
ditional fluctuations due to fluctuating collision volume are mixed with the dynamical fluctuations because
of QCD critical point or phase transition. The volume fluctuation effect is due a weak correlation between
experimental centrality reference and collision volume.

In low energy fixed-target experiment, because of limited value of reference multiplicity, it is impor-

tant to take care of the volume fluctuation effect in fluctuation analysis. A volume fluctuation correction
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(VFC) method is proposed in Ref. [82]. The method based on Wound Nucleon Model [81] assumes that
particle production in heavy ion collision is independently contributed from wounded nucleons. In another
word, total particles produced in a collision are a sum of particles produced from each wounded nucleon.
No correlation is considered between each wounded nucleon when producing particles. The deduction of
volume corrected moments is shown below briefly.

Let us define the probability to find » particle from a wounded nucleon is P(#n), the moment generating

o0

function is written as M(t) = [° e

where n; represents particle from each source and the corresponding moment generating function is then

""P(n)dn. Total particles N is written as N = n; + n, + ny + -

the product of that from each wounded nucleon M (t)y = [M ()1Ve where N, w 18 defined as number of
wounded nucleons. Then it is easily to calculate raw moments of particle number distribution N of any

order by taking derivatives of M (t) . The 1% and 2"d_order raw moments are

_[dMno]  _ N1 dMO] _
(N)y= [ a1 LO = [Nw [M(@)] Q| = N, (n) (3.6.1)
and
d’M
(N?) = [TN()] = Ny(N,, = D) + N (), (3.62)
t=0

where (.) indicates taking average and (N') , mean fixed number of wounded nucleons. Above equations
apply to fixed number of wounded nucleons. For fluctuating wounded nucleon number with a probability
P(N,,), Egs. 3.6.1 and 3.6.2 can be rewritten as

(N)= D UN) P(N,) = (N,)n) (3.6.3)
Nw

and

(N?) = DUN?)P(N,) = (Nyy(Ny, = D)) + (N, ) (%), (3.6.4)
N,

w

Higher order moments are obtained similarly. The final volume fluctuation corrected cumulants up to 6'h-
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order expressed in terms of moments are shown below,

Cin= Cl,NwCl,n’

Con = Cin, Con + €1, Con,y»

Cyn = Cin,Can +3C1,CouCon, +C1,Can,»

Cyn = Cin,Con+4C1 G, G N, + 3C22,,,C2,Nw +6C 12,nC2,nC3,Nw + Cinc4,Nw’

Csn = Cin, Cs,+5C1,Cy,Caw, +10C,,C5,C . +10C;,C Cs (3.6.5)
+15C;,Cy,Cs y, +10C,,CP Cyy +C},Cs y

Co.n = Civ, Con +6Cs,C1 1 Con,, +15C4,C,yCon,, +10C3,Co
+15C,,C},Cy y, +60C;,C,,Cy ,Cs . +15C3 Cs . +20C5,C Cyn,
+45C; CT Cyy, +15C,,C! Csy +C) Con .

where C; y, C; , and C; y are i order cumulant from measured N distribution, each source’s n distribution,

and N, distribution. From Egs. 3.6.5, it is seen that cumulant from N, is involved in measured cumulant

C; n- Under an unrealistic case the cumulant Ci/ n Without contribution from N, can be expressed by
!’
Cin =(Ny) - Cip (3.6.6)

The necessary input is only distribution of N, which is not available in data and has to rely on model

simulation.

3.6.1 Model Test of Volume Fluctuation Correction

In this section, I show a test the volume fluctuation correction using Egs. 3.6.5 within UrQMD model.
Around 80 million minbias events are generated using UrQMD program (v3.4) configured as the standard
cascade mode. The necessary N, distribution for correction (will use N, instead in following section) is
from UrQMD data or a Glauber Monte Carlo simulation. For real data analysis, one has to rely on Glauber
simulation to give this Ny, distribution. In UrQMD model, N, distribution can be given without Glauber
model and the N, distribution should be more precise than that given by the Glauber model similation.

Figure 3.6.1 shows number of participating nucleon (N, distribution from UrQMD (dash line) and
Glauber model (solid line) in Au+Au collisions at 4/sny = 3 GeV where the blue and red shaded areas are
for 0-5% collisions determined by reference multiplicity. It is seen that UrQMD and Glauber show different

shapes for N, distribution which brings difference to volume fluctuation corrected result.
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Figure 3.6.2: Centrality dependence of cumulants and cumulant ratios in Au+Au collisions at /sy =
3 GeV within kinematic acceptance —0.5 < y < 0 and 0.4 < pt < 2.0 GeV/c from UrQMD model.
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Figure 3.6.3: Left panel(a): Reference multiplicity distribution v.s. number of participating nucleon (V)
distribution from UrQMD model. Right panel(b): N part RMS (root-mean-square) as a function of reference

multiplicity. The vertical lines indicate average N, RMS for each centrality class.
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Figure 3.6.2 shows centrality dependence of cumulants in Au+Au collisions at \/@ = 3GeV with
kinematic acceptance —0.5 < y < 0and 0.4 < pt < 2.0 GeV/c within UrQMD model. The blue open circles
represent a default calculation in UrQMD that cumulants and their ratios are calculated in each RefMult3 bin
then are performed CBWC using number of events as weight. The black circles and crosses are calculation
with volume fluctuation correction using N, from UrQMD and Glauber model, respectively. Comparing
volume fluctuation corrected cumulant ratios (black circles and crosses) with that in default calculation
(blue open circles), it is seen that results from most central and peripheral collisions are least modified by
volume fluctuation correction. This is expected from Fig. 3.6.3 panel (b) which shows N, RMS with fixed
reference multiplicity. Figure 3.6.3 panel (a) shows correlation between reference multiplicity and N, in
Au+Au collisions at m =3GeV from UrQMD model. The N, RMS, width of N, distribution for
each reference multiplicity bin, are small for most central and peripheral, and large for mid-central collisions.
InFig. 3.6.2, volume fluctuation corrected results (black circles and crosses) show least effect for most central
collisions.

As a baseline without contribution from volume fluctuation I calculate cumulants in terms of N

Black open squares in Fig. 3.6.2 are cumulants and their ratios as a function of Np,. Np, is also used

part
to determine different % of centrality, for example 0-5%, 5-10%, ---, 50-60%, then we can apply CBWC to
the N, dependence of cumulants using number of events as weight at individual N, bin. This result is
shown with red solid squares and is genuine result without volume fluctuation. Comparing results with or
without volume fluctuation correction to the genuine result, we see that in most central centrality class the
volume corrected results are close to results calculated with respect to Ny, but one can still see residual

effects from volume fluctuation.

3.6.2 Volume Fluctuation Correction on Data

With the Ny

correction can then be applied on data. Note that the reference multiplicity distribution from the UrQMD

distributions extracted from the Glauber and UrQMD model, the volume fluctuation

model is scaled to fit into data. The volume fluctuation is done at each reference multiplicity bin and is
applied CBWC to obtain centrality binned results.
Figures 3.6.4 and 3.6.5 show proton cumulants and ratios up to 6"-order in Au+Au collisions at
syn= 3 GeV within acceptance of —0.5 < y < 0 and 0.4 < py < 2.0 GeV/c. The fine bin results are
cumulants as a function of reference multiplicity while wider bin results are for centrality binned cumulants.
By definition shown in Eq. 3.6.5 and Eq. 3.6.6, mean value of proton multiplicity (C;) is superposition of

contributions from each sources thus is not corrected. Overall, comparing results with and without volume
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Figure 3.6.4: Proton cumulants up to 6M-order as a function of reference multiplicity in Au+Au collisions

at \/% =3 GeV within acceptance of —0.5 < y < 0 and 0.4 < pr < 2.0 GeV/c. Centrality binned (wider

bin in plot) results with volume fluctuation correction using Glauber, UrQMD model and the result without

correction are shown with red circles, blue squares, and yellow triangles, respectively. The corresponding

fine bind results are shown with black circles, black triangles, and black squares, respectively. The vertical

dashed lines indicate the centrality classes, from right to left, 0—5%, 5—10%, 10—20%, 20—30%, 30 —40%,
40 — 50% and 50 — 60%.
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Figure 3.6.5: Proton cumulant ratios up to 6M-order as a function of reference multiplicity in Au+Au colli-
sions at \/@ = 3 GeV within acceptance of —0.5 < y < 0 and 0.4 < pr < 2.0 GeV/c. Centrality binned
(wider bin in plot) results with volume fluctuation correction using Glauber, UrQMD model and the result
without correction are shown with red circles, blue squares, and yellow triangles, respectively. The corre-
sponding fine bin results are shown with black circles, black triangles, and black squares, respectively. The
vertical dashed lines indicate the centrality classes, from right to left, 0 — 5%, 5 — 10%, 10 — 20%, 20 — 30%,
30 — 40%, 40 — 50% and 50 — 60%.
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correction, for higher order cumulants, a maximum difference is seen around mid-central centrality and
the difference slightly depends on the order of the cumulants. In the most central centrality, the difference
between results with and without the correction is small for all cumulants C;,i > 3. It is also seen that
centrality binned results follow the trend of reference multiplicity dependence, thus the CBWC procedure is
necessary in order to extract properly centrality binned results. It is worth noting that the results using dif-
ferent Npart to perform volume correction show clear difference for cuamulants C;, i = 2, 3,4. The correction

shows strong model dependence on N .

3.7 UrQMD Calculation
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Figure 3.7.1: Cumulants and cumulant ratios up to 4™ order of proton multiplicity distributions in Au+Au
collisions at 4/syy= 3 GeV within —0.5 < y < 0 and 0.4 < py < 2.0 GeV/c within UrQMD model.

The Ultra-relativistic Quantum Molecular Dynamics [58, 59] (UrQMD) is a microscopic transport
model, which is used to simulate the time evolution of (ultra-) relativistic heavy-ion collisions from 1 AGeV
fixed-target energies up to collider energies of 4/syy = 200 GeV from initial reaction-state to fragmenta-

tion into hadrons and then covariant propagation of hadrons and resonances through scatterings and de-
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cays. UrQMD model has been quite successful and widely applied towards heavy-ion phenomenology at a
wide range of energy coverage from SIS to RHIC. In UrQMD model, hadron interactions below \/SN_N =
5 GeV are described by interactions between hadrons and resonances. At collision energies above m =
5 GeV, the excitation of color strings and their fragmentation into hadrons dominates particle production.
In UrQMD, hadrons have explicit space-time evolution trajectories and does not contain any de-confined
quarks degrees of freedom which means no phase transition physics are implemented. So results from
UrQMD model can be used as a non-critical baseline for experimentally measured higher-order cumulants.

In this section [ show a comparison of UrQMD (v3.4) calculations using two configurations, the cascade
and mean field mode. By default a cascade mode is used in which there is no nuclear potential. The Skyrme
type potential (including Yukuka and Coulomb potentials) is available in UrQMD codes and is also used
in UrQMD simulation. At low energy nuclear potential is a non-negligible effect, thus a comparison of
calculation in both modes is necessary as a baseline for the comparison with experimental measurements. |
generated around 80 million and 10 million events in cascade and Skyrme mode, respectively, and calculate
cumulants in a same manner that is used for data. Figure 3.7.1 shows centrality dependence of proton
cumulants up to 4"-order in Au+Au collisions at syn= 3 GeV within acceptance of —0.5 < y < 0 and
0.4 < pr < 2.0 GeV/c from UrQMD model. It is seen that cumulants and ratios are close within statistical
uncertainty in both calculations. Thus for qualitatively comparison with experimental data, the cascade

mode should be fine.

3.8 Statistical and Systematic Uncertainty Estimation

3.8.1 Statistical Uncertainty

The statistical uncertainties are obtained using the Bootstrap approach [83] in which events are re-
sampled with replacement and the analysis is re-run. The Bootstrap procedure is repeated for 200 times
and the statistical uncertainty is the standard deviation of the observable, such as the cumulants and their
ratios. The analytical method called Delta theorem [75, 84] to evaluate statistical uncertainty are also tested
to crosscheck the uncertainty. In Appendix B and C I show analytical equations derived by Delta theorem.
Equations in Appendix B are for efficiency uncorrected cumulants and correlation functions while equations
in Appendix C are for efficiency corrected ones. Due to limit of thesis length and number of terms is too
large for efficiency corrected formulas, only equations up to 2" order are listed. One can use the shared

Python code to generate higher order equations.
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3.8.2 Systematic Uncertainty

The systematic uncertainty of the cumulant calculation can be subdivided into three categories: un-
certainty associated with a STAR Monte Carlo simulation, pileup correction, and centrality determination.
The STAR Monte Carlo simulation includes the efficiency in the TPC and TOF, the track reconstruction
requirements (maximum of DCA, minimum TPC spatial points), and the PID requirements (nop,,, and
mass-squared cut). The centrality determination for each centrality class is given in Tab. 3.3. The effect of
lowering the dE/dx cut to |nop.,,| < 2 was tested but did not affect the final result.

To estimate the systematic uncertainty, the analysis was repeated with different analysis requirements
which are outlined in Tab. 3.4. The difference between the systematic analyses and nominal analysis in
C,/Cy, C5/C,, and C4/C, in 0-5% central Au+Au collisions is listed in Tab. 3.5.

Source Nominal Values Variations
Centrality (Np) see Tab. 3.3 +1 N,

Pileup fraction 0.46% 0.37%, 0.55%

TPC cuts 10 12,15

DCA < (cm) 3.0 2.75,2.5,2.0,1.0
PID m? cuts (GeV?/c*) | (0.6, 1.2) (0.5,1.3), (0.7, 1.1)
Efficiency (€) € e X 1.05,¢x%x0.95

Table 3.4: Sources, choices of nominal values and their variations for systematic uncertainties in proton

cumulant measurements from the fixed-target Au+Au collisions at 3 GeV.

3.8.3 Uncertainty from Pileup Events

Estimating the systematic uncertainty on the pileup correction method is straightforward: The under-
lying pileup distribution is fitted with a y* minimization, and to test the systematic uncertainty, the y2/ndf
is varied by +1. As expected, the change in the pileup’s underlying distribution only affects the cumulants
in the most central centrality class. As seen in Fig. 3.8.2, decreasing the pileup probability pulls C,/C,
closer to 1, while increasing the pileup probability pushes C,/C, to a lower value, potentially over cor-
recting. To see the increase with centrality, we can study the cumulants vs. FXTMult3, before applying
CBWC. Figure 3.8.1 shows the pileup correction at each FXTMult3 bin. In the most central centrality class
(49 < FEXTMult3 < 80), the systematic is dominated by the highest multiplicity bins. Note that the statistics
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Source G,/Cy C;/C, C,4/Cy
1.218+0.001  0.954+0.005 -0.845+0.086
Centrality 0.014 0.041 0.042
Pileup 0.002 0.017 0.242
TPC cuts 0.002 0.015 0.24
DCA 0.008 0.060 0.78
PID m? cuts 0.003 0.009 0.05
Efficiency e 0.011 0.023 0.27
Total 0.018 0.073 0.818

Table 3.5: Main contributors to systematic uncertainty to the proton cumulant ratios: C,/C,, C3/C,, and

C,/C, from 0-5% central 3 GeV Au+Au collisions. The first row shows values and statistical uncertainty

of those ratios. The corresponding values of these ratios along with the statistical uncertainties are listed in

the table. The final total value is the quadratic sum of contributions from Centrality, pileup and variations

of cuts on TPC points, DCA and PID m? and efficiency e which are written as bold. Clearly this analysis is

systematic dominant.
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Figure 3.8.1: Left panel shows the uncertainty from pileup for the unbinned C,/C, as a function of FXT-
Mult3 for the fixed-target 4/syy = 3 GeV Au+Au collisions for the rapidity window —0.5 < y < 0 and the

transverse-momentum window 0.4 < pr < 2.0 (GeV/c). The right panel shows the same information with a

limited x-axis from 0 < FXTMult3 < 60 and reduced y-axis to show the uncertainty at lower multiplicities.

The difference in C,/C, for the pileup high and pileup low correction (corresponding to 2%+ 1 of the pileup

fit) is shown by blue and green error bars, respectively.
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Figure 3.8.2: Panels show the proton cumulants (up to C,) and proton cumulants ratios (C,/C;, C3/C, and
C,/C,) for the fixed-target 4/syn = 3 GeV Au+Au collisions for the rapidity window —0.5 < y < 0 and the

transverse-momentum window 0.4 < pr < 2.0 (GeV/c). The difference in cumulant and cumulants ratios

for the pileup high and pileup low correction (corresponding to y> + 1 of the pileup fit) is shown by blue

and green error bars, respectively.
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of these high multiplicity events significantly drop above multiplicities of 70. The large systematic uncer-
tainties at high FXTMult3 bins will be reduced from the CBWC method. This can be seen comparing the
most central centrality class in Fig. 3.8.1 and the final result with CBWC in Fig. 3.8.2.

3.8.4 Uncertainty from Efficiency and Related Cuts

The nHitsFityy;, > 10, TOF m?, nop,y,, < 3, and DCA < 3 cm cuts are all correlated with efficiency,
and the uncertainty can be attributed to systematic uncertainty in the embedding procedure. However, the
cuts should be studied independently, as there may be changes to the proton purity of the selected proton
candidates. For our analysis, the proton purity is higher than 95% at all rapidity region, momenta and cen-

trality classes, therefore cut selection did not primarily prioritize proton purity.

Two cuts associated with proton purity are nop,y,, < 3 and DCA < 3cm. Lowering the nop,,, and
DCA cuts will increase proton purity but decrease the TPC tracking efficiency. To test the effect of changing
the nop.on < 3 cut, the analysis was run with nop,,, < 2, decreasing the number of raw uncorrected
protons, decreasing the efficiency and slightly increasing the purity. Running the analysis with nopy,, < 2
generated a small increase in the C,/C, as seen in Fig. 3.8.5. The nop,y,, < 2 was a relatively small
uncertainty and was not included in the total systematic uncertainty. To study the effect on DCA, the value
was lowered from DCA < 3cm to DCA < 2.75cm and DCA < 2.5cm. As DCA < 3cm is the highest
possible value in our reconstruction procedure, the uncertainty will be assumed to be symmetric around
DCA < 3cm. As the cut was decreased, all cumulants decreased to lower values, which indicates a lower
tracking efficiency. I assume the DCA uncertainty to be highly correlated with the efficiency uncertainty.
The choice of DCA < 3 cm as the nominal value was to maximize the number of raw protons measured and
decrease the effect of the efficiency correction. Not only does a low DCA cut decrease overall efficiency,
the cut introduces an East/West bias for track selection in the TPC. Due to increased distance from the fixed
target, tracks in the East half of the TPC experience larger DCA values than tracks in the West TPC sector.
By allowing tracks with a higher DCA, I minimize the East/West bias. The effect of DCA on the C,/C,
signal as a function of FXTMult3 can be seen in Fig. 3.8.5. Fig. 3.8.3 shows the effect of lowering the DCA
for all cumulants. Like most systematic cuts studied, the DCA is most sensitive in the higher order cumulant
C, and at central events.

An additional study of the DCA variable is performed to check the effect of lambda decays on the
higher order cumulants. Fig. 3.8.4 shows the cumulants and cumulant ratios up to 4™_order. The variation

is comparable to the total systematic uncertainty.
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Figure 3.8.3: Panels show the proton cumulants (up to C,) and proton cumulants ratios (C,/C;, C3/C, and
C4/C,) for the fixed-target /sy = 3 GeV Au+Au collisions for the rapidity window —0.5 < y < 0 and the
transverse-momentum window 0.4 < pr < 2.0 (GeV/c). The difference in cumulants and cumulant ratios
for the DCA < 2.75cm, DCA < 2.5cm and nop,,, < 2 cuts are shown by red, gray and light blue error

bars, respectively.
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Figure 3.8.4: Panels show the proton cumulants (up to C,) and proton cumulants ratios (C,/C;, C53/C, and
C,4/C,) for the fixed-target 4/syn = 3 GeV Au+Au collisions for the rapidity window —0.5 < y < 0 and the

transverse-momentum window 0.4 < pr < 2.0 (GeV/c). The analysis is performed for various DCA cuts.
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Figure 3.8.5: Left panel shows the uncertainty from pileup for the unbinned C,/C, as a function of
FXTMult3 for the fixed-target 1/syy = 3 GeV Au+Au collisions for the rapidity window —0.5 < y < 0 and
the transverse-momentum window 0.4 < py < 2.0 (GeV/c). The right panel shows the same information
with a limited x-axis from 0 < FXTMult3 < 60 and reduced y-axis to show the uncertainty at lower multi-
plicities. The difference in C4/C, for the DCA < 2.75 cm, DCA < 2.5 cm and nop,,, < 2.0 cuts are shown
by red, gray and light blue error bars, respectively.
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The nHitsFit > 10 cut is set to the lowest allowed value in the reconstruction procedure. Previous
analyses have used a larger value to ensure track quality and the removal of broken tracks. However, we
do not see the track quality to decrease with lower nHitsFit cuts and the removal of broken tracks can
be accomplished by requiring nHitsFit/nHitsPossible > 0.51, a less restrictive cut. For the Fixed-Target
regime, the high nHitsFit > 15 or nHitsFit > 25 cuts remove high # tracks in the region of interest. Due
to the geometry of the target and the TPC, higher # tracks will pass through fewer TPC pad rows. Unlike
the collider setup, the higher # ~ 2 correspond to mid-rapidity particles, our region of interest. To test the
effect of nHitsFit on the analysis, the nHitsFit > 10 is increased to nHitsFit > 12 and nHitsFit > 15. As

nHitsFit > 10 is the lowest allowed value, we assume a symmetric systematic uncertainty.
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Figure 3.8.6: Panels show the proton cumulants (up to C,) and proton cumulants ratios (C,/C;, C53/C, and
C,/C,) for the fixed-target 4/syn = 3 GeV Au+Au collisions for the rapidity window —0.5 < y < 0 and the
transverse-momentum window 0.4 < pr < 2.0 (GeV/c). The difference in cumulants and cumulant ratios

for the nHitsFit> 12 and nHitsFit> 15 cuts are shown by red and blue error bars, respectively.

The TOF m? cut is commonly studied in the cumulant analyses. Varying the TOF m? cut did not have a
large effect on the higher order cuamulants. The TOF m? is varied above and below the standard 0.6 < m?> <
1.2 (GeV/c?)? by +0.05. The C,/C, vs. EXTMult3 result is shown in Fig.3.8.9 and the final result for all
cumulants and cumulant ratios are shown in Fig. 3.8.8. In Fig. 3.8.8, the systematic uncertainty from the
TOF m? is negligible. Looking at C4/C, in 3.8.9, there is a small increase in the systematic uncertainty at
high multiplicities, but remains small with respect to the statistical and other systematic uncertainties.

The efficiency calculation of the TPC detector has considerable uncertainty. The process of embedding
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Figure 3.8.7: Left panel shows the uncertainty from pile up for the unbinned C,/C, as a function of
FXTMult3 for the fixed-target N =3 GeV Au+Au collisions for the rapidity window —0.5 < y < 0 and
the transverse-momentum window 0.4 < pr < 2.0 (GeV/c). The right panel shows the same information
with a limited x-axis from 0 < FXTMult3 < 60 and reduced y-axis to show the uncertainty at lower mul-
tiplicities. The difference in C,/C, for the nHitsFit> 12 and nHitsFit> 15 cuts are shown by red and blue

error bars, respectively.
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Figure 3.8.8: Panels show the proton cumulants (up to C,) and proton cumulants ratios (C,/C,, C5/C, and
C,/C,) for the fixed-target m =3 GeV Au+Au collisions for the rapidity window —0.5 < y < 0 and the
transverse-momentum window 0.4 < pr < 2.0 (GeV/c). The difference in cumulants and cumulant ratios
for the mass low and mass high cuts ( mass cuts are varied by +0.05 from the nominal 0.6 < m?> < 1.2

(GeV/c?)? ) are shown by magenta and blue error bars, respectively.
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Figure 3.8.9: Left panel shows the uncertainty from pile up for the unbinned C,/C, as a function of
FXTMult3 for the fixed-target m = 3GeV Au+Au collisions for the rapidity window —0.5 <y < 0
and the transverse-momentum window 0.4 < pt < 2.0. The right panel shows the same information with
a limited x-axis from 0 < FXTMult3 < 60 and reduced y-axis to show the uncertainty at lower multiplici-
ties. The difference in C,/C, for the mass low and mass high cuts ( mass cuts are varied by +0.05 from the

nominal 0.6 < m*> < 1.2 (GeV/c?)? ) are shown by magenta and blue error bars, respectively.

Monte Carlo tracks into data and running the track reconstruction process is estimated to have an uncertainty
of 2-5%. Therefore, the cumulants analysis is run with +5% efficiency to estimate the effect on the higher
order moments. Figure 3.8.10 shows the effect on the CBWC cumulants and cumulant ratios as a function
of average N,,,. Unlike previous cuts associated with efficiency, which preferentially affected the central
0-5% cumulant ratios, the broad change in +5% overall efficiency affects all cuamulants and cumulant ratios.
Fig. 3.8.11 shows the effect on the C4/C, ratio.

3.8.5 Uncertainty from Centrality Determination

The last systematic uncertainty considered is from the centrality determination. The centrality deter-
mination process is described in Sec. 3.2. Centrality determination is limited by the finite bin width of the
multiplicity distribution. To estimate how this affects the cumulants, the centrality determination is varied
by +1 bin and the difference is taken as the systematic uncertainty. This uncertainty is negligible for the
central events but considerable in the peripheral events. Fig. 3.8.12 shows the effect on the cumulants and

ratios.
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Figure 3.8.10: Panels show the proton cumulants (up to C,) and proton cumulants ratios (C,/C;, C3/C, and
C,/C,) for the fixed-target 4/syn = 3 GeV Au+Au collisions for the rapidity window —0.5 < y < 0 and the

transverse-momentum window 0.4 < pr < 2.0 (GeV/c). The difference in cumulants and cumulant ratios

for an increased and decreased efficiency (£5%) are shown by orange and green error bars, respectively.
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Figure 3.8.11: Left panel shows the uncertainty from pile up for the unbinned C,/C, as a function of
FXTMult3 for the fixed-target /sy = 3 GeV Au+Au collisions for the rapidity window —0.5 < y < 0 and

the transverse-momentum window 0.4 < pr < 2.0 (GeV/c). The right panel shows the same information

with a limited x-axis from FXTMult3 O to 60 and reduced y-axis to show the uncertainty at lower multi-

plicities. The difference in C,/C, for an increased and decreased efficiency (+5%) are shown by orange and

green error bars, respectively.
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Figure 3.8.12: Panels show the proton cumulants (up to C;) and proton cumulants ratios
(C,/Cy, C3/Cyand C4/Cy) for the fixed-target /syy = 3GeV Au+Au collisions for the rapidity window
—0.5 < y < 0 and the transverse-momentum window 0.4 < pr < 2.0 (GeV/c). The difference in cumulants
and cumulant ratios for a change in centrality by +1 FXTMult3 bin are shown by red (—1) and blue (+1)

error bars.

3.8.6 Summary of Systematic Uncertainty

An overview of the systematic uncertainty for C4/C, is shown in Fig.3.8.13. The uncertainty is di-
vided into two categories, the uncertainty from pile up determination and from efficiency related systematic
variables. The uncertainty from the two sources are added in quadrature, where the uncertainty to C,/C, is
+0.30 and +0.27 from pile up and efficiency, respectively. A table is included (Tab.3.5) to describe each

systematic cut and the effect on the C,/C, uncertainty.
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Figure 3.8.13: Left panel shows the systematic uncertainty from pile up determination for C,/C,. Right

panel shows the systematic uncertainty from efficiency and related cuts for C,/C,.
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Chapter 4

Results and Discussion

In this chapter I show results of higher-order cumulants of proton multiplicity distributions from STAR
fixed-target data. Model calculations from UrQMD hydrodynamics model are also shown and compared
with experimental measurements. Physics implications are discussed with respect to centrality, acceptance

and collision energy dependence.

4.1 Event-by-event Proton Multiplicity Distribution

Figure 4.1.1 shows detector efficiency uncorrected event-by-event proton multiplicity distributions for
0-5%, 5-10%, 10-20%, 20-30%, 30-40%, 40-50% and 50-60% centrality classes in Au+Au collisions at
m = 3 GeV. Protons are identified by combining TPC and TOF detectors within kinematic acceptance
—-0.5<y<0and 0.4 < py < 2.0 GeV/c. The distributions are normalized.

4.2 Centrality Dependence

Figure 4.2.1 show cumulants and cumulant ratios up to 6"-order of proton multiplicity distributions as
) in Au+Au collisions at 4/sny = 3 GeV within
kinematic acceptance —0.5 < y < 0 and 0.4 < pr < 2.0 GeV/c. Experimental data are corrected for

a function of the average of number of participants (V. part

detector efficiency and pileup effect, and are shown with black squares for different centrality classes which
are 0-5%, 5-10%, 10-20%, 20-30%, 30-40%, 40-50%, and 50-60%. Black and grey bars indicate statistical

and systematical uncertainties, respectively. The gold bands are calculations from UrQMD model within
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Figure 4.1.1: Event-by-event raw proton multiplicity distributions for 0-5%, 5-10%, 10-20%, 20-30%, 30-
40%, 40-50% and 50-60% centrality classes in Au+Au collisions at 4/syn = 3 GeV. The distributions are

normalized.

the same kinematic acceptance used for data. CBWC are applied for both data and UrQMD calculations.
It is seen from Fig. 4.2.1 that lower order cumulants (C;, i = 1,2) increase with the increase of Ny, from
peripheral to central collisions. The higher order cumulants (C;, i > 3) reach a maximum at (Np,,) ~ 200
then decrease rapidly. The non-linear scaling of C5 and C, with respect to N, were not seen in BES-I net-
proton cumulants measurements [57, 74]. This may be due to the effect of volume fluctuation. All cumulant
ratios are above unity in peripheral and mid-central collisions except in most central collisions. C,/C; is
above unity for all centrality which is not observed for proton in high energy measurements of experimental
data in collider mode. The ratio C,/C, in most central collisions is -0.845 + 0.086 (stat) + 0.818 (sys.)
which is very well reproduced by UrQMD calculation.

Comparing data with UrQMD calculation it is seen that lower order cumulants (C; and C,) of data are
well reproduced by UrQMD, and for higher order cumulants (> Cj), the centrality dependence of data are
qualitatively reproduced. The negative C, and C,/C, in most central collisions are also seen in UrQMD
calculation. Recall the calculation shown in Fig. 3.6.2 of UrQMD using N, as centrality reference, we
observed a positive C,/C, for most central collisions. It might suggest that the negative sign for C, shown
in data is due to volume fluctuation. 5"- and 6"-order cumulants and ratios show large systematic uncer-

tainty which is mainly contributed by the DCA cut. Figure 4.2.2 shows centrality dependence of correlation
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Figure 4.2.1: Centrality dependence of cumulants and cumulant ratios of proton multiplicity distributions
up to 6™-order in Au+Au collisions at 4/sxy = 3 GeV within kinematic acceptance —0.5 < y < 0 and
0.4 < pt < 2.0 GeV/c. Data are shown with black squares while UrQMD results are shown with gold band.

Statistical and systematical uncertainty are shown with black and grey bars, respectively.
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Figure 4.2.2: Centrality dependence of correlation and correlation function ratios of proton multiplicity

distributions up to 6M-order in Au+Au collisions at 4/syy = 3 GeV within kinematic acceptance —0.5 <

¥y <0and 0.4 < pr < 2.0 GeV/c. Data are shown with black squares while UrQMD results are shown with

gold band. Statistical and systematical uncertainty are shown with black and grey bars, respectively.
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Figure 4.2.3: Centrality dependence of cumulants and cumulant ratios up to 6™-order in Au+Au collisions
at 4/syy = 3 GeV within kinematic acceptance —0.5 < y < 0 and 0.4 < pr < 2.0 GeV/c. The black squares
are results without volume correction while red circles and blue triangles represent results with volume

correction using Glauber and UrQMD model, respectively.
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functions and correlation function ratios with same acceptance from Fig. 4.2.1. We can see an positive x,
for all centrality classes. The large values of correlation functions are also seen in UrQMD calculation (gold

bands) and the trends in data are qualitatively reproduced.
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Figure 4.2.4: Centrality dependence of correlation functions and correlation function ratios up to 6"-order in
Au+Au collisions at 4/sny = 3 GeV within kinematic acceptance —0.5 < y < 0and 0.4 < pt < 2.0 GeV/e.
The black squares are results without volume correction while red circles and blue triangles represent results

with volume correction using Glauber and UrQMD model, respectively.

Figures 4.2.3 and 4.2.4 show centrality dependence of cumulants and correlation functions of 3 GeV
data within kinematic acceptance —0.5 < y < 0 and 0.4 < pr < 2.0 GeV/c. In these figures I show the
data with the volume fluctuation correction. The blacks squares are without correction which are same data
points shown in Figs. 4.2.1 and 4.2.2. The red circles and blue triangles are with volume correction using
Nyt distributions from Glauber and UrQMD model, respectively. As is shown in Sec. 3.6.2 according to
the assumption of the volume fluctuation correction, C; is not modified. From C, we begin to see some
changes which are large in mid central centrality ((Npm) ~ 150-250) small in peripheral and most central
centrality. For C; or higher-order cumulants and ratios, results with or without volume fluctuation correction

are consistent within uncertainty. The results with volume correction show strong model dependence on
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Npare Which is due to different mapping of charged particle reference multiplicity and number of participants

in UrQMD or Glauber model. But one can see for higher order ratios C5/C,, C,/C,, C5/C; and C¢/C, the

effect is small in most central centrality class.

4.3 Rapidity (y) Dependence
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Figure 4.3.1: Rapidity dependence of cumulants and cumulant ratios of proton multiplicity distributions
ratios up to 6™ order in top 5% central and 50-60% peripheral Au+Au collisions at m = 3GeV within
kinematic acceptance 0.4 < pr < 2.0 GeV/c. The lower rapidity cut is varied from -0.1 to -0.9. Data are
shown with black squares while UrQMD calculations are shown with gold bands. Statistical and systematical

uncertainty are shown with black and grey bars, respectively.

Figure 4.3.1 shows rapidity dependence of cumulants and their ratios up to 6"-order in top 5% central
and 50-60% peripheral Au+Au collisions at m = 3 GeV within kinematic acceptance 0.4 < pr < 2.0
GeV/c. The black squares and blue blue triangles are for data of 0-5% and 50-60% centrality, respectively.
Similarly, the gold and blue lines are for UrQMD calculations of 0-5% and 50-60% centrality, respectively.

The Black and grey bars are statistical and systematical uncertainties, respectively. The x axis is the lower
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cut on rapidity which changes from -0.1 to -0.9 means rapidity window are varied from —0.1 < y < 0 to
-09<y<O.

With the increase of rapidity window it is seen that cumulants and ratios for both 5% and 50-60%
centrality increase while higher order ones decrease early. It is seen at —0.1 < y < O that all cumulant
ratios are consistent with unity (Poisson baseline) which means that the acceptance compared to system
correlation length is too small to measure dynamical fluctuation so that the measurement falls to Poisson
statistics which has no correlation at all. C,/C is above unity for most central 5% collisions for each rapidity
window which might means there is volume fluctuation effect but it looks the volume fluctuation effect is
small for higher-order ratios of C,/C,, C5/Cy and C¢/C,. It is worth noting that C,/C, reaches a minimum
when Rapidity,;, ® —0.6 then goes back to unity when Rapidity,,;, & —0.9 with large uncertainty though.
C4/C, in UrQMD calculation also shows a similar convergent trend. In general, the rapidity dependence of

cumulants and their ratios are qualitatively reproduced by UrQMD calculations.
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Figure 4.3.2: Rapidity dependence of correlation and correlation function ratios of proton multiplicity dis-
tributions up to 6"-order in top 5% central and 50-60% peripheral Au+Au collisions at m =3GeV
within kinematic acceptance 0.4 < pr < 2.0 GeV/c. The lower rapidity cut is varied from -0.1 to -0.9. Data
are shown with black squares while UrQMD results are shown with gold band. Statistical and systematical

uncertainty are shown with black and grey bars, respectively.
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Figure 4.3.2 shows rapidity dependence of correlation functions and their normalized ratios (x,/x) up
to 6"-order in most central 5% and 50-60% peripheral Au+Au collisions at /sy = 3 GeV within kinematic
acceptance 0.4 < pr < 2.0 GeV/e. It is seen that in data two-particle correlation functions (x,) for are
positive for both top 5% and peripheral centrality from each rapidity window. x, reaches a maximum around
when Rapidity,;, = 0.6 then decreases when further decreasing Rapidity,,;,. x5 from UrQMD model also

shows a maximum Rapidity;, ~ 0.5 but decreases to negative when further enlarging rapidity window.

4.4 Transverse Momentum (p1) Dependence
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Figure 4.4.1: Transverse momentum (py) dependence of cumulants and their ratios of proton multiplicity
distributions up to 6" order in top 5% central and 50-60% peripheral Au+Au collisions at m =3GeV
within kinematic acceptance —0.5 < y < 0. The higher p cut is varied from 0.8 to 2.0 GeV/c. Data are
shown with black squares while UrQMD results are shown with gold band. Statistical and systematical

uncertainty are shown with black and grey bars, respectively.

Figure 4.4.1 and Fig. 4.4.2 show transverse momentum (py) dependence of cumulants and correlation

80



CHAPTER 4. RESULTS AND DISCUSSION

\
DOCTORAL DISSERTATION

ke

I 40_ — 4
a0l K1 : Ky o6k KoKy 3 ol
I 20F J ] -
[ o B P : ] 0af A & &7 .
o 3 E ]
20~ R E E E ] =
Lo 1 £ 138 o2F g o 84
0 E -20 -1 = b
c ) - S - a— o 1 g 0.0 = SR - L
S o 1 4p = or
b - + + . F 9 < E 7 300F
C r K2 1 F K5 ] g 1.0F--------- K 3_K_]_ ]
T | o] °%F ERE E
el ¢ 7] s 1S osF Ao A ad 200f 7
c I o 1 400 1417 Nl g
2 : F ] B o 0.0FF e 4 100F [}J |.Jl:|—
S [ 1 200 45 E O E
- [R—2Z & D F 1 = E O E
ST 1 Rl 1] & osp o of B—defed ]
Q : : : E =) £ - y - .
C _' f ] 3 E 10 15 20
o K ] 10000F Ked & 2F KKy
o g—2—2a—14 ] C 10 E E Au + Au, |fs,, = 3.0 GeV
[ 1 s000F . l?_"'&_"ﬁ"'ﬁ_; Proton, -0.5<y <0
[ Q 1 C [p [}. ] o B e, E 0.4 <p_<pr™ (Gevic)
o A ST R g g 5 0-5% 50-60%
- o o ] -1F 4 Data o A
1 ! 1.1 C L N ] o . N =
1.0 15 20 1.0 15 20 1.0 15 20 urQMD —

Transverse Momentum p:ax (GeV/c)

Figure 4.4.2: Transverse momentum (py) dependence of correlation function and their normalized ratios of

proton multiplicity distributions up to 6-order in top 5% central and 50-60% peripheral Au+Au collisions
at 1/syy = 3 GeV within kinematic acceptance —0.5 < y < 0. The higher py cut is varied from 0.8 to 2.0

GeV/c. Data are shown with black squares while UrQMD results are shown with gold band. Statistical and

systematical uncertainty are shown with black and grey bars, respectively.
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functions of proton multiplicity distributions up to 6™-order in top 5% central and 50-60% peripheral Au+Au
collisions at 4/syy = 3 GeV within kinematic acceptance —0.5 < y < 0. The x axis is a lower cut on py
which varies from 0.8 to 2.0 GeV/c. Cumulants (C;,i < 3) increase with increasing p window while
cumulants (C;,i > 4) reach a maximum then decrease. Trends of cumulants are reproduced by UrQMD
calculation. C,/C; is above unity and increases with increasing pp window, while C,/C; is consistent with
unity for all pr window. C3/C, of data is consistent with unity while UrQMD calculation is below unity

and show a decreasing trend with increasing pr window. C,/C, is consistent with unity within uncertainty

max

T = 0.8 and decreases to -1.

when p

4.5 Collision Energy Dependence

New proton results from the 3 GeV collisions are from rapidity window —0.5 < y < 0 and pr window
0.4 < pr < 2.0 GeV/c and are shown with filled squares. The energy dependence results from UrQMD [58,
59] and hydrodynamic [85] calculations are shown with gold band and red dashed line, respectively. In the
hydrodynamic calculation, its evolution is made with the open-source code MUSIC v3.0 [86]. The initial
condition is taken from Ref. [87] and the particlization is given by the Cooper-Frye formula [88] with non-
ideal hadron resonance gas model [89]. At the grand canonical limit, with including both effects of excluded
volume and global baryon number conservation, the net-proton cumulants are evaluated on the Cooper-Frye
hypersurface. One may find more details of the model calculations in Ref. [85]. Unlike the commonly
used transport model approach, here all calculations, starting from initial condition to hydro-evolution to
hadronlization, are all done with the manner of averaged ensembles.

The top panels plots (a) and (b) of Fig. 4.5.1, by definition, are identical(Eq. 1.5.19). Above 7 GeV,
all proton and anti-proton x,/k; ratios are below zero, and they converge to similar values at top RHIC
energy. As the energy decreases, the proton ratio is suppressed and the anti-proton ratio increases slightly
and approaches the Poisson limit. The difference becomes largest at 7.7 GeV. The new proton data from
3GeV Au+Au collisions, shown with filled squares, are found to be positive. The HADES experiment
recently reported the measurements of proton (|y| < 0.4,0.2 < py < 2 GeV/c) high moments from 2.4 GeV
Au+Au top 10% collisions [90] and the value of the k,/k ratio is much larger than 1.

In the energy range 7.7 — 200 GeV, the UrQMD results on the second order ratios show a similar energy
dependence although the exact data points are not reproduced. At 3 GeV, within the same acceptance, the
UrQMD model calculation on «,/k is also positive (blue cross) and consistent with data. Hydrodynamic

model calculations [85], on the other hand, predict negative second order ratios in the entire energy range
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Figure 4.5.1: Collision energy dependence of reduced cumulants ratios and correlation function ratios of
(anti)proton multiplicity distributions up to 4™_order in Au+Au collisions within acceptance cut 0.4 < pr <
2.0 GeV/c. Results from data with rapidity cut |y| < 0.5 are shown with black squares for proton, triangles
for antiproton. Results from data and UrQMD model with rapidity cut —0.5 < y < 0 are shown with
cyan filled squares and blue crosses, respectively. An additional calculation in UrQMD model with impact
parameter b < 3 fm is shown with open cross. UrQMD calculations with rapidity cut |y| < 0.5 are shown
with gold and pink bands for proton and antiproton, respectively. A hydrodynamic calculation is shown with
red dashed line for |y| < 0.5, red star for —0.5 < y < 0. Statistical and systematical uncertainty are shown

with black and grey bars, respectively.
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3 — 200 GeV, see red dashed lines. By limiting the calculation to half of the nominal rapidity window

—0.5 < y <0, the ratio remains negative with a reduced magnitude, see open blue crosses.

As discussed in the previous section, the collision centrality is determined using a similar technique
for both UrQMD and data multiplicity distributions. Thus, the sizable volume fluctuations are expected in
the UrQMD 3 GeV calculations. In contrast, the hydrodynamic calculations are performed within a fixed
volume, but include baryon number conservation and a repulsive volume. In Fig. 4.5.1, the hydrodynamic
model predicts negative values for all reduced cumulant ratios [85] (see dashed red lines and open stars).
Within the same rapidity window (—0.5 < y < 0), the hydro model results (red open stars) are comparable
to the UrQMD model calculations with a fixed impact parameter b < 3 fm (blue crosses) which corresponds
to the top 5% Au+Au central collisions for x,/k |, k3/ky, and k,/k . Note that the hydrodynamic calculations
of cumulants of net-protons are discussed in Fig. 2 of Ref. [85] for the top 5% central Au+Au collisions over
the energy range 7.7 — 200 GeV. The trend of the energy dependence in experimental data is well reproduced
by the model calculations [85].

At higher energies, the hydrodynamic and UrQMD models appear to agree with each other. In general,
it is expected that the effects from volume fluctuation are diminished at higher energy collisions. This
could be due to larger multiplicities and the stronger correlation between the reference multiplicity and the
initial volume. In addition, the difference between model calculations with and without volume fluctuation
corrections is small for higher order reduced cumulants and correlation function ratios due to the cancellation
among different orders (Eq. 1.5.19). For example, in panel (e) and (f) in the figure, data points and model
results are within the 1o range. Comparing the reduced cumulant ratios from different orders, one might also
conclude that the volume fluctuation in the second order dominates the initial fluctuation in higher orders in

low energy nuclear collisions.

In panel (d), the ratios of third order correlation functions are close to zero except for the 3 GeV data.
On the other hand, the reduced cumulant ratios in panel (c) show a clear energy dependence similar to that
in the top panels. These results imply that the observed energy dependence primarily stems from the second
order cumulants and correlation functions. At 3 GeV, the x3/k | ratio is well reproduced by the UrQMD
calculation. Conversely, the model fails to predict the sign of the reduced cumulant ratio C5/C; — 1. In
addition, at this energy, the hydrodynamic results show opposite signs of the data in both C3/C; — 1 and
K3/Ky.

The fourth order results are shown in the bottom panels of Fig. 4.5.1. Atcollision energy below 20 GeV,
the proton x,/k| data show hints of non-zero deviations but suffer large statistical uncertainties, see panel

(f). At 3 GeV, the proton data is below zero although systematic uncertainty is sizable. Overall, UrQMD
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calculations are consistent with data. The situation for the reduced cumulant ratio is similar.

In summary, it appears that the second order correlations dominate the energy dependence of the higher
order ratios of reduced cumulants and correlation functions. Volume fluctuations are suppressed either
in high energy collisions where charged particle multiplicity is large or in higher order correlations due
to cancellations. The results from the 3 GeV breaks the systematic energy dependent trends observed in
higher energy collisions. This is partly due to the effect of volume fluctuations but also due to that hadronic

interactions are dominant in such low energy collisions.
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Figure 4.5.2: Collision energy dependence of cumulants ratios up to 4"-order in Au+Au collisions within
kinematic acceptance cut 0.4 < pr < 2.0 GeV/c. Results from data and Ur within |y| < 0.5 are shown
with red filled circles for netproton, black squares for proton. Results from data and UrQMD model at with
rapidity cut —0.5 < y < 0 are shown with filled squares and blue crosses, respectively. An additional cal-
culation in UrQMD model with impact parameter b < 3 fm is shown with open cross. UrQMD calculations
with rapidity cut |y| < 0.5 are shown with gold and pink bands for proton and antiproton, respectively. A
hydrodynamic calculation is shown with red dashed line for |y| < 0.5, red star for —0.5 < y < 0. Statistical

and systematical uncertainty are shown with black and grey bars, respectively.

At first order, taking the ratio of cumulants cancels the effect of volume but not the fluctuations in

volume. Fig. 4.5.2 depicts the collision energy dependence of the cumulant ratios from 0-5% central (top
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panels) and 50-60% peripheral (bottom panels) collisions. The new result of protons from 3 GeV, shown
with filled squares, is compared to that of protons (open squares) and net-protons (filled circles) from higher
energy (1/sny = 7.7 — 200 GeV) collisions.

Transport model UrQMD [58, 59] results of both net-protons (from |y| < 0.5) and protons (from 3 GeV
within rapidity window —0.5 < y < 0) are shown with a gold band and blue cross, respectively. While the
net-proton ratios show a clear energy dependence, the proton C,/C; and C5/C, ratios are relatively flat and
around unity as a function of collision energy except for the 3 GeV data. This is in contrast to the net-proton
ratios which display a clear energy dependence. The new proton data from 3 GeV does not follow this trend
in the most central collisions. Notably, both proton (open squares) and net-proton (filled circles) cumulant
ratios at collision energies below 20 GeV converge. This implies that at high net-baryon region, the anti-
proton production becomes negligible. At the center of mass energy of 2.4 GeV, HADES reported the values
for proton cumulant ratios: C3/C, = -1.63 + 0.09 (stat) + 0.34 (sys) and C,/C, = 0.15 + 0.9 (stat) + 1.4
(sys) from kinematic acceptance |y| < 0.4, 0.4 < pr < 1.6 GeV/c [90]. While the value of C,/C, from
the HADES experiment is consistent with the 3 GeV new data, the sign of C5/C, is opposite to what we

observed here.

Except the C5/C, ratio from central collisions, the transport model UrQMD [58, 59] results reproduce
the energy dependence trend well for both proton and net-proton, see green and gold bands in the figure.
For the peripheral 50-60% collisions, the C,/C, ratio from 3 GeV is larger than that from higher energy
collisions, by a factor of five. A rapid increase in the energy dependence seems confirmed by the UrQMD
model calculations, see both the blue cross and gold band in the figure. In the most central collisions at
3 GeV, unlike all higher energy collisions, the value of C,/C, is negative. The UrQMD model calculations,
again, reproduced the trend well, due to baryon number conservation, the C,/C, is dramatically suppressed

in the high baryon density region.

Hydrodynamic calculations are shown with red dashed lines in Fig. 4.5.2 for the most central 5%
Au+Au collisions. The ratios of C,/Cy, C3/C,, and C,/C, in Hydrodynamic calculations are all below
unity. Interestingly, the UrQMD result with a fixed impact parameter are also suppressed, see open blue
cross. Qualitatively, the results from the fixed volume UrQMD follows that of the Hydro calculations with
canonical ensemble.

Initial participant fluctuations can be seen in the ratios for all peripheral collisions and only C,/C; in
central collisions. Due to cancellation [82], higher order ratios C3/C, and C,/C, are all suppressed to below
unity. In the case of absent or minimal volume fluctuations, calculations of the hydrodynamic model and

the UrQMD model with fixed impact parameter are consistent.
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At vanishing net-baryon density, first principle Lattice QCD calculations have predicted a positive value
of C,4/C, from the formation of de-confined QCD matter [91]. The fact that the negative C,/C, value in the
most central Au+Au collisions at 3 GeV are reproduced by the hadronic transport UrQMD model although
C;/C, is over-predicted, implies that the system is dominant by hadronic interactions. This conclusion is
also consistent with that from the measurements of collectivity of light hadrons [92] as well as the strange

hadron production [93] at the same collision energy.
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Chapter 5

Summary and Outlook

5.1 Summary

In summary, we report a systematic measurement of cumulants and correlation functions of proton
multiplicities up to the 6™-order from Au+Au collisions at M =3 GeV. The data was collected with the
STAR fixed-target mode in year 2018 at RHIC. The analysis includes the centrality, acceptance and energy
dependence of these fluctuation observables for proton multiplicities. Other important effects which are
relevant to low energy fixed-target collisions such as events pileup and volume fluctuation are also discussed.

The protons are identified using the STAR TPC and TOF with greater than 95% purity. The centrality
selection is based on pion and kaon multiplicities in the full acceptance of the TPC. The proton tracks are
corrected for tracking inefficiencies using a binomial response function. The cumulant values are corrected
for pileup contamination. The event-averaged total pileup fraction is determined to be (0.46 + 0.09)%.

Due to a weak correlation between the measured reference multiplicity and the initial number of par-
ticipants, a considerable effect from the volume fluctuations is expected. The effects can be suppressed by
implementing a model dependent correction procedure [82], however, the results are highly dependent on
the choice of model that provides inputs for the correction procedure. Interestingly, higher order cumulant
ratios C,/C,, C5/Cy, and C¢/C, in most central events appear least affected by volume fluctuations in the
3 GeV collisions.

The proton cumulants and their ratios show a rapidity, transverse momentum, and centrality depen-
dence. The UrQMD model reproduces the trends well, however, does not agree within uncertainties. Com-

paring with data from higher energy collisions, the /sy = 3 GeV cumulant ratios of C,/C;, C3/C, and
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C,/C,, except C3/C, in central collisions, UrQMD reproduced all energy dependence. This is attributed to
effects from volume fluctuations and hadronic interactions. On the other hand, the data and results of both
UrQMD and hydrodynamic models of C4/C, in the most central collisions are consistent which signals the
effects of baryon number conservation and an energy regime dominated by hadronic interactions. Therefore,
the QCD critical point, if discovered in heavy ion collisions, could only exist at energies higher than 3 GeV.

New data sets have been collected during the second phase of the RHIC beam energy scan program
for Au+Au collisions at \/@ = 3 - 19.6 GeV. The data sets will have extended kinematic coverage and
higher statistics. This will allow analyzers to reduce the statistical uncertainties dramatically and expand
the systematic analysis of both py and rapidity dependence to wider regions. These studies will be crucial

in exploring the QCD phase structure at high baryon density region and locating the illusive critical point.

5.2 Outlook

upgrade
L.ndcap
vent !'lane | Jetector

Figure 5.2.1: The upgrades of the STAR detector, iTPC, eTOF and EPD.

From the year 2019 to 2021 RHIC finished data-taking of the beam energy scan program phase II. The
collected datasets are 10 — 20 times larger than the statistics from BES-I. The large datasets will allow us
to perform high-precision measurements on higher-order cumulants even up to 8" or 10M-order. Besides
that, in the BES-II STAR upgraded three sub-detectors which are inner TPC detector ('TPC), End Cap TOF
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BES-II / BES-I

\/sN_N (GeV) | Statistics (Million)
19.6 400/ 36
17.3 250
14.5 300/20
11.5 230/ 12
9.1 160
7.7 100/4

13.7 (FXT) 50
11.5 (FXT) 50
9.2 (FXT) 50
7.7 (FXT) 160
6.2 (FXT) 120
5.2 (FXT) 100
4.5 (FXT) 100
3.9 (FXT) 120
3.5 (FXT) 120
3.2 (FXT) 200
3 (FXT) 2000

Table 5.1: Statistics of Au+Au collisions at 4/sny = 3 — 19.6 GeV of RHIC beam energy scan program.
The BES-II combines both collider and fixed-target configurations of the STAR experiment in order to
investigate the nature of the phase transition. The blue and black indicate statistics collected from BES-II

and BES-I, respectively.
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Figure 5.2.2: Energy dependence of ko of proton (open squares) and net-proton (red circles) multiplicity
distributions in most central 5% centrality class for Au+Au collisions at M =7.7-200GeV. The yellow
shaded area indicates the energy region covered by various experiments, CEE, HADES at GSI, CBM at
FAIR, NICA at Russia and STAR fixed-target experiment at RHIC.
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Figure 5.2.3: Proton phase space in Au+Au collisions at 4/syy = 19.6 GeV from RHIC-STAR. Protons
are selected using TPC PID cut, |no,| < 2. The top panel is using data from Run 11 while the bottom
panel is from Run 19. The red lines in both panels indicate TPC coverage for data from Run 11 and Run 19,

?@spectively.
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-1.5 -1 -0.5 0 0.5 1
Proton Rapidity

Figure 5.2.4: Proton phase space in Au+Au collisions at N = 3.5, 3.9, and 4.5 GeV by STAR fixed-
target experiment. The protons are selected using TPC PID cut, [no,| < 3. The blue dashed boxes indicate
acceptance window for mid-rapidity (|y| < 0.5) and 0.4 < pr < 2.0 GeV/c. To ensure high-purity proton
samples, above total momentum in laboratory frame of 2.5 GeV/c, the TPC, TOF, and eTOF PID are com-
bined to identify protons and below 2 GeV/c only TPC PID is used. For 3 GeV from Run 18 that a cut on
momentum 2 GeV/c in laboratory frame is used for TPC, TOF, and eTOF PID.
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(eTOF) and Event Plane Detector (EPD).

As is shown in Fig. 5.2.1 the iTPC enlarges TPC rapidity coverage up-to |#| < 1.5 and has better
dE/dx resolution. Fig. 5.2.3 shows proton phase space in Au+Au collisions at M = 19.6GeV in terms
of rapidity (y) and transverse-momentum (pr). The top panel is from Run 11 while the bottom panel is
from Run 19 of BES-IL. It is seen that with the upgrade of iTPC the rapidity dependence of higher-order
cumulants can be scanned up to 0.8. The eTOF enables the particle identification at forward rapidity —1.6 <
n < 1.0. The new installed EPD detectors provide capability to measure charged particles at forward rapidity
2.1 < |n| < 5.1 which may be used to define collision centrality. Fig. 5.2.4 shows the proton phase space in
Au+Au collisions at m =3.5,3.9, and 4.5 GeV/c from STAR fixed-target experiments in the year 2019
and 2020. In the plot, protons are selected using TPC PID. It can be seen that with the upgrades of iTPC
and eTOF up to 4.5 GeV it is still hopeful to measure proton cumulants at mid-rapidity.

The statistics of BES-II program can be seen in Tab. 5.1 where the collision energy varies from 3 up to
19.6 GeV. Fig. 5.2.2 shows the energy dependence of k6 of proton and net-proton multiplicity distributions
in most central 5% Au+Au collisions at m =7.7-200 GeV. The yellow shaded area indicates the energy
range covered by future experiments like CEE (fixed-target experiment), CBM (fixed-target experiment,
V/snn =2 -5 GeV), NICA (MPD: collider, /syy = 4 — 11 GeV). The fruitful datasets will allow one
to explore QCD phase diagram in high baryon density region, which is the most important region for the
search of the illusive QCD critical point.

In this analysis, the initial volume fluctuation effect is discussed and a volume fluctuation correction
method is tested in both data and UrQMD model. While as is shown in corresponding chapter this effect is
still not well taken care of. In future analysis we will work on this effect for possible solutions. For example
if we know precisely the number of participating nucleons (or neutrons) of each collision event then we can
use it as a reference for collision centrality. Then the volume fluctuation effect is mostly reduced. It is also
pointed in Refs. [94, 95, 96, 97] that strongly intensive cumulants can be used to reduce volume fluctuation

effect. The application on the current data still needs more work.
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Appendix

Statistical Uncertainty of Efficiency Uncorrected Cumulants

Below we show formulas for statistical uncertainty of detector efficiency uncorrected cumulants and
correlation functions up to 8" order. The "Var” indicates variance. u, (N) and n represent central mo-
ment, mean value and number of events. The formulas given in this section are used to evaluate statistical

uncertainty for cuamulants and correlation functions given in Sec. 1.5.1 and Sec. 1.5.2.

Var(C2) = (—p3 + uy)/n,

Var(C3) = (93 — 6y — 13 + pe)/n,

Var(C4) = (—36/4‘2‘ + 48/4§ﬂ4 + 64/42/4§ — 12p, g — 8z s — /45 + ug)in,

Var(C5) = (pyo + 90045 — 9003 py, — 10003 42 + 1603 p + 240, pis s
+ 125u, 45 — 2045 g + 2003y, — 20p3 147 — 104, g — p2)in,

Var(C6) = (—=30p,0p + sy, — 810045 + 1350045 p, + 3960043 113 — 288043 i
— 972043 py s — 360043 i + 4053 pg — 96004, 143 py + 840, pis 7 + 5104, py phg
+ 2164, 15 — 40045 + 44043 pg + 102043 p1 15 — 40p3 g + 2251 — 30, i
= 12457 — uHin,

Var(C7) = (861,015 — T0u oty — TOpyy s — 4215y + piyy + 3969004] — 52920045
— 110250045 413 + 7938045 g + 29988043 pi s + 17640043 p; — 1008043 g
+ 558600145 43 1y — 33600143 p5 pt; — 2940045 pay ptg — 1058445 2 + 1372004, 13
— 431204, 413 pg — 16440, p3 piy s + 23100, iy sty — 147004, 413
+ 18904, py pig + 966y ps pty + 343 py pg — 1568045 s — 147003 15
+ 1505/4?#8 + 2590p; py pt7 + 2254 pus pis p + 1715/45/46 + 1911;44y§
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— 82uspy — 14pgug — u3)in,
Var(C8) = (285600443 + 56004,y pty + 42561043 — S64101s + S3TOmy oty — 112001, pis
+ 162441503 — 140p 1y — 11241305 — 564141, + sy — 63504005 + 1270080045 1,
+ 5927040045 p3 — 239904015 ps — 1552320045 pi3 pts — 617400045 1 + 32256045 pig
— 3528000043 443 py + 162624043 ps iy + 134064043 i, pg + 67737645 2 — 84672005
+ 2759680;42/43;46 + 5597760/4%;4;/14/45 119840/42;43y9 + 882000/42/44 108360/42/14/48
- 77952/42/45y7 26656/42/46 + 200704-0,(42/43 Hs + 3684800/42/43/44 160160y2y§;48
— 322560, ps pry pt — 257152y pas pis phg — 172480/42y4/46 - 178752/42/44y§ + 3808 1, ps o
+ 1680p, pg g + 512/42/47 + 940800/43/44 - 71680/43;47 - 203840;43/44/46 - 75264;43/45
- 156800u3;44;45 + 896045 py pto + 6496 445 pis pig + 44805 gy — 4900;44 + 5040;44;48
+ 98564, psp; + 4704;44;42 + 6272;4?#6 — 164,49 — yg)/n,

Var(C2/C1) = (- i LTSN t Yin
CU(N)E T (N)E (N (N

2
6u, 61 Hs  2H3ps L Hat

Var(C3/C2) = Oy — — + — + — > T /n,
Ho /’lz Hy H; Hy
4042 6 8 61> Sulu, 2 W
Var(C4/C2) = (=942 +9p, + —= — 0 _ 28 2R M TR B | By,
# Hy Hy Hy My Hy Hy H,

VarCs/Cl = (1 900;43 _900upy 100033 16031 240pypzps | 125ppp]
vy TNy (N)? (N)? (N)? (N)? (N)?
20y | 200p3ps 2045y NOpgpg  p5 600uyuy

(N)? (N)? (N (N)> (N (N)
_60/4;/45 300u3p3ps 200p2p5 20y | 30pypatis

(N)? (N)? (N)? (N)? (N)?
20ps _ 2psg 100345 WOspps | poks
<N >3 (N (N (NY (N
Var(C6/C2) = (——2 + @ — 36004 + 540042 p, + 3000044, 44 — 180044, ps
H Ilz
390042 840 120
— 81604315 — 225447 + 345y — 20 DTWH Tl
Hy Hy Hy
. 21642 2300;43 ~ 14043 pg N 240p3 a5 4O0pzpy 120517
Mo 1 I 1 75 T
304 S20u3ps 205y Spspsps 2mhs | 100uiuy  205HaH | Mok i
/43 # #3 # # 3 s uo
861 ou 70 70 42 3969004 52920043
Var(CT/C1) = ( /4102”2 _ ﬂ10£’4 _ l‘nfa _ ”12;‘2 + /4142 i 2/‘2 _ /2‘2/‘4
(N) (N) (N) (N) (N) (N) (N)
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1102500p8 12 79380pt s 2998803 s 176400431 100804 g

+ —

(N)? (N)? (N)? (N)? (N)?
558600u5p3p,  33600u3 sty 29400u5 pypg 1058453 137200, 415
(N (N® (N} (N)? (N)?

 A3120pp3ps  T6440u s | 2310uppsiy 14700515 18904,y p
(N)? (N)? (N)? (N)? (N)?
966, usp,  383ppp  15680p3ps  14700p3p;  1505u3ps 2590, p,u;
(N)? (N)? (N)? (N)? (N)? (N)?
22544315t 171543 g . U pgps — &2pspy  Vdpgps 17 2646004345
(N)? (N)? (N)? (N)? (N)* (N)? (N)?
26460/43/45 220500;43/43;44 1260143/47 235200;43;43 1 1760/4;;43;46
SNy} (N (N (N (N)?
176403 pyps  47040p5 315 4410043 py i ~ 420443 pis g _ 8405 pypty
(N)? (N)? (N)? (N)? (N)?
B 1176/,12/45/46 39200;42/43/44 B 1120/42;4§ﬂ7 3 19604, pts g g B 2352/42;43;4§
(N) (N)? (N)? (N) (N)?
B 1470, 2 pis + 421, ps pg 4 564, g pi7 B 3920u§y4u5 B 2450/43;42 TOps piypig
(N)? (N) (N)? (N)? (N)? (N)?
1125 ps pi4 70;42/47 B 27 pg 44100;4§y§ B 8820/43;13/45 B 14700;4;;4%/44
(N)? (N) (N)? (N)* (N)* (N)*
420p3psp; A4y ps 14T sy pis
(N)* (N (N)*
_ 2p3usp;  1225m 15 O 3 M4ty i toH Yin
(N)* (N)* (N)* (N
4760 3136u,042 112 TOuu> 2
Var(C8/C2) = (=27300u,0, + HioHy + /:10/43 i #1(;/43#5 i /4130/44 _ #1(;/48
Ha Hy Hy Hy Hy
+ 53764, 45 _ 112;4211;45 1624y, — 140u212/44 _ 112/4213y3 a 564, + ;4_126
Hy Hy Hy Hy 1) Hy

— 357210048 + 67473005 p, + 4868640043 42 — 169344043 g — 1333584013 i

— 24255003 415 + 28224043 pg — 251664004, 443 1y + 1545600, pi pt7 + 664440, 11, i

+ 6068164, 42 — 125440045 + 188160013 41 + 397488015 414 5 — 11984043 g + 1029001,
43904043 s . 1764000122 11536042 ug

— 78540, pg — 77952 s p; — 784,142 -

M H Hy
_268800u; 44y 119168p3p5 5 3136043 g ~ 131712442 N 3808 s pg
My Hy My Hy Hy
_ 840puus N 51243 ~ 6272043 pi4 g . 15993643 u? . 3920, 45 s N 8960443 11, Ho
H2 Ha I 4 H 1
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224 896 28175u%  2100u2u, 9856 3136424
+ H3HsHg " H3HeHq + 4 + 4 Mg " HaHsHqy + 5H6

1 1 I’ 1 1 1
164419 . 565 . 62720443 14 s . 3920043 43 ~ 1120443 py g ~ 716843 s,
1 1 1 I 1 S
| AA80us iy TBAOuspysps 02125 p5  128uspgps  4900uius 392045 ks
1 1, 1 1 1 1
1404, pg g N 112/42;48 N 3136M§y4y§ N 3920/43/,12/45
1 1, Hy 1y
V2pspgpsps 12251 TOujug — pabg
- 4 + VR i ),
Hy Hy Hy Hy
2 3
Var(y/i) = (— 1’:{ 2>2 ( 1’\‘/ 4>2 - 2)(’13’)‘33 ( ;’[ 2)4 Vi,
Var(xy/i,) = O Oy 2dupps  buypy K5 Iy 6

et ey T T T T vy

po 181y Ougus  18uypy Oy

(N)* (N (N)  (N) (N)

Ol _ Qpspy | OM5 Ot | pals

(N (N (N) (N) (NP
_36#3t N 456/43 B 432/4%;43 48/4%/44 B 121/4% 64/42;4§

(N)* (N)? (N)? (N (N)*  (N)?
528z 3T0pppy  108pyps 12p5p 12445 60psp,  8psps

Var(x,/k,) = (

(N)* (N)* (N)* (N ANy (N (N
ur o 121p,  132us S8 12u;  pg 108uy  60upy 3964,

(N2 T (NY (N2 (N2 (N2 (NP (NY (N (N)
502u5p; 23, Op3us 12043 20mypsp,  242umpy  132up,

(N) (N " (N)® (N (N (N (N)3
2245 1323 Yy 12 1242 s 93 ~ 661, 364y

(N~ (N)*  (N)3 (N (N (NP (N (N)* (N)*
COuapy 120 1325us 22Gu,  36mu; 12pmusm, . HaH] i

(N~ (N)* (N)* (N)* (N)* (N)* (N

Var(iy) = (—p3 + py — 203 + py)in,

Var(x;) = (9#3 - 21/4% + 244,45 — Opy py + 44, — yg — 1245 4+ 13, — 65 + pg)in,
Var(k,) = (—36;4‘2‘ + 456;4; — 432;4%/43 + 48/4%/44 — 337/,{% + 64;42;4§ + 648, 115
—370p, piy + 108, pis — 124, g + 3644, — 124;4§ +60p; 44 — 8z s
— 132, — ﬂi +193p, — 144ps + 58y — 1245 + pg)in,

Var(ks) = (p9 + 90043 — 990045 + 840043 3 — 90043 p, + 1846513 — 100043 i3
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Var(xg)

= 3020045 3 + 1005043 py — 1920443 s + 160445 g — 754015 + 9900, 113

— 34004, 3 1y + 240445 pi3 pis + 18800, p5 + 125;12/42 —15070u, p,

+ 74004, s — 2110p; pg + 320, 17 — 201, i + 57644, — 80043 + 2003 1,

— 570543 + 500054y — 15705 pa5 + 280p5 g — 203 4ty — 240045 — 45047

+ 120p4 5 — 10p, g +4180p, — ,u§ —3980pus + 2273 g — 800, + 170y — 20u4y)/n,

= (=300t + 395419 — 30p;; + py, — 810048 + 2943004, — 24300045 45 + 135005 4y

— 91692045 + 396004 3 + 13950003 p15 — 34020043 1, + 4860043 pis — 288043 g

+ 843105/42 - 510600/4%/4§ + 144000/4%/43/44 - 9720/4%/43/45 - 1838400/4§y3 - 3600/4%/42

+ 918810M§y4 - 313650;4%/45 + 67620/4%;46 - 8100/4%/47 + 405/4%/48 - 237076/4% + 48000/42/43
- 9600;42y§y4 + 876620;42;4§ — 548250, pu3 pry + 115200 p, pis ps — 147004, pi5 pig + 8404, ps i
+ 6972004, pt5 + 48525;42;45 — 10350p,y pypis + 510p, payprg — 6838104, p1y + 216;42;4§

+ 4397104, s — 183218y pg + 489004, p; — 8070p, pg + 7505 g + 144004, — 40();4§

- 111000/42 + 72200;4%;44 - 8400;4%;45 + 440,14%/,16 - 272945;4% - 9750;43;42 + 102045y s

+ 322950451, — 146298 15 s + 451505 g — 858045 147 + 9005415 — 4045 g — 6576044

+ 225/42 - 49195;42 + 24750, pus — 4970, pg + 600, 17 — 304,45 + 1290764, — 1245/4§

+ 210us g — 12457 — 1437005 — 2 + 10080545 — 46710, + 14523 115 — 300045)/n.

C: Statistical Uncertainty of Efficiency Corrected Cumulants

In this section we show formulas for statistical uncertainty of detector efficiency corrected

cumulants only

up to 2™ order due to length limit of thesis. The number of terms rises quite

high when it goes up to 3" order. The formulas are derived according to Delta theorem [75,

84] by means of several useful Python [98] packages like Sympy [99]. The code is shared

online [100] and one can use it to generate higher-order formulas.

Var(C,) = (_<Q(1,1)>2 + <Q?I.D))/n’

Var(C,)

= (=2#(Qq1)) * (—(Qu1y) *(QF 1)) +(Q1))

=201y * (={Qu.1)) * (Quny) +{Qu1nQun)) +2%(Q 1)) * (=(Q 1y) * (a2
+(01.1Q0)) =2 (Qu ) * (=(Q11)) *(QF1)) = (Quiy) * (Qeiy) +(Qayy) * (O
=25 Q1) * (=(Qun) + (07, + (011 +(Cun Qe = (CuiyQan))

= {00 1)) = 2500, 1)) * Q) +2%(QF ) *(Qpon)) +2 %0, 1 Qo))
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— 2% <Q(21,1)Q(2,2)> + (Q?1,1)> - <Q(2,1)>2 +2% Q1)) *(Qup) + (Q(zz,lﬂ
=2%(0010n2) — <Q(2,2)>2 + <Q?2,2)>)/”‘
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